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Abstract Time series analysis requires powerful and robust tools; at the same
time the tools must be intuitive for users. Bayesian networks have been widely
applied in static problem modelling, but, in some knowledge areas, Dynamic
Bayesian networks are hardly known. Such is the case in the environmental
sciences, where the application of static Bayesian networks in water resources
research is notable, while fewer than five papers have been found in the liter-
ature for the dynamic extension. The aim of this paper is to show how Dy-
namic Bayesian networks can be applied in environmental sciences by means
of a case study in water reservoir system management. Two approaches are
applied and compared for model learning, and another two for inference. De-
spite slight differences in terms of model complexity and computational time,
both approaches for model learning provide similar results. In the case of in-
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ference methods, again, there were slight differences in computational time,
but the selection of one approach over the other is based on the prediction
needed: If the aim is just to go one step forward, both Window and Roll out
approaches are similar, when we need to go more than one step forward; the
most appropriate will be Roll out.

Keywords Water reservoir · Dynamic Bayesian networks · 1-step approach ·
2-step approach · Window approach · Roll out approach

1 Introduction

Nowadays, it is widely recognised that including time as a component of models
is an important challenge in the field of data mining, reasoning and decision-
support systems (Russel and Norvig 2002; Mihajlovic and Petkovic 2001). In
environmental sciences, time series analysis has a wide range of applications,
and some models have been successfully applied, such as auto-regresive mod-
els (Davidson et al 2016; Parmar and Bhardwaj 2015), hidden Markov models
(Lagona et al 2015; Spezia et al 2010), order series method (Arya and Zhang
2015), multi-temporal analysis (Lobo et al 2015), autocorrelation functions
(Farah et al 2014), functional depth for outliers (Raña et al 2014), and state
space models (Bojarova and Sundberg 2010). However, several temporal mod-
els are based on complex mathematical notation that experts from other areas
are unfamiliar with, or else they act as black boxes. These featues mean such
models are difficult for experts and stakeholders to understand and, in addi-
tion, specific literature is usually difficult to find (von Asmuth et al 2012).

Bayesian networks (BNs) are statistical tools whose ability to solve a wide
range of tasks, including classification, regression, and performing scenarios of
(future) change (Aguilera et al 2011) has been demonstrated. From their def-
inition at the beginning of the 1990s (Jensen and Andersen 1990), they have
been developed and applied in various fields, and a consolidated literature is
easily found. One of their advantages is that non-specialists and stakeholders
can get an intuitive understanding of the model since BNs are configured as a
model with a qualitative part, namely a direct acyclic graph representing both
variables and the relationships between them; and a quantitative part where
the strength of these relationships is represented by probabilities. Moreover,
the ability of BNs to deal with large datasets and missing data and informa-
tion from different sources has also been demonstrated (Fernandes et al 2013).
Finally, despite being defined for discrete variables, there are some BN solu-
tions proposed for dealing with continuous or hybrid data (continuous and
discrete variables simultaneously). The earliest and most common solution
was to discretise the continuous variables and treat them as discrete using the
available software. The main disadvantage of this approximation is the loss
of information and accuracy (Uusitalo 2007). The next solution proposed was
the Conditional Gaussian model, but this imposes certain restrictions during
the structural learning. Other models, such as the Mixture of Truncated Expo-
nential (MTE) (Moral et al 2001), Mixture of Polynomials (Shenoy and West
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2011), and Mixture of Truncated Basic Functions (Langseth et al 2012) were
proposed to overcome such structural limitations, but only the MTE model
has been applied to environmental problems (Maldonado et al 2016; Ropero
et al 2016).

In the environmental field, BNs have been widely demonstrated to be a
powerful tool to solve problems under a framework of uncertainty (Kelly et al
2013). In the context of Integrated Water Resource Management, BNs were
proposed as an appropriate tool for modeling uncertainty in water research
(Castelletti and Soncini-Sessa 2007a,b; Henriksen et al 2007), leading to the
application of BNs in some European projects such as the FP5-MERIT (Brom-
ley et al 2005) or NeWater (Henriksen and Barlebo 2008). This has meant that
water resource management has become one of the fields in which BNs are most
commonly applied (Fienen et al 2016; Phan et al 2016), for both groundwater
(Aguilera et al 2013) and surface water (Liu et al 2016) systems.

However, BNs have been mainly used for static problems, where time is not
included as a component of the model. Nevertheless, several studies have used
BNs to predict change in systems modeled under different scenarios (Keshtkar
et al 2013). For example, they have been used for modeling scenarios of Cli-
matic and Global change in different ecosystems and catchments (Dyer et al
2014; Mantyka-Pringle et al 2014; Webster and McLaughlin 2014), changes
in management plans for groundwater systems and for species conservation
(Shenton et al 2014; Tiller et al 2013), risk assessment in groundwater quality
assessment (Aguilera et al 2013) and environmental impacts on species dis-
tribution patterns (Meineri et al 2015). Although results from static BNs are
robust and appropriate, the conclusions cannot be extrapolated to a particular
time, nor time series can be handled (Ropero et al 2017).

The extension of BNs, the so-called Dynamic Bayesian networks (DBNs),
has begun to be applied to face this new challenge of including time in envi-
ronmental models (Hill 2013; Molina et al 2013). Even though they are still
being developed, some initial applications of DBNs in the environmental sci-
ences are cited in the literature. In the works of Hill et al (2009) and Hill
(2013), hybrid DBNs were applied to the control of streaming climatic data,
in an attempt to detect anomalies and errors in the data. Zhang et al (2012)
used discrete DBNs to integrate data from different times series into a model
to accurately estimate the Leaf Area Index in a region of China. In both cases,
the DBN application focused on the pre-processing step, trying to correctly
collect the data, or merge different data sets. Molina et al (2013) showed how
discrete DBNs were learnt as a Decision Support System to predict the ef-
fects of Climate Change scenarios in a groundwater system in Spain over the
2070-2100 horizon. Following the idea of applying DBNs in water resources,
Molina et al (2016) aimed to model the temporal behavior of hydrological time
series for two different river basins, looking for a proper order in the series.
Trifonova et al (2015) presented an application in the field of fisheries ecology,
in which a DBN based on Hidden Markov models including latent variables
was developed for modeling species dynamics over time and space. Papakosta
and Straub (2016) developed a model for predicting the occurrence of wildfires
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in a Mediterranean region including environmental and anthropogenic infor-
mation using a 1x1km grid. Finally, Ropero et al (2017) compared static and
dynamic BNs in a regression problem in order to predict the behavior of a
water reservoir under changing climatic conditions.

Climate in Spain is characterized by irregular rainfall patterns which pro-
vokes periods of severe drought followed by heavy storms, making water scarcity
management a challenge. For that reason, dam and reservoir construction has
historically been the main solution to water scarcity and irregularity with
more than 1200 active reservoirs in Spain. Apart from acting as guarantor
for water and agriculture consumption, the current water reservoir system has
been designed to control flooding. Thus, accurate prediction of the behavior
of reservoirs under unstable climatic conditions is crucial to identify the flood
risk and mitigate losses caused by flooding. In the same way, drought periods
need to be detected in time in order to be prepared, not only to meet the wa-
ter demand for human consumption, but also to ensure natural watercourses
carry a minimum water flow that allows biodiversity to be safeguarded. Fur-
thermore, the temporal component is even more important since experts need
to know when such extreme events will happen.

This paper aims to make Dynamic Bayesian networks more accessible to
environmental science experts by comparing different approaches available for
learning and performing inference using data from a water resource manage-
ment case study. However, the objective was not to build a hydrological model,
but to extract relevant information from those available in order to reach the
methodological objective. Thus, a well known and easy to interpret case study
was used so that, no extra uncertainty was added to the model. As a nov-
elty, data were totally continuous, and the Mixture of Truncated Exponential
models were selected to allow continuous variables to be included in the model.

2 Bayesian networks

2.1 Hybrid Bayesian networks

Bayesian networks (BNs) are defined as a statistical multivariate model for a
set of variables X = {X1, . . . , Xn}, and composed by two components: i) the
qualitative part, a direct acyclic graph in which each vertex represents one
of the variables, linked by an edge which indicates the existence of statistical
dependence between them; ii) the quantitative part as the conditional prob-
ability distribution for each variable Xi, i = 1, . . . , n, given its parents in the
graph (pa(xi)) expressed in Conditional Probability Tables (CPTs) (in the
case of discrete variables) or probability functions (for continuous variables).

The qualitative part allows BNmodels to be easily understood by experts in
other fields who are unfamiliar with the model’s mathematical context. Thus,
experts and stakeholders can play an important part in the model learning
process by identifying relationships between variables, giving values for the
CPTs or even refining the structure previously learnt from data (Aguilera
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et al 2011). This structure also means that, with no mathematical calculation
involved, the variable(s) that are relevant (or not) for a certain problem can
be known (Pearl 1988) so simplifying the joint probability distribution (JPD)
of the variables required to specify the model. Thus, BNs provide a compact
representation of the JPD over all the variables, defined as the product of the
conditional distributions attached to each node, so that

p(x1, . . . , xn) =

n
∏

i=1

p(xi | pa(xi)). (1)

where pa(xi) is a set of the parent of variable xi according to the structure
of the direct acyclic graph.

BNs were originally developed for discrete variables, but real life problems
require both continuous and discrete (hybrid) data to be simultaneously in-
cluded into modelling processes. It has encouraged the proposal of new models
for dealing with hybrid data in BNs. One of these models are the Mixture of
Truncated Exponential models (MTEs), proposed by Moral et al (2001) and
developed in detail in Rumı́ (2003).

Defined in Moral et al (2001), MTEs models were designed as an approach
to include continuous and discrete variables into BNs with no restriction on
the network structure. This approximation proposed dividing the value range
of a continuous variable into several intervals, and approximate each using an
exponential function rather than by a constant (Rumı́ 2003), since they are
closed under restriction, marginalization and combination. It is able to deal
with any distribution function, because of its high fitting power, which makes
it appropriate to deal with hybrid data.

During the probability inference process, where the posterior distributions
of the variables are obtained given some evidence, the intermediate functions
are not necessarily density functions. Therefore, a general function called MTE
potential needs to be defined as follows:

Definition: MTE potential Let X be a mixed n-dimensional random vec-
tor. Let Z = (Z1, . . . , Zd)

T and Y = (Y1, . . . , Yc)
T be the discrete and

continuous parts of X, respectively, with c+d = n. We say that a function
f : ΩX 7→ R[0,∞) is a Mixture of Truncated Exponentials potential (MTE
potential) if one of the following conditions holds:

i. Z = ∅ and f can be written as

f(x) = f(y) = a0 +

m
∑

i=1

aie
{bTi y} (2)

for all y ∈ ΩY, where ai ∈ R and bi ∈ R
c, i = 1, . . . ,m.

ii. Z = ∅ and there is a partition D1, . . . , Dk of ΩY into hypercubes such
that f is defined as

f(x) = f(y) = fi(y) if y ∈ Di,

where each fi, i = 1, . . . , k can be written in the form of Equation (2).
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iii. Z 6= ∅ and for each fixed value z ∈ ΩZ , fz(y) = f(z, y) can be defined
as in ii.

An MTE potential f is an MTE density if

∑

z∈ΩZ

∫

ΩY

f(z, y)dy = 1.

A conditional MTE density can be specified by dividing the domain of
the conditioning variables and specifying an MTE density for the conditioned
variable for each configuration of splits of the conditioning variables.

Consider two continuous variables Y1 and Y2. A possible conditional MTE
density for Y1 given Y2 is the following:

f(y1 | y2) =



















0.28 + 0.01e1.03y1 + 0.02e0.01y1 if 0 ≤ y1 < 1, 1 ≤ y2 < 3,

0.02 + 0.02e1.01y1 + 0.12e0.09y1 if 1 ≤ y1 < 3, 1 ≤ y2 < 3,

0.49− 0.12e0.59y1 − 0.24e−0.08y1 if 0 ≤ y1 < 1, 3 ≤ y2 < 4,

0.07− 0.02e−0.23y1 + 0.62e−0.23y1 if 1 ≤ y1 < 3, 3 ≤ y2 < 4.

In the same way as in discretisation, the more intervals used to divide the
domain of the continuous variables, the better the MTE model accuracy, but
also more complex. Furthermore, in the case of MTEs, using more exponential
terms within each interval substantially improves the fit to the real model,
but again more complexity is assumed. For more details about learning and
inference tasks in MTE models, see Rumı́ et al (2006); Rumı́ and Salmerón
(2007) and Cobb et al (2007).

2.2 Dynamic Bayesian networks

The earliest attempt to deal with time using BNs appeared in Provan (1993),
who proposed their use for modeling a generic system in each time step, join-
ing single BNs with links that represent the transition from one time to the
next. DBNs have since evolved and nowadays they are defined as a long-
established extension of BNs that can represent the evolution of variables over
time (Nicholson and Flores 2011).

The term dynamic means the system is changing over time, not that the
network and the relationships between variables change (Murphy 2002). For
simplicity, the proposal of Provan (1993) is followed. Thus, it is assumed that
a DBN is a time-invariant model composed by a sequence of identical BNs
representing the system at each time step, and a set of temporal links be-
tween variables in the different time steps representing a temporal probabilis-
tic dependence between them (Pérez-Ramiréz and Bouwer-Utne 2015). Thus,
according to Korb and Nicholson (2011) the components of a DBN are:

– Time slice: the state of the system at a particular time t, represented by
a static BN identical in each time step.
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Fig. 1 Example of a Dynamic Bayesian network following the first-order Markov assump-

tion comprising three variables X, Z and Y composed of 2 time slices. Solid links represent
intra-slice arcs, whilst dotted lines represent inter-slice arcs.

– Intra-slice arcs: the relationships between variables in a time-slice (e.g.
in Figure 1 links between X0 and Y0). They remain constant regardless of
the particular time.

– Inter-slice arcs: also called temporal arcs, they represent the relationships
between variables in successive, or not successive, time slices both (i) the
same variable over time (e.g. in Figure 1 links between Y0 and Y1) or (ii)
between different variables over time (e.g. in Figure 1 links between Z0 and
Y1).

These dynamic models could be quite complex due to the existence of sub-
models connected through temporal links for each time step. So, in order to
reduce the potential number of temporal parents in the network, and also the
computational cost, the Markov assumption is followed (Murphy 2002). That
assumes that the state of the world at a particular time depends on only a
finite history of previous states. In the simplest case, the current state of the
system depends only on the previous state, called a first-order Markov process.
Given these restrictions, a DBN can be represented with only two consecutive
time slices (time 0 and time 1) and the relationship between both (Figure 1).
Only if it is necessary, the DBN can be rolled out and more than two time
slices would be represented.

Nowadays two main approaches to learn a DBN are considered: in one (1-
step) or two steps (2-step) (Black et al 2014). Following the so-called 1-step
approach, the dynamic model, both the structure of the time slice and the
inter-slice links, are learnt from the data following the time-invariant property,
using specific software, such as Causal Discovery via MinimumMessage Length
(Korb and Nicholson 2011; O´ Donnell 2000). By contrast, the 2-step approach
means that firstly, the structure of a static model (time slice) is learnt using all
the information available, and, in the second step, this structure is repeated
and connected through (temporal) links. Parameters can be obtained from the
data, or elicited from expert knowledge.
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Once the models were learnt and validated new information, or evidence,
can be included into one (or more) variable(s) and used to update the prob-
ability distribution of the remaining variables through the so-called inference
process or probabilistic propagation. If we denote the set of evidenced variables
as E, and its value as e, then the inference process consists of calculating the
posterior distribution p(xi|e), for each variable of interest Xi /∈ E:

p(xi|e) =
p(xi, e)

p(e)
∝ p(xi, e), (3)

since p(e) is constant for all Xi /∈ E. So, this process can be carried out
computing and normalizing the marginal probabilities p(xi, e), in the following
way:

p(xi, e) =
∑

x/∈{xi,e}

pe(x1, . . . , xn), (4)

where pe(x1, . . . , xn) is the probability function obtained from replacing in
p(x1, . . . , xn) the evidenced variables E by their values e.

Several algorithms have been proposed for both exact inference - Forward-
Backward algorithm (Baum et al 1970) and interface algorithm (Murphy 2002)
- and approximate inference - BK algorithm (Boyen and Koller 1998) and FF
algorithm (Murphy andWeiss 2001), in DBN. However, there is no BN software
that implements these algorithms in such a way that experts from other fields
can easily apply them. For that reason, in this study we propose a framework
based on the available algorithms and software to use DBN in a easy way.
Since they are represented as a set of identical static BNs connected through
(temporal) links, DBNs can be represented and solved as a kind of “static”
model divided into different sub-models (model for time 0, model for time 1,
and so on), which allows the available algorithms developed for static BNs to
be used.

3 DBN for water reservoir system modeling

A case study based on water reservoir modeling in Andalusia, Spain, is pre-
sented. For modeling such a complex system, it is necessary to include multi-
variate approaches including spatial relationships between the reservoirs (which
reservoir transfers to what other one), rates of consumption and water for eco-
logical purposes (to safeguard biodiversity in the downstream watercourse).
However, this information is often difficult to obtain, so, in this paper, only
information about water balance in reservoirs and meteorological variables
were used. Besides, the aim of this paper is to study the differences between
both learning and inference approaches for DBNs, not the development of an
exhaustive hydrological model to explain the behavior of Andalusian water
reservoirs in depth.

The methodology developed is shown in Figure 2 and is explained in de-
tail in this section. First, data were collected and organized in order to fit
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Fig. 2 Flowchart of the methodology applied.

with the software requirements (Section 3.2). Also, an initial data exploration
was carried out before any modeling process, using Omnigram Explorer to
gain some prior information (Section 3.3.1). Once data were collected and an-
alyzed, the modeling process was divided into structure learning, parameter
estimation and model validation for both one-step and two-steps approaches
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Fig. 3 Location, relief and reservoirs selected from the study area.

(Sections 3.3.2 and 3.3.3). Finally, DBN inference was done using two methods:
Windows and Roll-out approaches (Section 3.4).

3.1 Study area

Andalusia (Figure 3) is located in southern Spain and configures the second
largest Autonomous Region of Spain, and the most-densely populated. It cov-
ers a surface area of 87, 600 km2 or 17.3% of the national territory 1. Its terrain
extends over a wide range of altitude, from the Baetic Depression to the moun-
tain ranges of the Sierra Morena and Baetic System, which boast the highest
peaks in Spain, over 3000 m.a.s.l. The landscape is quite heterogeneous, with
huge differences between the densely populated and rich irrigated croplands
areas of the river basin and coastlands, to the sparsely populated forests of
the uplands.

Its climate is similarly heterogeneous. Even though Andalusia is included in
the Mediterranean climate zone, there are stark differences between the coast
and inland. The climate in the southeast is semiarid, with less than 200 mm of
annual rainfall, whilst the middle and northern parts are under a continental
climate influence, receiving more than 4000 mm rainfall. These patterns are
not only spatially, but also temporally irregular cycles of drought and wet
periods. This has led to the construction of more than 100 active reservoirs in
Andalusia.

Due to Andalusia step relief and climate, it is divided into six catchments.
In the current study, only the Guadalquivir and Guadalete-Barbate catch-
ments are considered (Figure 3), encompassing a total of 61 water reservoirs.

1 Data from the Spanish Statistical Institute
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3.2 Data Collection & Organization

Data were collected from the Water Quality Dataset of the Andalusian Re-
gional Environmental Information Network2 (Andalusian Regional Govern-
ment) for the 61 reservoirs selected. They consist of seven continuous vari-
ables and one discrete, collected monthly from October 1999 to September
2008 (Table 1). Temperature in ◦C (T) and Rainfall in m3/m2 (R) represent
the climatic conditions in the vicinity of the reservoir. Percentage Evapora-
tion (E) is the percentage of the water in the reservoir that evaporates. Water
level (WL) indicates the height of the water column in m.a.s.l., whilst Percent
Fullness (PF) expresses the percentage of the reservoir capacity that is cur-
rently used, from 0 to more than 100% (following a storm event, the reservoir
can exceed the dam capacity). Finally, reservoir management is represented by
Amount Discharge and Amount Transfer in. Amount Discharge (AD measured
in m3) refers to the amount of water that is released to meet ecological, water
consumption or regulation purposes. By contrast, Amount Transfer in (AT)
is the amount of water deliberately added to the reservoir, e.g., pumped in
from another reservoir. Reservoir Use is the discrete variable that represents
the main use of the water reservoir (Hydroelectric, General regulation, Irri-
gation, Human consumption, Industry, No information, Ecological, Irrigation
and other, Irrigation and consumption, Consumption and others).

Table 1 Main statistics of the continuous variables collected.

Variable Minimum Mean Maximum
Rainfall 0.00 0.04 0.43

Temperature 0.0 17.8 30.0
Percentage Evaporation 0.00 0.86 23.40

Amount Discharge 0.00 10.46 1529.39
Amount Transfer in 0.00 10.81 1529.71

Water Level 0.00 355.8 1039.3
Percentage Fullness 0.00 57.20 237.78

With the aim of fitting with the software and modeling requirements, data
collected were organized in two different datasets (Figure 2):

– Static dataset. Once the data are collected, values of variables at different
times are put together to create a new unique variable, in which time is
excluded (e.g. in Figure 4(a), the variable Temperature is configured by
taking the temperature data for October 1999, November 1999 and so on).
This static dataset has seven variables and 6588 observations; it was used
for the initial data exploration, and the time slice structure learning in the
2-step approach.

– Dynamic dataset. For each reservoir, data are organized into two-time
slices, comprising every consecutive pair of months (Figure 4(b)). This

2 http://www.juntadeandalucia.es/medioambiente/site/rediam
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Dam T R . . .
1 Toct1999 Roct1999 . . .
2 Toct1999 Roct1999 . . .
. . . Toct1999 Roct1999 . . .
1 Tnov1999 Rnov1999 . . .
2 Tnov1999 Rnov1999 . . .
. . . Tnov1999 Rnov1999 . . .
1 Tdec1999 Rdec1999 . . .
2 Tdec1999 Rdec1999 . . .
. . . Tdec1999 Rdec1999 . . .

(a) Static dataset

Dam T0 R0 . . . T1 R1 . . .
1 Toct1999 Roct1999 . . . Tnov1999 Rnov1999 . . .
1 Tnov1999 Rnov1999 . . . Tdec1999 Rdec1999 . . .
. . . . . . . . . . . . . . . . . . . . .
2 Toct1999 Roct1999 . . . Tnov1999 Rnov1999 . . .
2 Tnov1999 Rnov1999 . . . Tdec1999 Rdec1999 . . .
. . . . . . . . . . . . . . . . . . . . .

(b) Dynamic dataset

Fig. 4 Example of both static and dynamic datasets for the Temperature (T) and Rainfall

(R) variables.

temporal dataset has fourteen variables (Temperature at time 0, Temper-
ature at time 1, Rainfall at time 0, Rainfall at time 1, and so on) and 6527
observations 3. This dataset was used for the dynamic structure learning
with CaMML during the 1-step approach, and later on for both 1-step and
2-step DBN models parameters estimation using Elvira software. Following
this organization, this temporal dataset was also divided into one for learn-
ing and model validation, (October 1999 to September 2007) and another
for inference (October 2007 to September 2008).

3.3 DBN model learning

3.3.1 Data exploration

According to Aguilera et al (2011), the first step in (D)BN modeling is to state
the objective of the model. Here, the focus is on modeling the behavior and
evolution of water storage in the reservoir system, represented by the variable
Percentage Fullness, but also, the relationships with the other variables. No
classification or regression problem (in which the aim is to accurately predict
the behavior of one unique discrete or continuous variable, respectively) is
faced, but characterization (in which the main idea is to learn the structure
of the model and study not only the relationships but also their strength).
In this case, the model can be obtained directly from the data, through an
expert elicitation process, or using both expert and data information. In envi-
ronmental sciences characterization has been widely developed through expert

3 Note that the difference in the sample size in both dataset is due to the different orga-
nization of the data.
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elicitation with discrete variables (Aguilera et al 2011). In this paper, contin-
uous information is available and the methodology applied allows us not to
discretize them. Thus, the model could be directly obtained from the data, but
obtaining first some initial knowledge about the variables and their potential
relationships can be extremely useful. This data visualization can assist in un-
derstanding the relationships between the variables included, and also greatly
simplify communications with stakeholders.

Thus, data exploration was performed using the Omnigram Explorer (OE)
software which allows an initial understanding of how the variables are re-
lated, as well as some idea about the system’s causal structure (Ropero et al
2015; Taylor et al 2015). This software was designed as a tool for interactive
exploration of relationships between variables in an agent-based simulation. It
draws on ideas for visualization in the Attribute Explorer (Spence and Tweedie
1998), where data is presented as a set of histograms, one per variable 4.

Initially, a data file and model definition are loaded in OE software. The
data file contains the joint data sample, in which each variable is represented
by a histogram, showing its sample distribution (Figure 5 a)). If a bin is empty
(e.g., bin 0 in Rainfall node in Figure 5 a)), a thin horizontal line is drawn
at the base. Besides, model definition is included to designate some variables
as input or outputs and to use Bayesian network links to represent causal
structure or other dependencies. However, these features are for display, while
the links included have no meaning. Thus, in this paper, neither links nor
model definition was included.

The potential of this tool lies in its interaction modes, where a variable or
subset of variables can be selected and their relationship with the remaining
variables explored. The selected variables are the focus of attention, which is
indicated visually by a red square indicator in the corner of the node (Rainfall
variable in Figure 5 a)). When the focus variable changes, all of the other
variables are updated to show the corresponding sample values in their distri-
butions. There are four modes of interaction: single node brushing (Figure 5
b), only one variable is the focus), multi node brushing (Figure 5 c), two vari-
ables can be the focus), omnibrushing (Figure 5 d), again only one variable can
be the focus, but the remaining variables are updated to show each bin what
fraction of the data correspond to the focal bins), and sample view (Figure 5
e), with just one focus variable, the difference is the way data are display,
in this case, each individual sample is represented as a small colored circle,
simultaneously across all variables).

Figure 6 shows the omnibrushing interaction mode for both Rainfall and
Temperature variables. Lower values of Rainfall (marked in yellow) are associ-
ated with higher Temperature values and lower values of Percentage Fullness.
However, the highest values of Rainfall (marked in blue) are not particularly
correlated with higher values of Percentage Fullness. Besides, there is a nega-
tive relationship between Rainfall and Temperature, while a positive relation-

4 For more detail information about this software see the link: http://www.tim-
taylor.com/omnigram/.
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(a) (b) (c)

(d) (e)

Fig. 5 Screenshot from Omnigram Explorer software. Initial histograms for the water reser-
voir data focussing on the Rainfall variable (a) and modes of interaction in OE for a subset
of variables: Single node (b), Multi node (c), Omnibrushing (d) and Sample view (e).

ship exists between Percentage Fullness, Water Level and Amount Transfer in
(Figure 7). However, the relationships with Percentage Evaporation are more
ambiguous. When Rainfall values are higher, Percentage Evaporation tend to
be more prevalent in the second bin.

In the case of Temperature, moderate values (marked in yellow and green
colors) are more prevalent in the rest of the variables than both extremes (bins
1 in red, and 5 in blue colors). If we used single node brushing (Figure 7), when
we focus on bins 1 and 2 (corresponding to temperatures lower than 15◦C),
samples are fairly flat, except for lower Percentage Evaporation and slightly
higher values of Rainfall. If we move now to the highest bin (temperatures
above 25◦C), it shows low Rainfall and higher Amount Discharge, presumably
to combat drought conditions.

Finally, both Amount Transfer in and Amount Discharge behave in the
same way with respect to Percentage Fullness (Figure 7 (e) and (f)) and that
the relationship between all three is positive. We computed the Pearson cor-
relation between Amount Transfer in and Amount Discharge conditioned on
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(a) (b)

Fig. 6 Omnibrushing for Rainfall and Temperature variables.

(a) (b)

(c) (d)

(e) (f)

Fig. 7 Single Node Brushing for Rainfall, Temperature and Percentage Fullness, focus on
the lowest and highest values.

water reservoir, which was a very high 0.95. However, they behave in opposite
ways in high temperature conditions, so they both will be included into the
model.

Through this data exploration, the following information was obtained
from the data:

– Rainfall and Temperature are clearly inversely related.
– whilst Rainfall, Percentage Fullness andWater Level are positively related.
– Percentage Evaporation is also related to both Rainfall and Temperature,

but the relationship seems to be more complex.
– Reservoir use provides no significant information, so it will not be included

into the model. This way, only seven continuous variables were used.
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Thus, these relationships need to be included in the model. In both cases,
Rainfall and Temperature act as a posible cause of Percentage Fullness, Per-
centage Evaporation and Water Level, so they should appear in the network
as parents of these. Also, given a fixed Percentage Fullness, the variables of
Amount Discharge and Amount Transfer in provide similar information and
should be considered to the model to be closely related.

3.3.2 Model learning

Once data were analyzed and prior information gained, the next step consists
of model learning. Both One-step and Two-steps learning approaches were used
for model learning. In order to learn in an intuitive way, DBNs following One-
step approach, CaMML software is used for structure learning. This software is
a machine learning program able to learn causal structure by using a Bayesian
metric (Minimum Message Length score) and stochastic search to find the
model, or set of models, with the highest posterior probability given the data
(for more information see Korb and Nicholson (2011) 5. Besides, it was updated
to incorporate dynamic models learning. However, this model provides us with
the causal structure of the model not its parameters, thus, after CaMML,
Elvira software was used for parameter estimation.

In the case of one-step approach, as it was previously said, this learning
approach means both the time slice structure and temporal links are learnt
simultaneously. So, the dynamic dataset was included into the software and
carried out the learning process. CaMML runs a search of the optimal dynamic
structure of the model according to the data provided using the MML score.
By this way, One-step model was obtained.

In contrast, in two-steps first the static structure is obtained and repeated
for time 0 and time 1 and, in a second step, temporal links are added. In order
to compare the two learning process, CaMML software is applied. This soft-
ware supports prior information about the structure of the model but just for
static model learning. This prior information comprises what variables should
be linked (priors), or the partial (or total) order of variables (tiers). The idea of
using priors is to assist the discovery process with common sense background
knowledge or expert opinion, or, as in this case, with the information that data
exploration provides. Inspired by OE data exploration, the following tiers and
priors were included:

– Priors: The following links should exist: from Rainfall to Percentage Full-
ness, from Percentage Evaporation to Percentage Fullness, and from Water
Level to Percentage Fullness.

– Tiers: Variables in the model should follow this structure: in a first level
Rainfall and Temperature as parent of Percentage Evaporation, Amount
Discharge and Amount Transfer in which are positioned in a second level;
and, finally, Percentage Fullness and Water Level.

5 For more information visit http://bayesian-intelligence.com/software/
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Using the static dataset and this information, a static BN was learnt. The
next step consisted of learning the temporal links between each time slice by
repeating the static structure and including them in the CaMML, to obtain
the temporal links using the dynamic dataset (Figure 2).

Both one-step and two-steps causal structures were learnt, and now param-
eters of the relationships between variables (both intra and inter-slices) were
estimated from the data. As it was mentioned in Section 2.2, for making DBNs
learning more feasible for experts in environmental sciences, these models are
considered as a kind of complex static model divided into two parts: one for
time 0, and the other for time 1. Thus, available algorithms for parameter es-
timation can be applied. In this case, Elvira software was used with the data
from October 1999 to September 2005.

We have followed the approach of Morales et al (2007) to estimate the
corresponding conditional distributions based on MTE models. Let Xi and
Y be two random variables, and consider the conditional density f(xi | y).
The idea is to split the domain of Y by using the equal frequency method
with three intervals. Then, the domain of Xi is also split using the properties
of the exponential function, which is concave, and increases over its whole
domain (see Rumı́ et al (2006)). Accordingly, the partition consists of a series
of intervals whose limits correspond to the points where the empirical density
changes between concavity and convexity or decrease and increase. In the case
of models with more than one conditioning variable, see Moral et al (2003) for
more details.

At this point, a 5-parameter MTE is fitted for each split of the support of
X , which means that in each split there will be five parameters to be estimated
from data:

f(x) = a0 + a1e
a2x + a3e

a4x, α < x < β (5)

where α and β define the interval in which the density is estimated.
The reason to use the 5-parameter MTE lies in its ability to fit the most

common distributions accurately, while the model complexity and the number
of parameters to estimate is low (Cobb et al 2006). The estimation procedure
is based on least squares (Romero et al 2006; Rumı́ et al 2006).

3.3.3 Model validation

According to Aguilera et al (2011), those BNs models for characterization
purpose are often validated through experts. In our case, the aim is not to
develop a hydrological model, so that the validation is more focused on the
capability for making appropriate predictions of the reservoir behavior. Thus,
for predicting the behavior of one variable, the relationships included into the
model network need to be as precise as possible, if not, this variable will not
be accurately predicted. In this way; validation was carried out to accurately
predict the behavior of the Percentage Fullness variable, which is continuous.
For that, data from October 2005 to September 2007 was used as evidence to
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the model, including values for all variables except Percentage Fullness into the
model and checking the prediction made for this variable. The accuracy of this
prediction was measured using the root mean squared error (rmse) (Witten
and Frank 2005) between the actual values of the response variable (Percentage
Fullness), y1, . . . , yn, and those predicted by the model, ŷ1, . . . , ŷn, following
the equation:

rmse =

√

√

√

√

1

n

n
∑

i=1

(yi − ŷi)2. (6)

3.4 Inference in DBN

Once models were learnt and validated, a scenario of changes was proposed.
The idea is to check if the results obtained from the model are coherent with
the reality and if they are easily interpretable by experts. Thus, we predict
the future behavior of Percentage Fullness when new information comes. Data
from October 2007 to September 2008. In each time step, information about
Rainfall, Temperature, Amount Discharge and Amount Transfer in were in-
cluded as evidences and the Penniless algorithm (Cano et al 2002, 2000) was
applied. The value of those variables was fixed and this information was prop-
agated through the network to update the probability distribution of the rest
of the variables. From this probability distribution, an estimated value can be
obtained like the mean, median, or even mode. Finally, here we used the mean
as the estimated value, and the rmse of Percentage Fullness variable at each
time step and their evolution over time was studied.

Two main approaches for inference in DBNs were proposed, the so called
Window and Roll out. The idea behind theWindow methodology is to keep the
DBN as simple as possible by maintaining only two time-slices, following the
first order Markov process. Figure 8 a) shows the Window approach following
an example: a DBN with five variables in each time step, and one temporal
link. We have information about variables X1 and X2, and want to check the
temporal behavior of variable X4.

– Firstly, evidences are included into the model (variables X1 and X2 at time
0, marked in red color) and propagated. Mean values for the variable X4

in the next time step are obtained (marked in green color).
– If only two time steps are required, the process is stopped. If not, we need to

“move the window” so that, we can see time 1 and 2. In this step, evidences
are obtained as the mean value of X4 variable (values of variables in time
1, marked in blue color), and propagated to the next time step (time 2).
There will be as many windows as time steps we need to represent.

Figure 8 b) shows the Roll out approach. In this case, the network is repli-
cated for the total number of time slices we need. In this way, new evidences
are included simultaneously in all variables rather than in consecutive steps
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Fig. 8 Outline of the inference in DBN. Red nodes indicate evidenced variables; green
nodes indicate the goal variable; blue node indicates a evidenced node obtained from the
previous time slice.

as in the previous approach. In our case, the behavior of Percentage Fullness
variable that we wish to study between October 2007 and September 2008,
means the network is rolled out to show eleven time slices, whilst the Window
approach was repeated 10 times.

4 Results

4.1 Comparison between DBN learning processes

Figures 9 and 10 show the 1-step and 2-step DBN models, respectively. Ta-
ble 2 compares the two models in terms of error rate and structural complexity.
Validation was carried out with data not previously used in learning process,
and the rmse was calculated for Percentage Fullness variable at time 0 and
time 1 in order to compare them, not for providing a goodness of fit mea-
sure. In contrast, complexity was measure, using both the number of links
between variables and the time spend in the learning process, the so called
computational time 6.

The two approaches provide similar model structures, though in the 1-step
process CaMML does not allow prior knowledge to be included. This means
that these relationships are evident in the information provided by our data.
Besides, both models (1-step and 2-steps) simultaneously validate each other.
Specifically, the structure shows a common pattern with a sequence of levels.

6 Using a MacBook Air, 1.6 GHz Intel Core i5. RAM 4GB 1600 MHz DDR3



20 Rosa F. Ropero et al.

Climate configures the first level where the three variables, Rainfall, Temper-
ature and Evaporation, are related to each other, but differences between the
two approaches are clearly visible. In the 2-step DBN model, due to the expert
knowledge, Rainfall and Temperature are both parents of Evaporation, whilst
in the 1-step DBN model it is just the contrary. The priors and tiers included
in CaMML have forced the order of these climatic variables, but it does not
mean that having no priors implies a poorer model. In 1-step DBN model
these variables are related according only to the data information, without
any expert knowledge.

Following through the network, both variables of reservoir management
are found to be linked to each other (Amount Transfer in and Amount Dis-
charge) in a similar way. This is an example of how both models validate each
other. Despite their differences in the learning approach, these two variables
are linked in the same way, even in the temporal structure. It means the re-
lationship is clearly expressed in the data, and both learning process are able
to properly represent this information.

Finally, the bottom of the network is represented by Water Level and
Percentage Fullness. Relationships between these last two variables and the
rest are different in the two approaches. The 1-step model is simpler and these
two variables are related to Evaporation and Rainfall, but not to each other.
In contrast, the 2-step model includes more links between these variables and
both climate (Evaporation) and reservoir management (Amount Discharge)
variables, and between them (from Water Level to Percentage Fullness).

Note that, in the 2-step model, no direct link from Rainfall and Percentage
Fullness is included (even when it was pointed to by the priors information),
but there is a relationship between these two variables through the variable
Evaporation. Priors and tiers included into CaMML forced the establishment
of certain relationships with a confidence interval. In our case this interval was
set at 0.9. However, if the data does not support this relationship, it will not
be included, and an alternative is proposed. In this case, instead of a direct
relationship from Rainfall to Percentage Fullness (that is also not included
in 1-step as an intra-slice arc) the alternative is an indirect relationship from
Rainfall to Evaporation and to Percentage Fullness.

In terms of model complexity, measured by the number of links, the 1-
step approach provides a model with fewer arcs between variables. Instead
of including a high number of intra-slice arcs, learning the dynamic structure
directly determines the best structure for the temporal problem, in such a way
that minimizes the number of links, and the model complexity. In contrast,
learning the model in two consecutive steps means more links are included
(Table 2).

These differences in term of structure and complexity involve an increase
in computational time for the 2-step process (Table 2). Even though the differ-
ence was less than a minute, in more complex models (with a greater number
of variables and relationships), this difference could imply intractable compu-
tational times for the 2-step approach.
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Fig. 9 Dynamic structure of 1-step model.

The two approaches provide similar values of rmse. Again, the 1-step ap-
proach shows less differences between the rmse at time 0 and 1, whilst this
difference is greater in the 2-step process.

Table 2 Comparison between the two learning processes in terms of rmse for the PF

variable (both in time 0 and time 1), number of intra and inter-slices links and computational
time (seconds).

Model 1-step 2-step

PF0 rmse 37.35 45.88
PF1 rmse 41.57 39.94

Intra-slices links 5 12
Inter-slices links 10 8

Total links 15 20
Computational Time (sec) 183.3 244.1

4.2 Comparison between DBN inference methodologies

In order to study the applicability of these methodologies in a real case, new
data were included into the model and the behavior of Percentage Fullness
studied. The idea is to show how accurately the prediction could be, and also
the interpretability of the results. Figure 11 shows the evolution of rmse for
the Percentage Fullness variable for both Windows and Roll out approaches.

The Windows approach (in green) shows a more stable evolution over time.
rmse increases until reaching a stable value that persists until the end of the
process. In this way, the 1-step model provides a slightly lower error rates
than the 2-step model. However, both models present a similar error rate. In
contrast, Roll out approach (marked in blue) shows greater variability, with
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Fig. 10 Dynamic structure of 2-step model.

values depending on the time slice. The 2-step model shows greater variability
between one time-slice and the next.

Table 3 compares the computational time for both inference methods, and
for the learning phase, for both models. As for the learning process, there is a
stark increase in computational time for the 2-step approach. In the case of the
inference process, the difference is more evident, taking nearly 4 seconds more
for 2-step. Again, even though these differences are small in this case, a more
complex 2-step model would lead to a computational time that would make
this approach unviable. Model learning is usually carried out once, so time for
this task is not so important as for inference. Depending on the case study
and the data, it could be necessary to perform several inference process (for
example, updating the model every five minutes as new information reaches
the model, and interpreting the results). In those cases, an increase in the
computational time would lead to an unfeasible process since the management
process requires the new information to be propagated and evaluated as soon
as possible.

Table 3 Comparison between learning and inference processes in terms of computational
time expressed in seconds.

Model 1-step 2-step

Learning 183.3 244.1
Window 2.5 5.9
Roll out 2.9 6.8



Dams 23

2 4 6 8 10

0
50

10
0

15
0

Time

rm
se

Window 1 step
Window 2 steps
Roll out 1 step
Roll out 2 steps

Fig. 11 Root mean square error values for both inference approach (Window and Roll out)
in both models (1-step and 2-step).

4.3 Case study results

To showcase the results obtained from a DBN, we selected one reservoir and
present the evolution of Percentage Fullness over four months, from December
to March (Figure 12).

At the beginning of winter season, December, the reservoir is close to its
maximum capacity according to all four inference methods. Roll out provides
results closer to the real values than the Window approach. During the winter
season, the input from rainfall causes Percentage Fullness to increase, as is pre-
dicted by all four models, whilst at the beginning of spring (March) reservoir
fullness falls according to the decrease in rainfall and increase in evaporation
rates.

Even though results are coherent with the real situation, there is a differ-
ence with respect to real values marked in red. The explanation is that the
models learnt in this study were proposed as a simplified example of a com-
plex real-life problem (reservoir systems management) which demand that
additional information be taken into account (rates of consumption, which
reservoir provides the amount transfer in, to which reservoir the water is dis-
charged). In this regard, our models considered the output of reservoirs comes
mainly from evaporation losses and transfers to other reservoirs, without tak-
ing into account the water consumption use.
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Fig. 12 Example of the evolution of variable Percentage Fullness over winter months

5 Discussion and Conclusions

Analysis of environmental temporal series data requires powerful tools capable
to dealing with the inherent complexity of (socio-)natural systems over time.
Several methods have been successfully proposed and applied, but their math-
ematical notation and, often, the fact that models act as a black box, mean
they are not easily understood by non-mathematical experts. The role of ex-
pert and stakeholders in environmental modeling is crucial and their inclusion
in the learning and validation processes necessary. This truth has encouraged
new methodologies to be proposed that balance model accuracy and robust-
ness with an intuitive component.

In this sense, the ability of BNs has been widely demonstrated in terms of
the ability to deal with (static) environmental data whether including stake-
holders or learning the mode solely from data. Besides, through the so-called
inference process, scenarios of change can be included, and changes in the
behavior of the system easily studied. Recently, the extension of BNs, in the
form of Dynamic Bayesian networks, began to be applied to tackle temporal
environmental problems.

A comparison between of the two learning methodologies demonstrated
minor differences. In terms of structure, both models present the same three
levels: climate, reservoir management and Fullness (measured using Percentage
Fullness and Water Level). However, significant difference appears in terms
of the complexity of the network, measured as the number of links. Whereas
the 1-step approach learns the structure in a single step and the links between
variables are fewer, the 2-step approach in contrast, repeats a static structure
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and the number of intra-slices tends to be higher. Thus, computational time
is higher for the 2-step approach.

The advantage of the 2-step over the 1-step approach is that no specific
algorithm for dynamic model learning is required, which means that it provides
an easier way to learn dynamic models for experts in environmental sciences
who are familiar with static BNs. In general, depending on the goal of the
model, either learning method can be applied and results obtained would be
similar (in terms of error rate). However, in applications where the number
of variables is high, the 1-step approach is recommended in order to reduce
complexity and keep computational cost viable.

Inference in DBNs can be also handled with two approaches: Window and
Roll out. Results in terms of rmse show a slight differences between the two
approaches. In the case of Window, since the temporal structure is reduced
to only two time-slices, complexity is not increased, and computational time
is kept low in comparison with the Roll out approach. Furthermore, by mov-
ing the window, results are less influenced by the time-slice. However, in each
step, the evidences are included as the mean value of the variable in the pre-
vious step, which could imply some information losses. In contrast, Roll out
simultaneously represents all the time-slices involved in the inference process.
Thus, it allows all the evidence propagation to be seen just in one step, rather
than having to check the behavior of the system in several windows. More-
over, information from the previous time step is collected from the complete
probability distribution, not from just the mean value.

However, this difference only applies when prediction is needed over more
than one time step. If, for example, information about October is available,
and only the behavior of water reservoir in November is required, Window and
Roll out processes are equivalent. But, for prediction over all winter months
(December, January, February and March), since Roll out shows the complete
sequence of time slices, it is the most appropriate process, as we can seen from
Figure 12 .

It is common that initially, only partial information is available concerning
the problem to be modeled. In such cases, the model is an initial approxima-
tion used to learn about the problem. Through this probabilistic methodology,
even when more variables and information are encouraged to be included, the
initial model obtained provides stakeholders and experts with useful feedback,
which help to improve the process. For the case study, the application of the
DBN allows water reservoir behavior to be evaluated in the face of changing
conditions. Even though further efforts are needed in modeling water reser-
voir management in Andalusia, an initial understanding of the problem and
the variable relationships have been gained through the use of OE software
and DBNs. Besides, under the scenario of change proposed, the evolution of
percentage fullness of each reservoir can be computed, and studied in detail.

The following steps would consist of modeling a water reservoir system
in depth using DBN, including more information about consumption rates,
spatial information (relationships between different reservoirs) and water de-
mand. In addition, taking advantage of the DBN versatility, this model can be
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developed as an alarm system, which identifies the situations when reservoirs
exceed a critical fullness threshold (to avoid both drought and flooding risk).

The literature contains numerous applications of static BNs for modeling
natural systems under scenarios of future change. In these studies, the con-
clusions obtained are appropriate and robust, but temporal behavior is not
properly studied. The systems modeled are based on a static picture, so that,
when the new information is included, only some of the components of our
picture are modified but the temporal relationships between the component of
the systems are not taken into account. However, if a Dynamic BN is learnt,
the system is modeled including relationships between components during each
time period, but temporal interactions are also included in the dataset. Thus,
performing scenarios of change using static models gives us information about
the structure of relationships between components of the system, and how
these components are related (i.e. if one variable changes, how it affects the
others). But, if the objective is to studty a temporal process, and temporal
data are available, the best solution is to model using a Dynamic BN.

A novelty of the current study is the use of MTEs models in DBNs. Their
inclusion was firstly proved in Ropero et al (2017), where both continuous and
discrete variables were simultaneously included into the models. In the current
study, only continuous data were used, and MTEs was applied in the same way
as in the study by Ropero et al (2017). It means MTEs models allow different
type of data to be included with no modification into the algorithm or the
learning process.

Nowadays, algorithms for both DBNs learning and inference are still under
development. For a successful application in environmental sciences further
effort is needed to encourage ecologists to apply them.
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