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Preface 

About the Book 

This book is the outcome of a collaborative effort. 
Five years ago, research group “Law and Artificial Intelligence”—hosted 

by the Católica Research Centre for the Future of Law (Universidade Católica 
Portuguesa—UCP, Lisbon, Portugal) and led by Henrique Sousa Antunes (UCP) 
and Arlindo Oliveira (Instituto Superior Técnico—IST)—started an ongoing 
scientific dialogue among scholars with diverse backgrounds and interests: law, 
computer science, neurosciences, and ethics. Since then, AI has further increased its 
role as the main driver of the contemporary digital transformation. As it continues to 
grow into an omnipresent set of general-purpose technologies, new questions need 
addressing. Among them, there are many outstanding technical, societal, ethical, 
legal, and regulatory questions, but rather than trying to focus on just one set of 
queries, this book is an attempt at understanding a broad number of problems from 
a distinctive multidisciplinary lens. 

Some of the contributors to this book are members of the “Law and Artificial 
Intelligence” research group. Others are prominent researchers who have been 
invited to share their unique views on these topics. Others still have been selected to 
contribute to this project through a peer-review process, following a dedicated Call 
for Articles. 

Section I addresses “Scientific, technological and societal achievements in 
Artificial Intelligence,” but rather than gathering articles from a strictly engineering 
point of view, it approaches technical questions that also touch upon an array of 
societal, legal, and ethical issues. 

In Section II, “Ethical and legal challenges in Artificial Intelligence,” the authors 
highlight the multiple risks emerging from the deployment of AI and attempt to 
search for answers at the intersection of law and ethics. 

Finally, Section III, “The law, governance and regulation of Artificial Intelli-
gence,” discusses solutions for regulating AI, with a particular focus on recent 
European Union initiatives in this field.
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Part I 
Scientific, Technological and Societal 

Achievements in Artificial Intelligence 

Introduction 

Arlindo L. Oliveira 

AI technology has been developing for more than half a century, but the last 
two decades have seen developments that have changed the nature of society. These 
developments include machine learning, robotics, computer vision, natural language 
processing and many applications in data analysis, finance, and health. The objective 
of the chapters in this section is not to provide a detailed technical description of the 
technologies involved, but to give the minimal technical background that will make 
the reader able to understand what these technologies can and cannot do. Many 
analyses of the consequences of artificial intelligence technology are deeply flawed 
because the authors ignore some rather simple facts about the way the technology 
works. 

The chapters in this section cover several technologies that have already had a 
significant impact on society in the last decades. But these technologies will no 
doubt have much more impact in decades to come, as the technologies mature and 
find more applications in data analysis and in automation. The chapter by Arlindo 
L. Oliveira and Mário Figueiredo provides an overview of artificial intelligence 
technology, with an historical overview and a description of the state of the art, 
setting the background for the more specific chapters that follow. The chapter 
addresses in some depth one of the areas that is more central to artificial intelligence: 
machine learning, the technology that is pushing forward the state-of-the-art in 
artificial intelligence, with many applications in analytics and job automation. 

Recent advances in large language models have attracted much attention, with the 
release of ChatGPT, but this is not the only language technology that will change 
the way we work and interact with people and with computers. The chapter by 
Isabel Trancoso, Nuno Mamede, Bruno Martins, H. Sofia Pinto and Ricardo Ribeiro 
describes the state of the art in natural language technologies and their impact in 
several fields, with a special focus on the legal field. This chapter covers several
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applications of natural language technologies such as summarization, document 
retrieval, outcome prediction and information extraction. Spoken language tech-
nologies, which are becoming increasingly more relevant, are also covered in this 
chapter. 

As useful as the technologies are, with applications in many different domains 
that are set to increase our overall quality of life, they also raise some important 
questions. One of the most central challenges is related to recommendation systems 
and privacy. The extensive application of analytics to data obtained from many 
sources, such as social networks, search engines, and cellphone applications, has 
a significant impact on the privacy of individuals, an issue that raises many legal, 
ethical, and moral issues. Several of these issues are covered in the chapter by 
Joana Gonçalves-Sá and Flávio L. Pinheiro, which focuses on the risks inherent 
in recommendation systems. The chapter focuses, in particular, on the risks that 
are the result of recommendation systems that fail to work as intended and on the 
risks of systems that work but generate threats to individuals and even to democratic 
societies. 

Another important application domain is health. The application of artificial 
intelligence techniques in the health domain raises many different questions, many 
of them related with legal responsibility, privacy, and security. The chapter by Ana 
Teresa Freitas addresses several of these challenges, in particular the importance of 
informed consent, the needs for safety and transparency in all systems that handle 
health data as well as the needs related with data privacy. 

A final important challenge comes from security issues. As digital technologies 
become more and more central to modern society, the risks imposed by the activity 
of hackers, corporations and governments increase and require an ever deeper 
understanding of the issues involved. Some of these risks are analyzed in the chapter 
by Luís Rodrigues and Miguel Correia which formally defines three characteristics 
that form the basis for security: confidentiality, the absence of unauthorized data 
disclosure; integrity, the absence of unauthorized data or system modification; and 
availability, or the readiness of a system to provide its service. 

Naturally, not all technologies used in a field as vast as artificial intelligence 
are covered in these five chapters. However, the most significant ones addressed in 
these chapters, natural language processing, machine learning, analytics, and cyber 
security, provide a good starting point for the non-technical reader interested in 
better understanding the artificial intelligence technologies and applications that are 
changing our world.
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1 Historical Origins 

The idea that intelligence can be automated has ancient roots. References to non-
human thinking machines exist in Homer’s Iliad and Thomas Hobbes clearly stated, 
in the Leviathan (Hobbes 1651), that human thought is no more than arithmetic 
computation. Both Pascal and Leibnitz, among many others, designed machines 
to automate arithmetic computations, which can be considered the precursors of 
modern calculators. But it was not until the mid-nineteenth century that the first 
proposal of a truly general computer appeared, created by Charles Babbage. 

The original objectives of Babbage were to build an advanced tabulating device, 
which he called the Difference Engine. As envisaged by Babbage, this was a 
mechanical device that could be programmed to perform a series of computations 
specified in advance, by a complex arrangement of cogs, dented wheels, and levers. 
Although he managed to build only some parts of the Difference Engine, Babbage 
conceived of an even more powerful machine, the Analytical Engine. Had it been 
built, the engine would have had the ability to perform general computations in 
much the same way as a modern computer, although at a much slower speed 
imposed by its mechanical parts. 

Although Babbage conceived the engine, it was Ada Lovelace, a friend math-
ematician, who wrote the most insightful analyses of the power of the engine 
(Menabrea and Lovelace 1843), arguing that it could do much more than just 
perform numeric computations. In particular, she observed that the machine might 
act upon things other than numbers if those things satisfied well-defined mathe-
matical rules. She argued that the machine could write songs or perform abstract 
algebra, as long as those tasks could be expressed using symbolic languages. 
However, Lovelace also argued that the machine could not create anything new, 
but only perform exactly the tasks it was programmed for, ruling out the possibility 
that intelligent behavior could, somehow, be programmed into the machine. This 
argument was analyzed much later by an even more influential mathematician, Alan 
Turing. 

2 Can Machines Think? 

About a century later, Alan Turing, one of the most profound and creative math-
ematicians of all time, developed some of the central ideas of modern computing 
and came to different conclusions than those reached by Lovelace. Turing, who 
became known for having played an important role in the Allied World War II 
effort to decode the enemy messages encoded by the German Enigma cipher 
machines, achieved some of the most significant results in mathematics, namely 
in the mathematical foundations of computer science, results that are as important 
today as they were at the time they were obtained.
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In a very important paper (Turing 1937), Turing showed that any digital computer 
with a large enough memory, which handles symbols and meets a few simple 
conditions, can perform the same calculations and compute the same set of functions 
as any other digital computer, a concept that became known as Turing universality. 
He described a particular type of computer, known today as a Turing machine, 
which uses a tape to write and read symbols as memory, and demonstrated that 
this type of computer can (in principle, assuming an unbounded tape) perform the 
same operations, do the same calculations, as any other computer that manipulates 
symbols. In the same year, Alonzo Church published a description of the so-
called lambda calculus (Church 1936), a formal system for expressing computation 
based on function abstraction and application, which is also a universal model of 
computation with the same expressive power as Turing machines. 

The combination of these two results lead to what became known as the Church-
Turing thesis, which can be stated, informally, as follows: any result that can 
be actually calculated can be computed by a Turing machine, or by any another 
computer that manipulates symbols and has enough memory. This theoretical and 
purely mathematical result has important philosophical consequences. Note that 
there is a somewhat circular definition in this formulation: what exactly does the 
sentence “a result that can be actually calculated” mean? Are there any numerical 
results that are not in this category? The work of Alonzo Church, Alan Turing, and 
Kurt Gödel demonstrated that there are results that, although perfectly well defined, 
cannot be calculated. In 1931, Gödel proved that no consistent system of axioms is 
sufficient to prove all truths about the arithmetic of natural numbers and that, for 
any such consistent formal system, there will always be statements about natural 
numbers that are true, but that are unprovable within the system (Gödel 1931). 

There is a close connection between Gödel’s result and the problem that Turing 
addressed in his 1937 paper, and which can be stated in a simple way (that became 
known as the halting problem): is it possible to determine whether the execution 
of a computer program with a given input will terminate? Turing demonstrated that 
it is not possible to answer this question in the general case. It may be possible to 
answer the question in particular cases, but there are programs for which it is not 
possible to determine whether or not their execution will terminate. 

Armed with these important insights on the nature and power of digital com-
puters, Turing moved forward to analyze another important question, which is at 
the philosophical core of the field of artificial intelligence: can a computer behave 
intelligently? 

Before describing Turings’s work of 1950, in which he proposes an answer 
to this question, it is important to understand the consequences of considering 
the mechanistic ideas of Thomas Hobbes and the Church-Turing thesis together. 
Hobbes argued that the reasoning carried out by the human brain is nothing more 
than mathematical symbol manipulation. Church and Turing demonstrated that all 
machines that manipulate symbols are equivalent to each other, as long as they 
satisfy certain minimum requirements and are not limited in the time they are 
allowed to take to perform a given task, neither in the available memory. The result 
of these two ideas may arguably lead to the conclusion that a computer, in the
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broadest sense of the term, should be able to carry out the same manipulation of 
symbols as a human brain and, therefore, be as intelligent as a human. There is, 
however, some disagreement on the scientific community about this conclusion, as 
stated. Some people believe that the type of substrate where the computations are 
carried out (biological or digital) may be important, while others argue that the 
conclusion may be true in principle but irrelevant in practice due to several types of 
difficulties. 

In his famous paper (Turing 1950), Turing asked exactly this question: can 
machines think? To avoid the difficulties inherent in defining what “thinking” 
means, Turing proposed to reformulate the question into a different and better-
defined problem. In particular, he proposed to analyze a hypothetical imitation 
game, a thought experiment that led to the now well-known Turing test. In the game  
proposed by Turing, an interrogator, in a separate room, communicates with a man 
and a woman, through typed text. The interrogator’s objective is to distinguish the 
man from the woman by asking them questions. 

Turing wondered if someday in the future a computer that is in the man’s place 
can make the interrogator make a mistake as frequently as he would in the case 
where a man and a woman are present. Variations of this test were proposed by 
Turing himself in later texts, but the essence of the test remains the same: is it 
possible for an interrogator to distinguish between answers given by a computer 
and answers given by a human being? Turing argues that this question is, in essence, 
equivalent to the original question “Can machines think?” and it has the advantage 
of avoiding anthropomorphic prejudices that could condition the response. In fact, 
given our individual experience and human history, it is only natural to assume 
that only human beings can think.1 This prejudice could stop us from obtaining an 
objective answer to the original question. It could happen that the interrogator would 
decide that the computer cannot think for the simple reason that the computer would 
not be like us since it doesn’t have a head, arms, and legs, like humans. The use 
of the imitation game reduces the probability that prejudices rooted in our previous 
experience prevent us from recognizing a machine as a thinking being, even in cases 
where this could be true. 

Turing not only proposes a positive answer to the question “can machines 
think?”, but also indicates an approximate time in the future when this may happen. 
He argues that within half a century there would be machines with one Gigabyte of 
memory that would not be distinguishable from humans in a five-minute Turing test. 
We now know that Turing was somewhat optimistic. By the end of the twentieth 
century (50 years after Turing’s paper), there were indeed machines with 1GB of 
memory but none of them were likely to pass a five-minute Turing test. Even today, 
more than 70 years after Turing’s article, we still do not have machines like that,

1 We are referring to thinking at a human level. Although many animals, namely higher vertebrates 
such as non-human primates, dolphins, and others, can engage in thought processes, such as 
those underlying action planning and complex social interactions, there is a qualitative difference 
between the complexity of the thought processes of those animals and that of humans. 
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although the latest large language models (which will be described later), such as 
ChatGPT, are arguably not far from passing a Turing test with interrogators that are 
not experts on their weaknesses. 

3 Objections to Artificial Intelligence 

An interesting part of Turing’s 1950 article is where he classifies, analyzes, and 
responds to a set of objections to his proposal that, sometime in the future, 
computers might be able to think. The list of objections is instructive and as pertinent 
today as it was when the article was written. 

The first objection is theological, arguing that human intelligence is the result 
of the immortal soul given by God to every human being, but not to animals or 
machines. Turing recognizes that he is unable to answer this objection scientifically, 
but nevertheless tries to provide some sort of answer, using what he considers to 
be theological reasoning. Turing argues that claiming that God cannot endow an 
animal or machine with a soul imposes an unacceptable restriction on the powers 
of the Almighty. Why can’t God, Turing asks, endow an animal with a soul, if the 
animal is endowed with a capacity for thinking similar to that of a human being? 
A similar argument is valid for machines: won’t God have the capacity to endow a 
machine with a soul, if he so desires and the machine can reason? 

The second objection is based on the idea that the consequences of a machine 
being able to think would be so dire that it is better to hope that this will never 
happen. Turing feels that this argument is not strong enough to even merit an explicit 
rebuttal. However, seven decades after his article, there are proposals to stop the 
development of some artificial intelligence technologies, for fear of the possible 
negative consequences. Therefore, the objection that Turing analyzed is not entirely 
irrelevant and human-defined policies may become an obstacle to the development 
of intelligent machines. 

The third objection is mathematical in nature and was later revisited by John 
Lucas and Roger Penrose. The objection is based on Gödel’s theorem (mentioned 
above), according to which there are mathematical results that cannot be obtained 
by any machine or procedure. The objection is based on the argument that these 
limitations do not apply to the human brain. However, as Turing argues, no proof 
is given that the human brain is not subject to these limitations. Turing gives little 
credibility to this objection, despite the prestige of some of its advocates. 

The fourth objection is based on the idea that only consciousness can lead to 
intelligence and that it will never be possible to demonstrate that a machine is 
conscious. Even if a machine can write a poem, only when the machine becomes 
aware of the meaning of the poem, can the machine be considered intelligent, the 
argument goes. Turing notes that, in the most radical version of this objection, only 
by becoming the machine could we be sure that the machine is conscious. But once 
we were the machine, it would be useless to describe the feelings or the sensation of 
consciousness, as we would be ignored by the rest of the world, which would not be
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experiencing these sensations in person. Taken to an extreme, this objection reflects 
a solipsistic position, denying conscious behavior not only to machines but also to 
all other human beings since the existence of consciousness in other humans cannot 
be demonstrated beyond any doubt. While acknowledging that the phenomenon of 
consciousness remains unexplained (something true to this day), Turing does not 
regard this objection as decisive. 

The fifth objection results from diverse and unsubstantiated arguments about 
behaviors that no machine can have. This category contains arguments like “no 
machine will have a sense of humor”, “no machine will fall in love”, “no machine 
will like strawberries and cream”, and “no machine will be the object of its own 
thought”. One curious (and perplexing) argument in this category is that “machines 
do not make errors”, whereas humans do. As Turing points out, no justification is 
explicitly given for any of these limitations, which are supposed to be common to 
all machines. According to Turing, the objections arise, perhaps, from the wrong 
application of the principle of induction: so far, no machine has been in love, so no 
machine will ever be in love. A popular objection in this category is that no machine 
will ever have genuine feelings. Like the others, there is no scientific basis for this 
objection, it just reflects the limited view we have, based on our knowledge of the 
machines that currently exist. 

The sixth objection is due to Ada Lovelace and was already referred to in 
the previous section. Although she realized that the analytic engine could process 
many other types of information besides numbers, Lovelace argued that the engine 
could never create anything new, as it only performed the operations for which it 
was programmed beforehand. Turing does not disagree with Lovelace’s claim, but 
argues that it did not occur to Lovelace that the instructions could be so complex 
that they would lead the machine to actually create something new. 

The seventh objection, perhaps even more popular today than it was in Turing’s 
day, is based on the idea that the brain is not equivalent to a machine that manipulates 
symbols. We now know that the brain does not work in any way like a traditional 
computer, as the working principles of brains and digital computers are very 
different. Furthermore, the brain does not directly manipulate discrete symbols but 
physical variables with continuous values and theoretical results from mathematics 
tell us that a machine that manipulates continuous (real) values is necessarily more 
powerful than a machine that manipulates only discrete symbols. Turing’s answer is 
that any machine that manipulates symbols, if properly programmed, will be able to 
give answers sufficiently close to the answers given by the machine that manipulates 
continuous values. Despite this response, this argument has held some weight over 
the decades. Many philosophers and scientists still believe that no machine that 
manipulates symbols can accurately emulate the behavior of the human brain and 
pass a Turing test. 

The eighth objection is based on the argument that no set of rules is sufficient 
to describe the richness of human behavior. Since a machine always follows 
a set of rules, no machine can reproduce human behavior, which will always 
be unpredictable. Turing argues that it is not difficult for a machine to behave
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unpredictably and it is not possible to demonstrate that, deep down, our brain does 
not function according to a set of rules. 

The ninth, and final, objection, curiously the one to which Turing seems to give 
more weight, is based on the (supposed) existence of extrasensory perception and 
telepathic powers. Although ESP and telepathy progressively fell into disrepute in 
scientific circles, Turing apparently believed the evidence known at the time, which 
seemed to point to the existence of this phenomenon. As Turing very well argues, if 
there is extrasensory perception, the Turing test would have to be modified to avoid 
the possibility of telepathic communication. We now know, however, that there is 
no such thing as ESP, which makes the ninth objection irrelevant to the present 
discussion. 

More than half a century after Turing’s work, the objections to the possibility 
of thinking machines remain essentially the same and the answers given by Turing 
remain as valid now as they were then. None of the objections presented seem strong 
enough to convince us that machines cannot think, although of course this does not 
in any way prove that machines can think. 

In the last decades, several other objections were raised against the Turing test 
as a mechanism for identifying intelligence. The first, and most important, of these 
objections, is that the test does not really assess intelligence, but whether the tested 
subject has an intelligence analogous to human intelligence. An intelligent computer 
(or even a hypothetical individual of a non-human intelligent species) would not 
pass the Turing test unless it could convince the examiner that it behaves as a human 
would. A system could even be much smarter than a human and still fail the test, for 
example, because it fails to disguise a superhuman ability for mathematics. 

A second objection is that the test does not address all abilities by which human 
intelligence can express itself, but only those abilities that can be expressed through 
written language. Although the test can be generalized to include other forms of 
communication (e.g. questions could be asked using spoken language), there will 
still be difficulties in testing human skills that cannot be expressed through the 
interfaces that are chosen. On the other hand, Turing explicitly proposed a test of 
limited duration, of a few minutes, which is profoundly different from a test where 
the interaction is prolonged over hours, days, or even years. 

A third objection has to do with the relationship between intelligence and 
consciousness. Although Turing addressed the question of consciousness when he 
analyzed the fourth objection on his list, he does not explicitly maintain that a 
machine that passes the test will necessarily be conscious. Turing avoids explicitly 
discussing this issue, an attitude that can be considered wise, given that the 
relationship between intelligence and consciousness remains almost as mysterious 
nowadays as it was in 1950. Still, very recent proposals address the relationship 
between computational models and consciousness and this is a field that is being 
actively studied today. 

Despite these objections, and others that we have not analyzed, the Turing test 
remains important, more as a philosophical instrument that allows us to scrutinize 
the arguments related to the possibility of the existence of artificial intelligence than 
as a real mechanism for analyzing the capabilities thereof.
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In addition to proposing the Turing test, the article written by Turing in 1950 
makes one last suggestion that, prophetically, points in the direction that artificial 
intelligence would finally take, a couple of decades later. Turing proposed that 
instead of trying to write a program that would allow a machine to pass the imitation 
game, it would be simpler to write a program that would enable a machine to learn 
from experience, just as a baby does. Such a program, Turing argued, would be 
much easier to write and would allow a machine to learn what it needed to finally 
pass the Turing test. 

This suggestion, so important and prescient, predated in a couple of decades the 
most successful approach to the problem of creating intelligent systems: machine 
learning. Instead, the first approaches adopted to try to create intelligent systems 
were based on the idea that human intelligence, in its most elaborate and evolved 
forms, consists in the manipulation of symbolic representations of knowledge about 
the world and the deduction of new knowledge through the manipulation of these 
symbols. 

4 Intelligence as Symbol Manipulation 

The idea that intelligent machines could exist, championed by Turing and many 
others, quickly led to the project of building them. Starting in the 1950s, digital 
computers became more powerful and increasingly accessible. The first computers 
were dedicated to scientific and military calculations, but progressively their 
application spread to other areas of human activity. With the end of the Second 
World War, the possibility of using computers in activities not related to military 
applications became a reality. One of the areas that deserved significant attention 
was the nascent domain of artificial intelligence. 

In 1956, a scientific workshop took place in Dartmouth, New Hampshire, 
bringing together several of the pioneers in the field of artificial intelligence. In 
fact, it was in the proposal to organize this conference, written by John McCarthy, 
Marvin Minsky, Nathaniel Rochester, and Claude Shannon (the famous father of 
information and communication theory), that the term artificial intelligence was 
coined. Many of those who were present at this meeting went on to create research 
groups in artificial intelligence at the most important universities in the United 
States. Those early approaches tried to reproduce parts of human reasoning that at 
the time seemed the most advanced, such as proving theorems, planning sequences 
of actions, and playing board games, such as checkers and chess. 

Not surprisingly, the first efforts to reproduce human intelligence thus focused 
precisely on problems requiring the manipulation of symbols and the search for 
solutions. In that same year, a program written by Allen Newell and Herbert Simon 
(who also attended the Dartmouth workshop), called the Logic Theorist, was able to 
demonstrate mathematical theorems (Newell and Simon 1956), including some of 
those in Whitehead and Russell’s influential Principia Mathematica.
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In 1959, Arthur Samuel (who had also attended the Dartmouth workshop) wrote 
a program that could play checkers well enough to defeat its creator (Samuel 
1959). The program incorporated several concepts developed in the field of artificial 
intelligence, including the ability to look for solutions in very large and complex 
search spaces. To play checkers well, it is necessary to select, among all the possible 
moves, those leading to the best results. Since, for each move, the opponent can 
respond with one of several moves, which must also be answered by the program, 
this process leads to a very rapid growth in the number of positions that need to be 
analyzed. This branching of the search process takes the form of a tree, which is thus 
called a search tree. Developing methods to efficiently explore these search trees 
became one of the most important instrumental objectives in the field of artificial 
intelligence. 

Efficient search methods are as important today as they were when they were 
first studied and developed. These methods are also applied in many other areas, 
namely for planning problems. A robot needs to perform a search to find out how 
to stack blocks, in a simplified block world, or to find its way from one room 
to another. Many results of artificial intelligence resulted from studies carried out 
with simplified environments, where robots were taught to manipulate blocks to 
achieve certain goals or to move around in controlled environments. One of the first 
projects to make a robot perform certain tasks, in a simplified block world, led to 
the development of a system that could manipulate and arrange blocks in specific 
configurations using vision and natural language processing. 

Natural language processing, which aims at making computers process (for 
example, translate) and even understand written sentences, was another of the 
problems studied in this first phase of artificial intelligence. Despite the difficulties 
inherent to this processing, mainly caused by the existence of great ambiguities 
in the way humans use language, systems that conducted simple conversations, in 
ordinary English, were designed. The most famous of these early systems, ELIZA 
(Weizenbaum 1966), was designed by Joseph Weizenbaum and was able to converse 
with a user, in plain written English. ELIZA used a very simple set of mechanisms 
to answer questions, using pre-written sentences or simply rephrasing the question 
in slightly different terms. Although the system had no real understanding of the 
conversation, many users were tricked into thinking they were talking to a human 
being. In a way, ELIZA was one of the first systems to pass a Turing test, albeit a 
test administered under very specific and rather undemanding conditions. 

Other projects aimed to create ways to represent human knowledge, so that it 
could be manipulated and used to generate new knowledge. Through the application 
of rules of deductive reasoning to knowledge bases, it was possible, for example, 
to build systems that were able to make medical diagnoses in certain particularly 
controlled conditions, where knowledge could be expressed symbolically, and 
combined using rules for the manipulation of symbols. Some so-called expert 
systems were developed based on these techniques and played relevant roles in 
different areas, mainly in the 1970s and 1980s. 

These and other projects demonstrated that some of the capabilities of the 
human brain that seemed more complex and sophisticated, such as demonstrating
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mathematical theorems or playing board games, could be programmed into a 
computer. These results led to several excessively optimistic predictions about the 
future evolution of artificial intelligence. In the 1960s, several renowned researchers, 
including Marvin Minsky and Herbert Simon (who had also attended the Dartmouth 
workshop), predicted that it would be possible, within three decades, to develop 
human-like intelligence in computers and to create systems that could perform 
any function performed by human beings. Those predictions, however, turned 
out to be unduly optimistic. The research carried out in those decades ended 
up showing that many tasks easily performed by humans are very difficult to 
replicate in computers. In particular, it proved exceptionally difficult to translate 
the results obtained in simplified environments, like the blocks world, to more 
complex and uncertain environments, such as a bedroom, a kitchen, or a factory. 
Tasks as simple as recognizing faces or perceiving spoken language proved to be of 
insurmountable complexity and were never solved by approaches based solely on 
symbol manipulation. 

In fact, almost all of the capabilities of the human brain that have to do with 
perception and real-world interaction have proved especially difficult to replicate. 
For example, analyzing a scene captured by a camera and identifying the relevant 
objects therein is a very difficult task for a computer program, and only now it is 
finally beginning to be achievable by the most modern artificial intelligence systems. 
Despite this, we perform it without apparent effort or specific training. Other tasks 
that we perform easily, such as recognizing a familiar face or understanding a 
sentence in a noisy environment, are equally difficult to reproduce. 

This difficulty contrasts with the relative ease with which it was possible to 
write computer programs that reproduce the intelligent manipulation of symbols, 
described in some of the approaches mentioned. This somewhat unexpected dif-
ficulty in reproducing behaviors that are trivial for humans and many animals on 
a computer is called Moravec’s paradox: it is easier to reproduce on a computer 
behaviors that, for humans, require explicit complex mathematical reasoning than 
it is to recognize a face or perceive natural language, something a child does with 
great ease and with no specific instructions. 

The difficulty in solving most problems involving perception and other character-
istics of human intelligence led to several disillusionments with the field of artificial 
intelligence, the so-called AI winters. Despite these negative phases, marked by 
discouragement and lack of funding for projects in the area, the development 
of artificial intelligence systems based on symbol manipulation contributed, in 
different ways, to the creation of many algorithms that are executed by today’s 
computers, in the most varied applications. This area has developed numerous 
methods of searching and representing knowledge that made it possible to create 
many programs that perform tasks that we often do not associate with intelligent 
systems. For example, the optimization of timetables for trains, airplanes, and 
other transportation systems is often performed by systems based on search and 
planning algorithms developed by the artificial intelligence community. Similarly, 
the systems created in the last decade of the twentieth century to play chess use 
search techniques that are essentially those proposed by this same community.
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The methods and algorithms that made it possible to build the search engines 
that are now one of the central pillars of the Internet, and which allow us to locate, 
in fractions of a second, the relevant documents on a given topic, are also due to 
a specific sub-area of artificial intelligence: information retrieval. These systems 
identify, from the terms that are used in the search, the relevant documents and use 
different methods to determine which are the most important. The latest versions 
of these search engines use large language models (which we will describe later) to 
better understand the users’ intentions and provide them with the most meaningful 
answers possible. 

Nevertheless, with few exceptions, the systems based on symbol manipulation 
are rigid, unadaptable, and brittle. Few, if any, are capable of communicating 
in natural language, spoken or written, and of understanding the essence of 
complex questions. They are also uncapable of performing tasks requiring complex, 
unstructured image processing, or solving challenges that require adaptability to 
real-world, uncontrolled environments. Although artificial intelligence researchers 
have developed numerous robotic systems, few of these interact with humans in 
uncontrolled environments. Robotic systems are used extensively in factories and 
other industrial environments but, in general, they do so in controlled environments, 
subject to strict and inflexible rules, which allow them to perform repetitive tasks, 
based on the manipulation of parts and instruments that always appear in the same 
positions and the same settings. 

Only very recently, after decades of research, have we started to have systems and 
robots that interact with the real world, with all its complexity and unpredictability. 
Although they also manipulate symbols, they are based on another idea, the idea 
that computers could learn from experience, and adapt their behavior intelligently, 
like children do. 

5 Machine Learning 

5.1 Basic Concepts 

In the article Alan Turing wrote in 1950, he shows a clear awareness of the difficulty 
inherent in programming a system to behave intelligently. Turing proposed that, 
instead, it might be easier to build a program that simulates a child’s brain. Duly 
submitted to an educational process, an adult brain would then be obtained, capable 
of reasoning and of higher intelligence. Turing compares a child’s brain to a blank 
book, in which the experiences of a lifetime are recorded. Turing argued that it 
would probably be easier to build an adaptive system that uses machine learning 
to acquire the ability to reason and solve complex problems that we associate with 
human intelligence. 

What exactly is this idea of machine learning, this idea that computers can learn 
from experience? At first glance, it goes against our intuition of computers, which
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we see as machines that blindly obey a certain set of instructions. This was also the 
idea that Ada Lovelace had, much influenced by the mechanical computer to which 
she had access, which led her to the conclusion that computers are inflexible and 
cannot create anything new. 

The key concept of machine learning is that it is possible for a system, when 
correctly configured, to adapt its behavior to approximate the intended results for a 
given set of inputs. At its core, the concept is easy to explain. Imagine a very simple 
system that receives as input a single number and generates on its output a single 
number, which depends on the first one. If this system is shown several examples 
of the intended correspondence between the input number and the output number, 
it can learn to guess this correspondence. Suppose the number on the input is the 
latitude of a city and the number on the output is the average temperature in that 
city during winter. If the system is given several examples of latitude/temperature 
pairs, the system can learn an approximate correspondence between the latitude and 
the temperature. Of course, the match will not, in general, be exact, because of local 
variations in the environment and location of the cities. But using mathematical 
techniques that are familiar to many readers, such as regression, it is possible 
to estimate the average winter temperature from the latitude of the city. Such a 
system represents perhaps the most basic machine learning system imaginable. 
This correspondence between the latitude and the temperature was not explicitly 
programmed by any programmer but inferred from data, using a mathematical 
formula or algorithm. The machine learning program, however, is very general. It 
can either infer this correspondence or the correspondence between the average 
income of a country and its energy usage per capita. Once written, this same 
program can learn to determine relationships of a certain type (for example, linear) 
between pairs of numbers, regardless of the concrete problem being analyzed. 

In machine learning, the set of examples used to train the system is called 
the training set and the set of examples later presented to the system to test its 
performance is called the test set. Once trained, the system can be used many times 
to predict outputs from new input values, without the need for additional training. 
In many cases (namely if the training set if very large and the relationship being 
learned is very complex), the training process can be relatively slow, but using the 
system to determine the desired match for new examples is quick and efficient. 

Returning to the example of latitude and average winter temperature, now 
imagine that the learning system is given, as input, not only latitude, but also the 
average winter energy consumption by household, the distance from the sea, and 
other relevant variables. It is easy to see that the program can now learn, with much 
more precision, to calculate the relationship between this set of variables and the 
average winter temperature of a given city. Mathematically, the problem is more 
complex, but the formulation is the same: given a set of input data, the objective 
is to obtain a program that generates an estimate of the output. Using the right 
algorithms, this problem is not much harder than the previous one. 

If the output (i.e., the variable being predicted) is a quantitative variable (or 
collection of quantitative variables), the system obtained through the execution of 
the learning algorithm is called a regressor, and the problem is known as regression.



Artificial Intelligence: Historical Context and State of the Art 15

If the objective is to assign a given class to the object characterized by the input, 
the system is called a classifier. Let us now consider a much more difficult problem: 
imagine you are given images with, say, a million pixels. The goal is to learn to 
classify images in accordance with what is in them; for example, does each image 
contain, or not, a cat or a dog. Again, we have as input several variables, in this 
case, three million variables for a color one megapixel image, and the objective is to 
generate in the output a variable that indicates what is in the photo, a dog, a cat, or 
a car, for instance. There are, indeed, very large datasets, such as ImageNet (Deng 
et al. 2009) that has more than 14 million images in more than 20,000 categories, 
which are used to train machine learning systems. 

The attentive reader will have noticed that this problem is in essence no different 
from the first one discussed above. In the present case, it is necessary to calculate 
the correspondence between three million numbers, the input, and the desired class, 
the output. Although it has the same formulation, this problem is dramatically 
more difficult. There is now no direct correspondence, through more or less simple 
mathematical formulas, between the intended input and output. To get the right 
class, we need to be able to identify diverse characteristics of the image, such as 
eyes, wheels, or whiskers, and how these features are spatially related to each other. 

Here, too, Alan Turing’s pioneering idea works. Although it is very difficult 
(arguably impossible for a human) to write a program that maps inputs to outputs, 
images to categories, it is possible to learn it from the labels and descriptions humans 
created for these images. This idea that a computer can learn from examples was 
developed from the 1960s onwards by numerous researchers and scientists. The 
first approaches, which used symbolic representations to learn the correspondences 
between inputs and outputs, ended up giving way to statistical and/or numerical 
methods. There are many ways to learn a correspondence between the values in the 
inputs and the intended outputs, and it is not possible here to describe in a minimally 
complete way even a small fraction of the algorithms used. However, it is possible 
to present, in a very brief way, the philosophy underlying most of these approaches. 

5.2 Statistical Approaches 

A class of approaches that originated in statistics is based on estimating, from the 
training data, a statistical relationship between the input and the output (Friedman 
et al. 2001). Some of these statistical approaches (in a subclass usually referred to 
as generative) are based on the famous Bayes law. This law, actually a theorem, 
computes the probability of occurrence of some event (for example, the class of a 
given image) from prior knowledge about that event (for example, the probability 
that any given random image contains a dog, a cat, a person, . . . ) and about 
how the input is related to the observations (for example, what are the statistics 
of images containing dogs). Another class of statistical approaches (usually called 
discriminative) bypasses the application of Bayes’ law and, from the training data, 
estimates directly a model of how the probability of the output values depends on
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the input (for example, the probability that a given image contains a dog, given all 
the pixel values of that image). In complex problems (such as image classification), 
the discriminative approach is by far more prevalent, because it has two important 
advantages: it makes a more efficient use of the available data and it is less reliant 
on assumptions about the form of the underlying statistical relationships being 
therefore more robust and general-purpose. 

5.3 Similarity-Based Approaches 

Other approaches focus on assessing the similarities between the different examples 
of the training set. Imagine we want to determine a person’s weight based on their 
height, sex, age, and waist circumference. And suppose we intend to determine the 
weight of a new individual never seen before. A simple and pragmatic approach, if 
there are many examples in the training set, is to look in that set for a person (or set 
of persons) with characteristics very similar to the individual in question, and guess 
that the weight of the individual in question is the same as that of the most similar 
person in the training set. This approach, learning by analogy, is effective if there 
is a vast training set, and can be carried out in a variety of ways, with algorithms 
whose designations include the nearest neighbor (or k kearest neighbors) method 
(Fix and Hodges 1989). An extension of this class of method, based on assessing 
similarities between objects to be classified and those in the training set, led to a 
class of methods known as kernel machines (of which the most famous member is 
the support vector machine), which was very influential and had significant impact 
in the last decade of the twentieth century and beginning of this century (Schölkopf 
and Smola 2002). 

5.4 Decision Trees 

Yet another class of methods, known as decision trees (Quinlan 1986), work by 
splitting data into a series of binary decisions. Classifying a new object corresponds 
to traversing down the tree based on these decisions, moving through the decisions 
until a leaf node is reached, which will return the prediction (a class or a value). A 
decision tree is built by making use of a heuristic known as recursive partitioning, 
which exploits the rationale of divide and conquer. Decision trees have several 
important advantages, such as being seamlessly applicable to heterogeneous data 
(with quantitative and categorical variables, which is not true of most other 
methods), being somewhat analogous to the thought process of human decision 
making, and, very importantly, being transparent, since the chain of decisions that 
leads to the final prediction provides an explanation for that prediction. Decision 
trees can also be combined into so-called random forests (Ho 1995), a type of 
model that uses multiple decision trees, each learned from a different subset of
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the data. The prediction of the forest is obtained by averaging those of the trees, 
which is known to improve its accuracy, at the cost of some loss of transparency 
and explainability. Random forests are, still today, one of the methods of choice in 
problems involving heterogenous data and for which the amount of training data 
available is not large. 

5.5 Neural Networks 

Neural networks are one of the most flexible and powerful approaches in use 
today. This approach was pioneered in the 1980s (McClelland et al. 1986) and 
is heavily inspired by much earlier work on mathematical models of biological 
neurons, namely by McCulloch and Pitts, in a famous 1943 paper with title “A 
Logical Calculus of Ideas Immanent in Nervous Activity”, which proposed the 
first mathematical model of biological neurons. Also in the 1940s, Donald Hebb 
proposed the first biologically plausible learning process for neural networks (the 
Hebbian rule), which became famously summarized in the sentence “cells that fire 
together wire together” (Hebb 1949). 

Although the functioning of a biological neuron is complex and hard to model, 
it is possible to build abstract mathematical models of the information processing 
performed by each of these cells, of which the one by McCulloch and Pitts was the 
first. In these simplified models, each cell accumulates the excitations received at 
its inputs and, when the value of this excitation exceeds a certain threshold, it fires, 
stimulating the neurons connected to its outputs. By implementing or simulating 
in a computer the interconnection of several of these units (artificial neurons), 
it is possible to reproduce the basic information processing mechanism used by 
biological brains. In a real brain, neurons are interconnected through synapses of 
varying strength. In the neural networks used in machine learning, the strength of 
the connection between neurons is defined by a number that controls the weight 
with which it influences the state of the neuron connected to it. 

Mathematical methods, called training algorithms, are used to determine the 
values of these interconnection weights to maximize the accuracy of the corre-
spondence between the computed output and the desired output, over a training 
set. In fact, these algorithms are essentially a form of feedback, where each error 
committed on a training sample is fed back to the network to adjust the weights 
in such a way that this error becomes less likely. The training algorithms that are 
prevalent in modern machine learning thus have deep roots in the work of Norbert 
Wiener, one of the greatest mathematicians and scientists of the twentieth century. 
Wiener’s seminal work in cybernetics (a field that he created and baptized) includes 
the formalization of the notion of feedback, which is one of the cornerstones of 
much of modern technology. Wiener also influenced the early work on neural 
networks by bringing McCulloch and Pitts to MIT and creating the first research 
group where neuropsychologists, mathematicians, and biophysicists joined efforts 
to try to understand how biological brains work.
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The first successful instance of a leaning algorithm for artificial neural networks, 
following the rationale of error feedback to update the network weights, was 
proposed by Frank Rosenblatt, in 1958, for a specific type of network, called 
perceptron. The perceptron together with Rosenblatt’s algorithm 1958 are the pre-
cursors of the modern neural networks and learning algorithms. The early success 
of perceptrons spawned a large wave of enthusiasm and optimism, which turnec into 
disappointment when it became obvious that this optimism was very exaggerated. 
A symbolic moment in the crushing of expectations was the publication of the 
famous book “Perceptrons”, by Minsky and Papert, in 1969. This book provided 
a mathematical proof of the limitations of perceptrons as well as unsupported 
statements regarding the challenges of training multi-layer perceptrons (which they 
recognized would solve those limitations). This disappointment was responsible for 
a dramatic decrease in the interest and funding for neural network research, which 
lasted for more than three decades. 

Modern neural networks arose of the realization that it is indeed possible to 
learn/train networks with several layers (currently known as deep neural networks, 
to which the following section is devoted), which can be mathematically and exper-
imentally shown to be highly flexible structures, capable of solving many prediction 
problems. At the heart of this possibility is a procedure, known as backpropagation, 
which allows implementing the above-mentioned feedback from prediction errors 
in training examples to adjustments in the network’s weights, aiming at making 
these errors less likely. The term backpropagation and its application in neural 
networks is due to Rumelhart, Hinton, and Williams, in 1986, but the technique was 
independently rediscovered many times, and had many predecessors dating back to 
the 1960s, namely in feedback control theory. 

Modern neural networks can have up to many millions of neurons and billions 
of weights. Sufficiently complex artificial neural networks can be used to process, 
images, sounds, text, and even videos. For example, when they are used to process 
images, each of the neurons in one of these networks ends up learning to recognize 
a certain characteristic of the image. One neuron might recognize a line at a given 
position, another neuron (deeper, that is, farther from the input) might recognize an 
outline of a nose, and a third, even deeper, might recognize a particular face. Again, 
some of the modern work on neural networks for analyzing images has old roots in 
work from the late 1950s and early 1960s, namely the neural models of the visual 
cortex of mammals described by Hubel and Wiesel, for which they received the 
Nobel Prize in 1981. 

Although biological brains have inspired artificial neural networks and learning 
mechanisms, it is important to realize that, in the current state of technology, these 
networks do not work in the same way as biological brains do. Although networks of 
this type have been trained to drive vehicles, process texts, recognize faces in videos, 
and even play champion-level games like chess or Go (a very complex board game 
popular in Asia), it would be wrong to think that they use the same mechanisms the 
human brain uses to process information. In most cases, these networks are trained 
to solve a very specific problem and they are incapable of tackling other problems, 
let alone making decisions autonomously about which problems should be tackled.
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How the human brain organizes itself, through the process of development and 
learning that takes place during childhood and adolescence, how new memories 
are kept throughout life, how different goals are pursued over time, by any of us, 
depend on essentially unknown mechanisms and are not present in artificial neural 
networks. 

However, the last decade has seen the emergence of technologies that enable us 
to create very complex systems that, at least on the surface, exhibit somewhat more 
intelligent behavior. 

6 The Deep Learning Revolution 

In the last decade, machine learning led to remarkable developments in applications 
where symbolic methods did not perform well, such as computer vision, speech 
recognition, and natural language processing. These developments are collectively 
known as deep learning. The adjective “deep” refers to the use of multiple layers 
in neural networks, although other approaches that do not use neural networks also 
fall into the scope of deep learning (LeCun et al. 2015). 

Deep learning commonly resorts to neural network architectures with many 
layers (essentially the concatenation of many perceptrons in a multilayer structure), 
leading to new applications and optimized implementations, mainly due to the 
availability of very large datasets for training these large structures with many 
paremeters (the weights referred above) and very efficient special-purpose computer 
processors, such as GPUs (graphics processing units). In deep learning, each neural 
network layer learns to transform its input into a somewhat more abstract and 
composite representation. For instance, in image recognition or classification, the 
raw input may be a matrix of pixels, the first layer may abstract the pixels and encode 
edges or corners, the second layer may compose and encode arrangements of edges 
and corners into lines and other shapes, and so on up to semantically meaningful 
concepts, such as faces or objects, or tumors in medical images. At the very core 
of the algorithms that learn these deep neural networks is the backpropagation 
algorithm that was mentioned in the previous section. 

Deep learning has had many remarkable successes in recent years. Board games 
have been popular in artificial intelligence research ever since its inception in the 
fifties. Simpler games, like checkers and backgammon, have been mastered by 
machines decades ago, but other more complex games, like chess and Go took 
longer to solve. IBM’s Deep Blue was the first chess program to beat a world 
champion (Campbell et al. 2002), when it defeated Garry Kasparov in 1997 in a 
rematch. However, Deep Blue, like many other chess programs, depended heavily on 
human-designed playing strategies and relied heavily on brute force search. Starting 
in 2016, a series of developments by DeepMind, a Google-owned company, led to 
the release of AlphaGo (Silver et al. 2016), a system that beat the best Go players in 
the world, after learning from expert games and self-play. Posterior developments 
led to AlphaGo Zero (Silver et al. 2017) and AlphaZero (Schrittwieser et al. 2020),
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systems that excelled at Go, chess, and other games, but that did not need to learn 
from human experts and learned uniquely from self-playing, using deep learning 
and a technique for sequential decision making known as reinforcement learning. 
The outcomes achieved by these programs were remarkable, as they were able to 
learn techniques and strategies within a matter of days that had eluded humanity for 
millennia since the inception of these games. The games these machines play are 
currently being studied in order to understand the novel strategies and techniques 
they developed and that are alien to humans. 

Another area where deep learning has led to significant advances is computer 
vision, where the goal is to enable computers to process, analyze, and even under-
stand images and videos. One important feature of the neural network architectures 
developed for computer vision is that the first layers are convolutional, inspired 
by the architecture of the first layers of the neural visual system of mammals, as 
discovered by Hubel and Wiesel in the 1950–1960s. Convolutional layers enjoy 
a certain type of invariance (more precisely, equivariance, but that is beyond the 
scope of this introduction), which means, in simple terms, that the processing 
that is performed at each location of the image is the same across all the image. 
Convolutional layers are an embodiment of a so-called inductive bias: a property 
of the network that is designed rather than learned, based on knowledge of the 
data that will be processed and the purpose of the network. More specifically, the 
inductive bias in this case is that to recognize the presence of an object in an image, 
its location is irrelevant. Another crucial implication of the convolutional nature of 
these networks is that, due to this invariance, the number of parameters that needs to 
be learned is dramatically smaller than in an arbitrary network with the same size. 

By combining new architectural features, such as convolutional layers (and many 
other tricks of the trade) with massive datasets and powerful processing engines 
based on GPUs and TPUs (tensor processing units), deep learning has led to 
an explosion in the range of applications of computer vision. These applications 
include face recognition (heavily used in modern smartphones and automated 
surveillance), image recognition and classification, surveillance, automated facility 
inspection, medical image reconstruction and analysis, and autonomous driving, 
among others. 

Several modern deep learning architectures, such as transformers (Vaswani et 
al. 2017), have been developed for natural language processing and used to build 
large language models. These large language models, which are statistical in nature, 
such as GPT-3 (Brown et al. 2020), have been trained in corpora with trillions of 
words, and can accurately answer questions, complete sentences, and write articles 
and notes about many different topics. They are becoming increasingly useful in 
the development of customer interaction tools, as shown by the recent release of 
ChatGPT and GPT-4, mimicking in very impressive ways the behavior of human 
agents in analyzing and answering requests made in natural language. In some 
ways, these large language models are approaching Turing’s vision of machines that 
interact in a way that, if based only on text, cannot be distinguished from interaction 
with humans. The enormous interest raised by the release of ChatGPT shows the 
potential of these approaches, although this system represents, really, just one more
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step forward in the evolution of the technologies used in large language models, 
which are the result of the deep learning revolution. 

7 Applications in Analytics and Automation 

Modern artificial intelligence has many applications, in the most diverse fields, 
and cannot be easily classified using any simple taxonomy. However, they can be 
roughly clustered into two large, non-exclusive, areas: analytics and automation. 

Analytics has a strong connection with other areas with designations such as 
data science, big data, data mining, or business intelligence. The fundamental goal 
of analytics is to organize existing data about people, organizations, businesses, 
or processes, in order to extract economic value from that data, by identifying 
regularities, propensities, or sensitivities that are susceptible to exploitation. Many 
of the world’s largest companies, including those commonly known as GAFAM 
(Google, Apple, Facebook, Amazon, and Microsoft) owe much of their value to 
the ability to organize the data contributed by their users and resell it to support 
targeted advertising or other sales campaigns. However, the applications of analytics 
go far beyond advertising and marketing. Properly explored, the data obtained in 
the most diverse ways can also be used to discover new scientific knowledge and to 
optimize processes of design, manufacture, distribution, or sales, which represents 
an important component of another area that has become known as Industry 4.0. Any 
company that wants to be internationally competitive nowadays or any institution 
that wants to provide good services to its users must use analytics tools to explore 
and use the data they have. 

Automation, on the other hand, has to do with the partial or total replacement 
of human beings in tasks that normally require intelligence. This area, whose 
economic impact is still probably smaller than that of analytics, will grow rapidly 
in the coming years, as companies and institutions continue to face pressure to 
become more efficient and reduce costs. Areas as diverse as customer support, 
legal services, human resources, logistics, distribution, banking, services, and 
transportation will progressively be transformed as functions previously performed 
by human employees are progressively automated by machines. This replacement 
process will be progressive and gradual, giving time for companies to adapt, but, 
inevitably, tasks such as customer service, facility surveillance, legal document 
analysis, medical diagnosis, vehicle driving, and many others will be progressively 
performed by automatic systems based on artificial intelligence. The current state of 
technology does not yet allow for the complete replacement of professionals in most 
of these tasks, but technological advance seems inevitable and their consequences, 
in the long run, indisputable. 

Recently, the European Commission proposed two documents for possible 
adoption by the European Parliament that aim to regulate various aspects of 
the application of artificial intelligence technologies. These documents are some-
how partially aligned with this taxonomy. The Digital Markets Act, proposed in
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December 2020, focuses on the need to regulate access to data, for the purposes 
of analytics, and prevent excessive control of this data by large platforms (the 
document calls them Gatekeepers), which would lead to situations of overwhelming 
market dominance. The Artificial Intelligence Act, proposed in April 2021, focuses 
more on the problems caused by potential high-risk applications that are mainly 
in the field of automation. Systems considered high-risk by the document include, 
among many others, those that identify people, operate critical infrastructure, 
recruit or select candidates for positions or benefits, control access to facilities and 
countries, or play a role in education or administration of justice. 

The European Union’s ambition is to regulate artificial intelligence technologies, 
to maintain the security and privacy of citizens, guarantee competition and preserve 
the openness of markets while stimulating the development of new, secure, and 
non-invasive applications. However, the gap between essential and over-regulation 
is small, and compromises are often difficult. For example, the General Data 
Protection Regulation (GDPR) is certainly an important piece in the protection of 
citizens’ rights and has placed Europe at the forefront in this field. But it is also 
a regulation whose compliance poses many challenges, demands, and difficulties 
for companies and institutions. Concerning the regulation of artificial intelligence, 
the hope is that Europe will manage to find an appropriate balance, preserving 
individual rights but also setting up the conditions for the creation of innovation, 
which will continue to be the engine of increased productivity and economic 
development. 

8 Conclusions 

Artificial intelligence, the field that has been developed to realize the idea that 
machines will one day also be able to think, is today an important technology that 
is behind profound changes that will affect society in the next few decades, globally 
known as the fourth industrial revolution. 

Applications in analytics and automation will expand rapidly in the next decades, 
leading to changes in the way we live, work, and interact. Although the world 
seems profoundly changed by the technologies that are already in place, we must be 
prepared for even deeper changes in years to come, brought by the convergence of 
diverse technologies, of which artificial intelligence is the most central one. 

Although we still do not know how to reproduce human-level intelligent behavior 
in machines, an objective known as artificial general intelligence, large-scale efforts 
to develop the technologies that could lead to such a result are being undertaken 
by all the major economic blocs, companies, research institutes, and universities. It 
is highly likely that the combined efforts of millions of researchers may eventually 
shed light on one of the most important questions that humanity has faced: what is 
intelligence and can it be reproduced in machines?
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If artificial general intelligence is indeed possible and becomes a reality some-
time in the future, it will raise significant practical, ethical, and social questions, 
which will have to be discussed and addressed, from a variety of standpoints.2 
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The Impact of Language Technologies 
in the Legal Domain 

Isabel Trancoso, Nuno Mamede, Bruno Martins, H. Sofia Pinto, 
and Ricardo Ribeiro 

Abstract In the current digital era, language technologies are playing an increas-
ingly vital role in the legal domain, assisting users, lawyers, judges, and legal pro-
fessionals to solve many real-world problems. While open datasets and innovative 
deep learning methodologies have led to recent breakthroughs in the area, significant 
efforts are still being made to transfer the theoretical/algorithmic developments, 
associated with general text and speech processing, into real applications in the 
legal-domain. This chapter presents a brief survey on language technologies for 
addressing legal tasks, covering studies and applications related to both text and 
speech processing (Manuscript submitted in May 2022). 

1 Introduction 

Law is one of the fields that may greatly benefit from the huge Artificial Intelligence 
(AI) advances, particularly in connection to language technologies. In fact, one 
can almost say that AI is changing the field. These changes are reflected in 
recently coined terms such as “Legal AI”, which encompasses hundreds of methods 
proposed for information retrieval, text/knowledge mining, and Natural Language 
Processing (NLP). In the literature, NLP is often restricted to text processing, but we 
take the overarching view of covering both written and spoken language processing, 
as both text and speech processing are playing a vital role in shaping the future of 
legal AI. 
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Thus, we structured this necessarily brief review into two main sections, covering 
text and speech analysis. We describe how the area has changed in the last 
decade, and how different language technologies may contribute to draft, dictate, 
analyse, and anonymise legal documents, streamline legal research, predict rulings, 
transcribe court proceedings, etc. Moreover, the chapter also attempts to draw 
attention to potential misuses of language technology, and their impact in the legal 
domain. 

2 Language Processing Technologies for Processing Textual 
Data 

Natural Language Processing (NLP) in the legal domain (Zhong et al. 2020) has 
addressed text analysis tasks such as legal judgment prediction (Aletras et al. 2016; 
Chen et al. 2019), legal topic classification (Chalkidis et al. 2021a), legal document 
retrieval and question answering, or contract understanding (Hendrycks et al. 2021), 
to name a few. As in other application areas for NLP, progress has often been made 
in connection to publicly available datasets, which researchers can use to evaluate 
system performance in a standardized way (e.g., the Legal General Language 
Understanding Evaluation benchmark is one recent example Chalkidis et al. 2021c). 
Joint evaluation initiatives (i.e., shared tasks) are also popular in the area. In these 
competitions, teams of researchers submit systems that address specific predefined 
challenges for the shared task, and the results are then evaluated against a “gold 
standard” that was previously prepared by the shared task organizers. Examples for 
shared tasks related to legal NLP include the Competition on Legal Information 
Extraction and Entailment (Rabelo et al. 2022), the Chinese AI and Law challenge, 
taking place yearly since 2018 (Zhong et al. 2018), or the Artificial Intelligence for 
Legal Assistance series of shared tasks, which started in 2019 (Bhattacharya et al. 
2019). The field has also a long history, reflecting the changes that the general area 
of NLP has also seen over the years. 

Up to the 1980s, most NLP systems were based on symbolic approaches 
leveraging hand-written rules. Starting in the late 1980s, there was a shift with 
the introduction of machine learning algorithms for NLP, using statistical inference 
to automatically learn rules through the analysis of large corpora. In the 2010s, 
representation learning and deep neural network-style machine learning methods 
became widespread in NLP. Popular techniques include the use of word embeddings 
to capture semantic properties of words, and an increase in end-to-end learning of 
higher-level tasks (e.g., question answering), instead of relying on a pipeline of 
separate intermediate tasks (e.g., parts-of-speech tagging and syntactic dependency 
parsing). 

As with other specialized domains (e.g., biomedical or financial documents), 
legal text (e.g., legislation, court documents, contracts, etc.) has distinct charac-
teristics compared to generic corpora, such as specialized vocabulary, a particular
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syntax, semantics based on extensive domain-specific knowledge, or the common 
use of long sentences. These differences can affects the performance of generic 
NLP models, motivating research in this specific area. Even in the case of modern 
methods based on end-to-end learning, pre-training models with legal text can 
help to better capture the aforementioned characteristics, providing in-domain 
knowledge that is missing from other generic corpora. 

In fact, several pre-trained legal language models, based on very large neural 
networks, have been recently introduced (Chalkidis et al. 2020b; Xiao et al. 2021). 
State-of-the-art NLP approaches are based on these types of models, following a 
design based on pre-training neural language models on huge amounts of (ideally 
in-domain) text, e.g. by considering unsupervised objectives such as predicting 
masked words from real sentences, followed by the supervised fine-tuning of these 
models to specific downstream tasks. The following sub-sections discuss different 
NLP applications related to the legal domain, often involving methods based on 
pre-trained neural language models. 

2.1 Text Anonymization 

Data anonymization is a process of masking or removing sensitive data from a 
document while preserving its original format. This process is important for sharing 
legal documents and court decisions without exposing any sensitive information 
(Mamede et al. 2016). Free-form text is a special type of document where data 
is contained in an unstructured way, as represented in natural language. Court 
decisions are examples of this type of document. From the content of these 
documents, it is necessary to identify text structures that represent names or unique 
identifiers, known as entities. This task is commonly referred to as NER (Named 
Entity Recognition). The three main classes of NEs are: person, location, and 
organization. Other important classes include dates, phone numbers, car plates, bank 
account references (eg. IBAN), and websites. 

The main use of automatic text anonymization systems is to de-identify medical 
records and court decisions. A generic anonymization system is usually composed 
of up to four modules: (1) a module that normalizes the text and performs feature 
extraction; (2) a set of NE classifiers; (3) a poll to vote the most probable class 
of NE; and (4) a module that applies an anonymization method over the NEs and 
replaces the occurrences of these entities in the text. 

One of the first automated anonymization systems was Scrub. It was introduced 
by Sweeney (1996) and it uses pattern-matching and dictionaries. The system runs 
multiple algorithms in parallel to detect different classes of entities. In 2006, part 
of the i2b2 (Informatics for Integrating Biology to the Bedside) Challenge was 
dedicated to the de-identification of clinical data. Seven systems participated in 
this challenge. The MITRE system, developed by Wellner et al. (2007), achieved 
the highest performance. The MITRE system uses two model-based NER tools, one 
based on Conditional Random Fields (CRF) and another on HiddenMarkovModels.
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Gardner and Xiong (2008) developed the Health Information DE-Identification 
(HIDE) framework for de-identification of private health information (PHI), which 
uses a NER tool based on CRF. Neamatullah et al. (2008) developed the MIT De-id 
package. This package is a dictionary and rule-based system and was made available 
for free on the Internet by PhysioNet. Uzuner et al. (2008) developed the Stat De-id 
that runs a set of classifiers in parallel. Each classifier is specialized in detecting a 
different category of entities. The Best-of-Breed System (BoB) by Ferrández et al. 
(2013), a hybrid design system, uses rules and dictionaries to score a higher recall, 
and it also uses model-based classifiers to score a higher precision. 

Michaël Benesty1 draws attention to the importance of the processing speed 
of anonymization systems. The case study was conducted in collaboration with 
the French administration and a French supreme court (Cour de cassation). More 
recently, Glaser et al. (2021b) presented a machine learning approach for the 
automatic identification of sensitive text elements in German legal court decisions. 
The adopted strategy includes several deep neural networks based on generic pre-
trained contextual embeddings. 

The most usual methods of anonymization include: suppression, tagging, random 
substitution, and generalization. The suppression method is a simple way of 
anonymizing a text that consists of the suppression of the NE using a neutral 
indicator that replaces the original text, e.g. ‘XXXXXX’. The tagging method consists 
of the replacement of the NE with a label that could indicate its class and a unique 
identifier. It can be implemented by concatenating the class given by the NER tool 
and a unique numeric identifier, e.g. [**Organization123**]. The  random 
substitution method replaces a NE with another random entity of the same class 
and morphosyntactic features. This method can be implemented using a default 
list containing random entities of each class. In highly inflected languages, it is 
important to replace entities of every class with another entity with the same gender 
and number. Generalization is any method of replacing an entity from the text with 
another entity that mentions an object of the same class but in a more general way, 
e.g.: University of Lisbon could be generalized to University, or even to  Institution. 

Some of the major problems of developing anonymization systems to be used 
in legal documents and court decisions are: (1) the lack of non-anonymized data 
sets, making impossible to compare approaches and making the evolution of these 
systems harder; (2) each jurisdiction features different distributions of named entity 
types and introduces court-specific anonymization challenges; (3) all the entities that 
refer to the same object within the document should be replaced by the same label, 
which implies the existence of a Co-reference resolution module which is also a big 
challenge; (4) The random substitution implies the extraction of the grammatical 
gender and number of the NE that is given by its headword. The headwords of NEs 
and their features must be determined at a pre-processing stage. Determining the

1 https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-
legal-cases-e7588566825f. 

https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f
https://towardsdatascience.com/why-we-switched-from-spacy-to-flair-to-anonymize-french-legal-cases-e7588566825f


Language Technologies in the Legal Domain 29

gender of the headword is important for replacing NEs that refer persons by another 
NE from the same gender, e.g. replacing John by Peter, or replacing Mary by Anna. 

2.2 Document Classification 

Text classification (i.e., the assignment of documents to classes from a pre-defined 
taxonomy) has many potential applications in the legal domain, particularly for 
categorizing legislative documents and cases. This can aid the process of legal 
research, and the development of knowledge management systems (Boella et al. 
2016). Several studies have focused on legislative contents or court cases (Tuggener 
et al. 2020; De Araujo et al. 2020; Papaloukas et al. 2021), with some authors 
highlighting that legal document classification can be significantly harder than more 
generic text classification problems (Nallapati and Manning 2008). 

In the specific case of legislative contents, much work on topic classification 
has focused on EU legislation documents, both in monolingual settings focusing 
on the English language (Chalkidis et al. 2019b, 2020a), and also on multi-
lingual settings (Avram et al. 2021; Chalkidis et al. 2021a). These previous efforts 
addressed the task of classifying EU laws into EuroVoc2 concepts, seeing the 
problem as a challenging instance of Large-scale Multi-label Text Classification 
(LMTC), given the need for assigning, to each given document, a subset of 
labels from a large predefined set (i.e., thousands of classes that are hierarchically 
organized), and given also the need for handling few and zero-shot scenarios (i.e., 
the distribution for how labels are assigned is highly skewed, and some labels 
have few or no training examples). A battery of state-of-the-art LMTC methods 
have been empirically evaluated, with very good results currently being obtained 
with approaches based on combining large pre-trained neural language models (i.e., 
models based on pre-trained Transformer-based approaches like BERT) with label-
wise attention networks (i.e., using different parameters for weighting the document 
representations, according to each possible label). For instance, in experiments with 
57k English legislative documents from EURLEX,3 studies have reported values of 
80.3 in terms of an R-Precision@K evaluation metric (Chalkidis et al. 2020a). 

Document classification technology is also nowadays deployed in many practical 
settings. One interesting example is the JRC EuroVoc Indexer (JEX4 ), i.e. an open-
source tool currently being used in many different settings, that was developed 
by the European Commission’s Joint Research Centre (JRC) for automatically 
classifying documents according to EuroVoc descriptors, covering the 22 official EU 
languages. JEX can be used as a tool for interactive multi-label EuroVoc descriptor

2 http://eurovoc.europa.eu/. 
3 http://eur-lex.europa.eu/. 
4 http://joint-research-centre.ec.europa.eu/language-technology-resources/jrc-eurovoc-indexer-
jex_en. 
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assignment, which is particularly useful to increase the speed and consistency of 
human categorization processes, or it can be used fully automatically. 

2.3 Information Retrieval 

The need for handling large amount of digital documents has made the legal sector 
interesting for the development of specific methodologies for the management, 
storage, indexing, and retrieval of legal information. All these tasks fall into the 
realm of information retrieval, which manly focuses on information search problems 
where a description of the current situation (i.e., an information need) is used to 
query an automated system to retrieve the most suitable information, within a large 
repository, for the input query (Sansone and Sperlí 2022). 

Work on legal information retrieval goes back to the 1960s (Wilson 1962; 
Eldridge and Dennis 1963; Choueka et al. 1971), but recent scientific develop-
ments are strongly connected to the Competition on Legal Information Extrac-
tion/Entailment (COLIEE), and to specific applications related to case law retrieval 
(Locke and Zuccon 2022). From 2015 to 2017 the COLIEE task was to retrieve 
Japanese Civil Code articles given a question, and since then the main COLIEE 
retrieval task has been to retrieve supporting cases given a short description of an 
unseen case. Most submitted systems leverage sparse representations of documents 
and queries, based on word occurrences, together with simple numerical statistics 
that reflect how important a word is to a document within a collection (i.e., statistics 
such as TF-IDF or BM25). More recent studies, both in the context of COLIEE and 
in other separate publications, have started to explore recent advances connected to 
neural ranking models (e.g., using large language models trained in text matching 
data, for re-ranking the results of simpler methods based on word-level statistics). 

An interesting recent study has for instance focused on the task of regulatory 
information retrieval (Chalkidis et al. 2021b), which concerns retrieving all relevant 
laws that a given organization should comply with, or vice-versa (i.e., given a 
new law retrieve all the regulatory compliance controls, within an organization, 
that are affected by this law). Applications like this are much more challenging 
than traditional information retrieval tasks, where the query typically contains 
a few informative words and the documents are relatively short. In the case 
regulatory information retrieval (and also other legal tasks, such as similar case 
matching (Xiao et al. 2019)), the query is also a long document (e.g., a regulation) 
containing thousands of words, most of which are uninformative. Consequently, 
matching the query with other long documents, where the informative words are 
also sparse, becomes extremely difficult for traditional approaches based on word-
level matching. Leveraging datasets composed of EU directives and UK regulations, 
which can serve both as queries and documents (i.e., a UK law is relevant to the EU 
directives it transposes, and vice versa), the authors reported on very good results 
(i.e., averaging over different queries, approximately 86.5% of the documents that 
are retrieved on the top 100 positions are relevant) with a system that combines
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standard BM25 retrieval with result re-ranking through a neural language model 
fine-tuned to documents and specific tasks from the legal domain. 

2.4 Information Extraction 

Information extraction concerns automatically gathering and structuring important 
facts from textual documents (e.g., about specific types of events, or about entities 
and relationships between previously defined entities), facilitating the development 
of higher-level applications, in the sense that these can now focus on the analysis 
of structured information, as opposed to unstructured or semi-structured traditional 
legal texts. Several studies (Chalkidis et al. 2019c; Hendrycks et al. 2021) have  
explored information extraction from contracts, e.g. to extract information elements 
such as the contracting parties, agreed payment amount, start and end dates, or 
applicable law. Other studies focused on extracting information from legislation 
(Angelidis et al. 2018) or court cases (Leitner et al. 2019). 

2.5 Summarization 

A text summary conveys to the reader the most relevant content of one or more 
textual information sources, in a concise and comprehensible manner. The goal of 
a text summarization system is to automatically create such a document. This new 
document, the summary, is characterized by several aspects, such as the origin of the 
content, the number of input units, or the coverage of the summary. Regarding its 
content, a summary might be composed by extracts—extractive summarization—, 
directly taken from the input, or paraphrases—abstractive summarization—, which 
convey the content of a passage of the input using a different wording. In relation 
to the number of input units, if the input consists of only one document, the 
task is designated single-document summarization, when dealing with several 
input documents, the problem is named as multi-document summarization. Finally, 
concerning the coverage of the input source(s), it can be comprehensive, when 
creating generic summaries, or selective, if driven by an input query. 

Several difficulties arise when addressing this task, but one of utmost importance 
is how to assess the relevant content. Different methods have been explored since the 
first experiments reported by Luhn (1958) and Edmundson (1969). They established 
an important research direction, which can be named as feature-based passage 
scoring, which explored features based on term weighting, sentence position, 
sentence length, or linguistic information. In the 2000s, centrality-based methods 
(Radev et al. 2004; Erkan and Radev 2004; Zhu et al. 2007; Kurland and Lee 
2010; Ribeiro and de Matos 2011), independently of the underlying representation, 
attracted much attention. Geometric centroids, graph-based ranking methods, or, 
in general, representations in which “recommended” passages were the focus of
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this line of work. All of these were unsupervised approaches, in which we can 
also include important methods such as Maximal Marginal Relevance (Carbonell 
and Goldstein 1998) or Latent Semantic Analysis-based (Gong and Liu 2001) 
methods. In addition to these kind of approaches, some supervised methods were 
also explored (Wong et al. 2008). Recently, most of the research on this topic 
has been based on neural networks, with sequence-to-sequence models attracting 
a significant amount of attention (Rush et al. 2015; See et al. 2017; Celikyilmaz 
et al. 2018), as well as work using pre-trained language models as encoders (Liu 
and Lapata 2019; Manakul and Gales 2021). 

In what concerns legal document summarization, some of the oldest work goes 
back to 2004. Farzindar and Lapalme (2004) present an approach to generate 
short summaries of records of the proceedings of federal courts in Canada. This 
work focused on extracting the most important textual units, following a feature-
based passage scoring approach. The pipeline includes a thematic segmentation 
specifically directed at legal documents, aimed at discovering the structure of the 
judgment record. This segmentation is followed by filtering and selection stages. 
The former filters out citations and other noisy content and the latter extracts textual 
units based on their score, computed using features such as the position of the 
paragraphs in the document, the position of the paragraphs in the thematic segment, 
the position of the sentences in the paragraph, the distribution of the words in the 
document, and TF-IDF. Closely related to this work, is the system proposed by 
Hachey and Grover (2006), in the sense that these authors also develop a classifier 
for rhetorical information. The extraction of relevant sentences is also cast as a 
classification problem, following a supervised machine learning-based approach. 
Features such as location, thematic words, sentence length, quotation level, entities, 
and cue phases are explored in both a Naïve Bayes classifier and a Maximum 
Entropy classifier. 

More recent work in legal document summarization followed the same trend we 
observe in generic automatic text summarization and natural language processing in 
general, which means that it is based on neural networks and pre-trained language 
models. The work reported by Glaser et al. (2021a) focuses on German court rulings. 
The system includes a dedicated pre-processing step where norms, anonymization 
tokens, and references to other legal documents, for instance, are addressed. 
Concerning the summarization method, the authors explored both extractive and 
abstractive approaches. Word are encoded using GloVe embeddings (Pennington 
et al. 2014) and for sentence representation three approaches are explored: CNN, 
GRU, or attention. The final sentence representation is given by a cross-sentence 
CNN or RNN that captures information from neighboring sentences. The selection 
score is given by a sigmoid function. The abstractive approach is similar, but 
instead of using a cross-sentence CNN or RNN, the sentence embeddings are 
aggregated using a RNN, creating an embedding for the document. The approach 
follows an encoder-decoder structure. As expected, the abstractive approaches had 
a worst performance when compared to extractive approaches and baselines, even 
considering older, centrality-based, approaches such as LexRank. The proposed
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extractive approaches achieved the best results showing that neural networks-based 
approaches are also adequate for specific domains. 

An interesting work based on pre-trained language models is the system proposed 
in Savelka and Ashley (2021). Their work is closely related to summarization, but 
instead they focus on the idea of how well a sentence explains a legal concept, 
based on data from the Caselaw access project (U.S.A. legal cases from different 
types of courts). The selected data was human classified into four categories: high 
value, certain value, potential value, and no value. They fine-tuned RoBERTa (Liu 
et al. 2019), a model derived from the well-known BERT (Devlin et al. 2019), as 
the base for their experiments. They explore three approaches: one that predicts 
the class using only the input sentence; the second approach uses the pair legal 
concept-sentence; and, finally, the last variation is based on the pair composed by 
“the whole provision of written law” and the sentence. One important conclusion 
is that, given the success of the first experiment, sentences carry information about 
their usefulness, which is strongly related to understanding if a sentence is a good 
candidate to be in a summary. 

2.6 Question Answering and Conversational Systems 

Legal question answering concerns the retrieval and analysis of information within 
knowledge repositories (e.g., large document collections), so as to provide accurate 
answers to legal questions. Typical users for legal question answering systems can 
include litigators seeking answers to case-specific legal questions (Khazaeli et al. 
2021), or laypersons seeking to better understand their legal rights (Ravichander 
et al. 2019). 

The task requires identifying relevant legislation, case law, or other legal 
documents, and extracting the elements within those documents that answer a 
particular question. In some cases, the extracted information elements also need to 
be further summarized into a concise answer. As evident from the previous problem 
definition, legal question answering typically involves combining techniques from 
information retrieval and extraction, and the aforementioned Competition on Legal 
Information Extraction and Entailment has also been a notable venue for reporting 
advances in this domain. 

On what regards industrial applications, it is interesting to note that companies 
such as IBM Watson Legal, LegalMation, or Ross Intelligence have developed 
custom question answering commercial products based on Watson, i.e. a question 
answering system developed by IBM that, in 2011, won the Jeopardy challenge 
against the TV quiz show’s two biggest all-time champions (Ferrucci et al. 2010). 
Watson’s architecture features a variety of NLP technologies, including parsing, 
question classification, question decomposition, automatic source acquisition and 
evaluation, entity and relation detection, logical form generation, and knowledge 
representation and reasoning. After the success in Jeopardy, the system was reorga-
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nized and commercialized, by combining and customizing its specific modules to 
specific domains and tasks (i.e., not just question answering, but also other tasks). 

2.7 Predictions Supported on Textual Evidence 

The idea that computers can predict the outcome of legal cases goes back to the 
early 60s, where Lawlor (1963) considers “the analysis and prediction of judicial 
decisions” one of the most important tasks to which computer technology can 
contribute. However, most of the work on the task is not that old. In fact, we can 
understand the difficulty of the endeavor as even recent literature overviews (e.g., 
Robaldo et al. 2019) focusing on natural language understanding in the legal domain 
address topics like resource construction or simple information extraction tasks. 

In 2004, Ruger et al. (2004) compare the performance of classification trees 
against a group of legal experts to predict the outcome of the 2002 Term of the 
United States Supreme Court. The used features were the following: the provenience 
of the case until it reached the Supreme Court, the issue area of the case, the type of 
petitioner, the type of respondent, the lower court ruling political orientation (liberal 
or conservative), and the claim of unconstitutionality of a law or practice by the 
petitioner. The results were surprising: the automatic method correctly predicted 
75% of the Court’s affirm/reverse outcomes, while the experts accuracy was only of 
59.1%. The best results were achieved for economic activity cases and the worst for 
federalism, where the accuracy for both the experts and the automatic approach was 
similar. 

A different two-step approach was followed by Brüninghaus and Ashley (2005), 
focusing on textual information. The first step extracts a representation of the legal 
case, based on its words (a bag-of-words representation obtained by removing 
punctuation, numbers and stop words); named entity recognition (where names 
and case specific instances are replaced by their type); and syntactic relations. 
This representation is submitted to a set of classifiers that capture several aspects 
that are used to represent the cases, designated as Factors (e.g., Agreed-Not-To-
Disclose, Security-Measures, or  Agreement-Not-Specific). The used data consisted 
in the Trade Secret Law knowledge base, which includes 146 cases from the CATO 
system, an intelligent learning environment for new students that begin studying 
law, already represented in terms of Factors (Alaven 1997). The second step predicts 
the legal outcome based on the Factors representation, using case-based reasoning 
(Bruninghaus and Ashley 2003). 

Focusing in the European Court of Human Rights and exploring only textual 
content, Aletras et al. (2016) experiment with Support Vector Machines classifiers 
(linear kernel) based on n-gram and topic-based representations. The goal is to 
predict if a certain case violates a specific article of the Convention, achieving 
accuracy rates close 80% in this binary classification problem. Şulea et al. (2017) 
also use Support Vector Machines classifiers (linear kernel), but concentrate on the 
French Supreme Court (Cour de Cassation) rulings. The authors address three tasks:
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predicting the law area of a case, predicting the court ruling, and estimating when 
a case description and a ruling were issued. Preprocessing included the removal of 
diacritics and punctuation and the lowercasing of all the words. Features consisted of 
unigrams and bigrams. In what concerns predicting the court ruling, two variations 
of the task considering six (first-word ruling) and eight (full ruling) classes were 
addressed. Results were promising as in both experiments the proposed approach 
achieved f1 scores and accuracies over 90%. 

As previously mentioned, most of the work on this topic is recent and thus 
explores deep neural network models. Chalkidis et al. (2019a) explore different 
network architectures—a bidirectional Gated Recurrent Units with self-attention-
based architecture, a hierarchical attention network, a label-wise attention network, 
and two BERT-based architectures (a regular and a hierarchical version)—to predict 
the violation of articles of the European Court of Human Rights. Differently from 
Aletras et al. (2016), they do not restrict to specific articles, additionally exploring 
a multi-label classification view of the task. The simple BERT-based approach 
was the poorest performing architecture, with the best results being achieved by 
hierarchical architectures. Confirming the importance of hierarchical approaches, 
Zhu et al. (2020) also explore a hierarchical attention network-based architecture in 
legal judgment prediction in the context of criminal cases published by the Chinese 
government from China Judgment Online. Alghazzawi et al. (2022) combine a 
long short-term memory with a convolutional neural network to address the same 
problem as Ruger et al. (2004), i.e., to predict the affirm/reverse/other outcome of 
the US Supreme Court rulings. 

Finally, Medvedeva et al. (2022) provide an interesting overview of this topic, 
while addressing relevant concepts clarification. The authors argue that a clear and 
well-defined terminology is important for the advancement of the research in this 
topic, namely distinguishing between three different tasks: outcome identification, 
outcome-based judgment categorization, and outcome forecasting. 

2.8 Summary 

This section described the development status of language technologies targeting 
various legal text processing tasks. Although our survey has mostly focused on 
recent academic developments, a large number of companies, including hundreds 
of start-ups, are also currently operating in the emerging “Legal AI” industry, 
providing text analytics services that target a wide variety of use cases that are 
currently poorly handled, e.g. due to the excessive amount of data (i.e., documents) 
that poses challenges for human analysis. In all the surveyed tasks, recent develop-
ments associated to deep learning methods (e.g., pre-trained neural language models 
specifically targeting legal text) have brought forward significant improvements. 
Current challenges in the area relate, for instance, to the combination of deep neural 
networks with knowledge-based methods (e.g., to improve interpretability and to 
better account with expert knowledge and legal reasoning), or to techniques enabling
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a better control of potential biases in model results (e.g., gender biases or racial 
discrimination). 

3 Spoken Language Technologies 

The use of spoken language technologies in the legal domain is also becoming 
increasingly pervasive, mostly because of the significant increase in performance 
achieved by deep learning techniques. This justifies a review of this recent progress 
and its impact in the legal domain. 

3.1 Automatic Speech Recognition 

The state of the art in automatic speech recognition (ASR) before the advent of 
deep learning was predominantly based on the GMM-HMM paradigm (Gaussian 
Mixture Models - Hidden Markov Models). By feeding these acoustic models with 
perceptually meaningful features, and combining them with additional knowledge 
sources provided by n-gram language models and lexical (or pronunciation) models, 
one achieved word error rates (WER) that made ASR systems usable for certain 
tasks. Dictation was one of these tasks, most particularly for the legal and healthcare 
domains (e.g. radiology reports), characterized by clean recording conditions and 
relatively formal documents. Acoustic models could be adapted to the speaker, 
and lexical and language models could be adapted to the domain, allowing the 
use of ASR by lawyers for dictating documents, case notes, briefs, contracts and 
correspondence. However, the uptake of such applications was not significant and 
depended heavily on the availability of resources to train models for different 
languages/accents. 

For nearly three decades, progress was relatively stale for ASR, until the 
emergence of the so-called ‘hybrid paradigm’, that pairs deep neural networks 
with HMMs. Nowadays, models trained with nearly 1000 h of read audiobooks 
achieve a WER of 3.8%, an unthinkable result a decade ago. As in many other 
AI domains, fully end-to-end architectures have also been proposed to perform the 
entire ASR pipeline (Karita et al. 2019), with the exception of feature extraction, but 
the performance is significantly worse when training data is short. In fact, There is 
no data like more data is a citation from an ASR researcher back in the 80s, which is 
still valid nowadays, representing a huge challenge when porting to another domain. 

Transcribing audiobooks or dictating legal documents are relatively easy tasks for 
ASR systems. Their application to conversational speech is much more challenging, 
with error rates that are almost triple the above results. The presence of other factors 
such as non-native accents, or distant microphones in a meeting room, may also 
have a very negative impact.
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All these challenges motivate the use of a panoplia of machine learning 
approaches: audio augmentation (Park et al. 2019; Ko et al.  2015), transfer 
learning (Abad et al. 2020), multi-task learning (Pironkov et al. 2016), etc. Also 
worth mentioning are the recent unsupervised approaches that leverage speech 
representations to segment unlabeled audio and learn a mapping from these 
representations to phonemes via adversarial training (Baevski et al. 2021). 

This enormous boost in ASR performance has had a great impact in the legal 
domain. For dictation in this domain where training data has been increasingly 
amassed, several companies now claim WERs below 1%, announcing streamlined 
ways to dictate documents, 3–5 times faster than typing, altogether reducing liability 
and compliance. This progress was particularly relevant during the recent pandemic 
which has forced more lawyers to work remotely, without an easy access to pools 
of typists. 

But the use of ASR in the legal domain is not at all restricted to the dictation 
task. Transcribing video and audio evidence into legal transcripts is an increasingly 
essential task for presenting in court, for making appeals, etc. The manual process 
can take up more than 5 times real time, which is a significant motivation for 
speeding it up by correcting an automatic transcript instead of transcribing from 
scratch. Transcribing audio court proceedings is another increasingly common use 
of ASR in the legal domain. Spotting keywords in tapped conversations may also be 
particularly relevant for intelligence services. 

Besides the above-mentioned challenges of recognizing spontaneous speech, all 
these types of transcript require a previous task of speaker diarization - recognizing 
who spoke when (Tumminia et al. 2021). This task is closely related to automatic 
speaker recognition and may be particularly complex in scenarios where speaker 
overlap is frequent. 

Due to their high complexity, ASR systems typically run in the cloud. In personal 
voice assistants, the task of spotting the wake up keyword when they are in the 
“always listening mode” is done on device using much less complex approaches. 
There is a growing public awareness of the privacy concerns over this “always 
listening mode”. Requests for these recordings by suspects who would like to 
present them as proof in court have been so far denied by companies such as 
Amazon.5 

3.2 Speaker Recognition and Speaker Profiling 

The importance of identifying speakers in recordings has been realised by law 
enforcement agencies and intelligence services who used to rely in experts to 
manually analyse the so-called ‘voice prints’, long before automatic speaker

5 https://techcrunch.com/2016/12/27/an-amazon-echo-may-be-the-key-to-solving-a-murder-
case/. 
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recognition systems reached the performance levels that allowed their use in such a 
domain. Much of this recent progress may be attributed to representation learning, 
the so-called ‘speaker embeddings’, which encode the speaker characteristics of an 
utterance of variable duration into a fixed-length vector. The most popular technique 
for achieving this compact representation is currently the x-vector approach (Snyder 
et al. 2016). These embeddings are extracted from the hidden layers of deep neural 
networks, when they are trained to distinguish over thousands of speakers. In fact, 
this approach has been applied to Voxceleb,6 a multimodal corpus of YouTube clips 
that includes over 7000 speakers of multiple ethnicities, accents, occupations and 
age groups, reaching impressive equal error rates (EER) close to 3%. This metric 
derives its name from corresponding to a threshold for which the false positive 
and false negative error rates are equal. Confidence measures may be particularly 
important in the legal context. 

The area of speaker profiling is one of the most recent ones in speech processing. 
Speech is a biometric signal that reveals, in addition to the meaning of words, 
much information about the user, including his/her preferences, personality traits, 
mood, health, and political opinions, among other data such as gender, age range, 
height, accent, etc. Moreover, the input signal can be also used to extract relevant 
information about the user environment, namely background sounds. Powerful 
machine learning classifiers can be trained to automatically detect speaker traits 
that may be of particular importance to law enforcement agencies and intelligence 
services. 

These endless possibilities for profiling speakers from their voices raise many 
privacy concerns about the misuse of such technologies. 

3.3 Speech Synthesis and Voice Conversion 

A decade ago, the state of the art in text-to-speech (TTS) was dominated by 
concatenative techniques that selected the best segments to join together from a huge 
corpus of sentences read by a single speaker. The concatenative synthesis module 
was typically preceded by a complex chain of linguistic processing modules which 
took text as input and produced a string of phonemes together with the prosodic 
information that specified the derived intonation. Despite significant improvements, 
namely through the use of hybrid approaches (Qian et al. 2013) that combined 
statistical parametric and concatenative techniques, the synthetic speech quality 
was still very different in naturalness from human speech, expressiveness was very 
limited, and the costs of building new synthetic voices were often prohibitive. 

A major breakthrough was achieved in the mid 2010s by replacing the traditional 
concatenative synthesis module by a deep neural network module that took as 
input time-frequency spectrogram representations (van den Oord et al. 2016).

6 https://www.robots.ox.ac.uk/~vgg/data/voxceleb/. 
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Later, the whole paradigm changed to encoder-decoder architectures, with attention 
mechanisms mapping the linguistic time scale to the acoustic time scale (Shen et al. 
2018). 

These advances led to multi-speaker TTS systems leveraging speaker embed-
dings, and opened the possibility of building synthetic voices with only a few 
seconds of a new voice, using for instance, flow-based models (Kim et al. 2020; 
Casanova et al. 2021). The synthetic speech quality became very close to human 
speech, reaching values above 4 on a scale of 1–5, the so-called ‘Mean Opinion 
Score’ (MOS) scale. 

The possibility of disentangling linguistic contents and speaker embeddings was 
indeed crucial not only for text-to-speech systems but for voice conversion (VC) 
systems as well. In VC, the input is speech instead of text and the goal may be 
changing the voice identity, the emotion, the accent, etc. 

This disentanglement can be achieved using, for instance, variational auto-
encoder schemes, in which the linguistic content encoder learns a latent code from 
the source speaker speech, and the speaker encoder learns the speaker embedding 
from the target speaker speech. At run-time, the latent code and the speaker 
embedding are combined to generate speech in the voice of the target speaker. 
Nowadays, new approaches try to factor in prosody embeddings or style embeddings 
as well. 

Moreover, the artificial voice may not correspond to a target speaker but, for 
instance, to an average of a set speaker embeddings selected among the ones farthest 
from the original speaker embedding. This is in fact one of the many approaches 
proposed for speaker anonymization. 

The repercussions of this progress in TTS/VC in the legal framework are 
potentially huge since it can be used for the purposes of incrimination, defamation 
or misinformation. Detecting a deep fake voice from an original voice will be 
increasingly more difficult and one may wonder when audio evidence will no longer 
be admissible in court. At the same time, impersonating speakers may lead to crimes 
that were not feasible with the technologies we had a decade ago. In fact major thefts 
have already been reported.7 

On the other hand, synthetic voices may be used for attacking (or spoofing) 
automatic speaker verification systems. In fact, as the quality of TTS/VC with 
very little spoken material from a target speaker increases, the need for more 
sophisticated anti-spoofing also grows concurrently. Last but not least, one should 
also mention the possibility of hidden voice commands, injected in the input 
signal. This threat has always existed, namely through exploiting the fact that the 
human hear could not detect certain signals. But nowadays adversarial attacks 
raise this threat to a new level, making us aware of how vulnerable deep learning 
techniques may be to the perturbation of a classifier’s input at test time such that 
the classifier outputs a wrong prediction. In the past, such perturbation was in

7 https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-
mimicking-software-reportedly-used-major-theft/. 

https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/
https://www.washingtonpost.com/technology/2019/09/04/an-artificial-intelligence-first-voice-mimicking-software-reportedly-used-major-theft/


40 I. Trancoso et al.

most cases perceptible, but with adversarial attacks one can now generate highly 
imperceptible perturbations that are extremely effective in misleading either speaker 
or speech recognition systems. Such techniques are just one example of the endless 
possibilities for misuse of the AI driven speech technologies. We have barely 
touched the surface, in terms of attacks that may target speech-based apps. 

4 Conclusions 

This chapter tried to do give a very condensed overview of language technologies 
for the legal domain, running the risk of very soon becoming outdated, such is 
the tremendous progress in the field nowadays. The brief overview of these recent 
advances may be misleading, giving the impression that embedding-based methods 
will solve all classes of problems whether for written or spoken language processing 
in the legal domain, provided there are large-enough training datasets. In fact, many 
researchers are working on machine learning alternatives (e.g. zero-shot or few-shot 
learning) to cope with tasks for which such datasets are not available. However, 
combining embedded-based approaches with symbol-based methods remains a 
challenge that may significantly contribute to greater interpretability. 

Another challenge to be addressed by the forthcoming generation of AI legal 
tools is keeping track of changing regulations by propagating the consequences 
of these changes on those issues that depend on them, since it requires a smooth 
integration of embedded-based and symbol-based approaches. 

With progress also comes a greater awareness of the ethical issues of language 
technologies in the legal domain. In particular, in what concerns gender bias 
and racial discrimination, which may be extremely important for tasks such as 
judgement prediction. 

We have also alerted to the potential misuse of speech technologies for imper-
sonation or spoofing and last but not least to the privacy issues that are involved in 
the remote processing of a signal such as speech that must be legally regarded as PII 
(Personally Identifiable Information). 
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Societal Implications of Recommendation 
Systems: A Technical Perspective 

Joana Gonçalves-Sá and Flávio Pinheiro 

Abstract One of the most popular applications of artificial intelligence algorithms 
is in recommendation systems (RS). These take advantage of large amounts of user 
data to learn from the past to help us identify patterns, segment user profiles, predict 
users’ behaviors and preferences. The algorithmic architecture of RS has been so 
successful that it has been co-opted in many contexts, from human resources teams, 
trying to select top candidates, to medical researchers, wanting to identify drug 
targets. Although the increasing use of AI can provide great benefits, it represents a 
shift in our interaction with data and machines that also entails fundamental social 
threats. These can derive from technological or implementation mistakes but also 
from profound changes in decision-making. 

Here, we overview some of those risks including ethical and privacy challenges 
from a technical perspective. We discuss two particularly relevant cases: (1) RS that 
fail to work as intended and its possible unwanted consequences; (2) RS that work 
but at the possible expense of threats to individuals and even to democratic societies. 
Finally, we propose a way forward through a simple checklist that can be used to 
improve the transparency and accountability of AI algorithms. 

1 Introduction 

Much like the previous Industrial Revolutions, the Digital Revolution is sure to 
have enormous impact on society, at many different levels. By learning from the 
unparalleled amounts of individual-level data that is currently shared and collected, 
machines will be increasingly able to identify patterns, create profiles, predict 
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behaviors, and make decisions. Therefore, it is fundamental to understand the 
limitations of these tools to anticipate and minimize negative consequences. 

In this chapter we focus on machine-learning (ML) models, particularly recom-
mendation (or recommender) systems (RS), and how their use in decision-making 
processes can offer better services but also create important risks. Typically, RS refer 
to algorithms that recommend some item X to a user A, very often consumption 
goods (such as recommending a book the algorithm identifies as matching our 
interests) or in the context of social networks (a new friend or post); however, 
here we use this term in a broader sense, to refer to any algorithm that uses large 
datasets on people to identify similarity matches and recommend decisions, in 
many different contexts. First, we describe how RS work and their unavoidable 
limitations. Second, we focus on RS that work as intended and discuss how 
the creation of individual profiles can lead to abusive targeted advertisement and 
even to threats to democracy, from disinformation to state surveillance. Third, 
we describe what happens when these systems are faulty, but are still used to 
make probabilistic generalizations and aid in AI-based decision making. We will 
offer specific examples of how mistakes in data selection or coding might lead to 
discrimination and injustice. In the last section, we summarize some ideas on how 
to make AI more accountable and transparent and argue that the important decisions 
ahead should not be made by a limited group of non-elected AI leaders, but it should 
be the role of AI experts to raise awareness of such threats, paving the way for 
important regulatory decisions. 

2 Recommendation Systems 

The general goal of a recommendation systems is to predict, as accurately as 
possible, a new item to a user while optimizing for the rate of acceptance (Resnick 
and Varian 1997). These systems leverage information on users (demographic, past 
choices) and/or on items (for example, movies) to find accurate matches between 
them (ex: if you liked movie X you might like movie Y, or people “like you” have 
enjoyed book Z). At the core of RS is the assumption that items and/or users of 
a service can be mapped in terms of their similarities and that person A (or item 
X) can serve as proxy for person B (item Y). In that sense, a recommendation 
system suggests items that are closer in such similarity space to a user’s past choices 
or revealed preferences and is only as good as it can provide the most accurate 
recommendation to a user (person A will actually enjoy movie Y and book Z). 

Over the past decades we have seen an increase in use of ML/AI techniques 
to support the development and implementation of faster, more reliable, and 
more capable RS (Fayyaz et al. 2020). These are possible because of (a) large 
accumulation of data about users’ past choices; (b) large datasets on details about 
items, and (c) increasingly sophisticated algorithms that take advantage of such data 
and take value from growing numbers of features and instances.
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In general, recommendation systems can be divided into three big families: 
collaborative-base filtering (that tries to predict whether person A will like product 
X based on the preferences of “similar-person” B); content-based filtering (that tries 
to predict whether person A will like an item X based on person A’s past revealed 
preferences for similar items); and hybrid systems, that combine both. In terms of 
the algorithms used, these are further divided on whether they are supported by 
heuristic- or model-based approaches. 

Collaborative filtering (Herlocker et al. 2000) recommendation systems rely on 
the similarity between users to perform recommendations. That is, if user A and 
B are similar, then the past choices of B can shed light on what to recommend 
to user A. Hence, the core technical challenge is to estimate similarities between 
users or items from data on the revealed past preferences of users (ex. past favorite 
movies). This approach has been widely popular on web-based portals such as 
Netflix and Reddit where users’ characteristics and up or down votes are used 
to estimate similarities. Popular algorithms range from Graph models of social 
networks (Bellogin and Parapar 2012) of similarity between users and Nearest 
Neighbor to the use of Linear regressions, Clustering techniques (Ungar and Foster 
1998), Artificial Neural Networks (He et al. 2017) and Bayesian networks. 

Often, auxiliary data is used to either improve collaborative filtering systems, 
or to overcome some of its limitations. Context information (e.g., location or time) 
can help systems achieve higher success and, in scenarios that have more users than 
items, recommendations are often done through an item-item similarity. Moreover, 
when past information on user activity is scarce (e.g., in the case of a new user of a 
new service), users’ information about their social relationships and characteristics 
(e.g., gender, age, income, location, employment, etc.) can help these systems 
establish a similarity even without specific historical activity. 

Content-based filtering (Lops et al. 2011; Aggarwal 2016) does not require 
information about users, instead it maps similarity between items to perform 
recommendations. In other words, users are recommended items similar to their 
past choices (person A likes vanilla milkshakes, thus might also like vanilla ice-
cream). Algorithmically, these problems are approached using techniques that range 
from TF-IDF (Rigutini and Maggini 2004) and clustering for topic modelling 
and inference, but also using classification models based on Bayesian classifiers, 
Decision trees, and Artificial Neural Networks. A traditional application of these 
techniques is in book recommendation engines that measure content (Mooney and 
Roy 2000) similarity between books. 

Hybrid solutions (Burke 2007) combine aspects of both content and collaborative 
filtering. They arise in situations where it is practical and beneficial to develop meta-
algorithms to balance the recommendation stemming from a collaborative- and 
content-based systems. These increasingly use complex deep learning algorithms 
and are common in social media recommendations, including newsfeed content, 
advertisements, and friends (Naumov et al. 2019). 

There are several limitations and problems associated with the development 
of RS. From the technical perspective, problems can arise at two extremes of 
the spectrum. First, lack of initial data can lead to a “cold start”, that prevents
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the setup of the entire recommender system (ex. new movies that have not yet 
been rated by anyone or are from little known studios or directors) or limit the 
recommendations that can be given to new users. Second, when there is a “sparsity 
problem” and the number of items to be recommended is very large, the algorithm 
might lack scalability and users keep seeing the same few recommendations, either 
because they are the few most rated or because the individual users only rated a 
few (Adomavicius and Tuzhilin 2005). Third, and more conceptually, the implicit 
assumption in ML/AI solutions that the future can be predicted from past actions, 
renders them awkwardly unable to perform under novelty (e.g., expanding a service 
to a new cultural setting). Fourth, some models described above can learn from 
past mistakes (user A hated book Z after all) and, therefore, improve continuously, 
but this is not the case in several other examples of RS, sometimes with dire 
consequences. Important examples of the impact of the listed limitations will be 
discussed in more detail in the following sections. 

3 When Recommendation Systems Work 

3.1 Implications for Consumption 

Although stemming from a seemingly intuitive and simple problem, recommenda-
tion systems have matured to highly complex algorithmic solutions that are able to 
leverage a multitude of data sources to improve services that underlie the success of 
some of the largest companies in the world. The success of RS, and their ubiquity, 
stems from their capability to enhance user retention and to seemingly help users 
find the relevant content for their profile. Moreover, it is already possible to extract 
information and patterns from both structured information (e.g. online shopping 
basket) and unstructured information (e.g., free text, images, and videos). As such, 
RS are improving faster and will offer more gains to content providers. 

Naturally, the specifics of each system are largely dependent on their application 
context and goals. Take, for instance, Amazon which started using item-to-item 
approaches but currently leverages information from users’ past orders, profile, and 
activity, to offer different types of personalized recommendations, from targeted 
e-mails to shopping recommendations (Smith and Linden 2017). In 2018, the 
consultancy company McKinsey estimated that Amazon’s RS was responsible for 
35% of its sales (MacKenzie et al. 2013). Netflix gained international fame among 
engineers and enthusiasts with the release, in 2006, of a dataset of 100 million users’ 
movie ratings and offered a 1Million USD reward to the team that could develop the 
best RS. Ten years later, Netflix RS was estimated to be worth up to 1 billion USD 
(McAlone 2016) and to drive 75% of users’ viewing choices (Vanderbilt 2013). 

However, these large companies depend on using data freely and often willingly 
shared by their users, who might give away control of their privacy and decisions 
in exchange for convenience and productivity. In fact, we all know that our data
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is being used, but we may not know the extent to which this is happening or 
the problems it could pose (Englehardt and Narayanan 2016). First, and although 
these processes involve consent, terms of service are often unintelligible, sharing 
is not always voluntary, and might be a requirement to access content or services 
(Solomos et al. 2019; Urban et al. 2020). Second, and even when it is voluntary, it 
can have unexpected implications. In 2012, the New York Times reported a case in 
which the US-based chain Target generated predictions about the pregnancy of its 
customers, precisely by analyzing shopping profiles (Duhigg 2012). One such store 
was visited by a father, outraged that his teenage daughter had received promotions 
for baby products; later, when the store manager called to apologize, the man 
embarrassedly replied that his daughter was indeed pregnant: the supermarket chain 
knew before the family. Such anecdotical situations, corroborate our increasing 
reliance on such systems, which also makes us vulnerable to manipulation. For 
instance, nothing keeps online stores from showing more expensive products to 
people who did not previously compare prices online (Mikians et al. 2012). Indeed, 
different webservices commonly trade user information for marketing purposes, and 
it is common for a user that searches jeans on Amazon to be immediately targeted 
with jeans’ ads on Facebook1 or Google.2 Importantly, these “surveillance systems” 
are so prevalent and increasingly sophisticated that even when you use caution when 
publishing online, that caution itself can be informative (Zuboff 2019). 

As mentioned, the traditional application of RS is to drive the consumption of 
content and products and, as such, it represents the most common development 
of such algorithms (similarity identification, reliance on proxies, prediction of 
future outcomes). However, they also find application in other types of algorithmic 
decision-making (e.g., credit score, or financial trading) and we will use them in a 
broader context to further discuss their current implications. 

3.2 Implications for Democracy 

As described, RS can be very useful to direct people to products that interest 
them, be it movies or diapers. But there is a thin line between informing and 
manipulating, and this is particularly relevant when the promoted “goods” are news 
or ideas. Social networks, such as Facebook or Instagram, have been long known 
to promote addictive attention, even if at the cost of spreading disinformation (Del 
Vicario et al. 2016; Vosoughi et al. 2018), creating echo chambers (Nikolov et al. 
2015; Quattrociocchi et al. 2016), increasing polarization (Flaxman et al. 2016), and

1 See for example: “Help your ads reach the people who will love your business”, by Facebook, 
2021. https://pt-pt.facebook.com/business/ads/ad-targeting. 
2 See for example: “What are retargeting ads?”, by Google Ads, 2021. https://ads.google.com/intl/ 
en_uk/home/resources/retargeting-ads/. 
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threatening the user’s mental health.3 From researchers to data protection advocates, 
many have voiced concerns about the data that large platforms collect and how their 
recommendation systems can manipulate the information individuals are exposed 
to, be them prioritizing posts, or search engines displaying sponsored adds. In fact, 
Facebook offers any interested add-placer the possibility of selecting over tenths of 
individual characteristics, including (estimated) age or gender, level of education 
and in which subject, income-level, hobbies, political orientation (if from the US), 
travel profile, and even whether targets are away for the weekend with family or 
friends (Haidt and Twenge 2021). 

The Cambridge Analytica case, in early 2018, brought to the public spotlight 
how, through refined individual profiling, political campaigns could influence the 
voting of target individuals or constituencies.4 Political scientists have argued that 
the use of modern data science approaches to politics represented a significant shift 
from classical strategies: marketing techniques have been used in politics since at 
least the 1930s (O’Shaughnessy 1990), but the speed and increasing precision of 
AI tools means that political messages no longer need to be general and appeal to 
a broad constituency; instead, they can send highly personalized messages based 
on individual profiles, saying one thing to one demographic and the opposite to 
another, with very little scrutiny (Aldrich et al. 2015; Ribeiro et al. 2019; Silva 
et al. 2020). That some of these messages can include untrue information is even 
more worrisome. Naturally, the political use of misleading and even outright false 
information is nothing new, but the surge in online activity, coupled with poor 
digital literacy, and individual-level consumer profiling, has all the ingredients 
of a perfect storm. Disinformation spreading has found fertile ground on social 
networks, often through emotion manipulation, first shown to occur by Facebook 
itself (Kramer et al. 2014), and to work not only in the targeted individuals but also 
to contaminate their friends (Coviello et al. 2014). There is also increasing evidence 
that some individuals might be more susceptible to political disinformation than 
others (Pennycook and Rand 2021), with specific cognitive bias playing important 
roles. 

In fact, personalized algorithms on search engines and social networks feeds 
might strengthen these already existing biases in at least three different ways: (1) 
as information is filtered based on past history (potentially magnifying availability 
biases, in which individuals tend to rate as more important things that they can 
more easily recall (Abbey 2018), and confirmatory tendencies, in which individuals 
seek or particularly trust in information that re-enforces or confirms their beliefs 
(Burtt 1939)); (2) as humans tend to associate with others similar to them and to 
favor people in one’s own group, over people identified as belonging to outgroups

3 This is a fast-growing field, with exposés becoming increasingly frequent. On mental health 
impacts there is an excellent ongoing open-source literature review posted and curated by Jonathan 
Haidt (NYU-Stern) and Jean Twenge (San Diego State U), Haidt and Twenge (2021); (Zuboff 
2019). 
4 Cadwalladr and Graham-Harrison (2018). 
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(ingroup bias) (Nelson 1989); and (3) with beliefs, biases, and even disinformation 
(McPherson et al. 2001) amplified and reinforced by this closed, homophilic 
communities, leading to the already mentioned echo chambers (Barberá et al. 2015; 
Flaxman et al. 2016; Quattrociocchi et al. 2016) and to increased online hostility 
and polarization (Yardi and Boyd 2010; Conover et al. 2021). 

But political (mis)information is not the only kind to heavily impact on society 
and democracy. In April 2020, Facebook acknowledged that millions of its users saw 
false COVID19-related information on this platform (Ricard and Medeiros 2020); 
On Twitter, according to Yang et al. (2020), “the combined volume of tweets linking 
to low-credibility information was comparable to the volume of New York Times 
articles and CDC links”; by August 2021, YouTube had removed 1 million videos 
that included dangerous COVID-19 misinformation. Importantly, there is evidence 
that such misinformation impacted vaccination hesitancy (Loomba et al. 2021) and 
compliance with control measures (Roozenbeek et al. 2020), in line with the notion 
that misinformation often serves the goal of creating divisive content and leading 
to social unrest (Emmott 2020; Ricard and Medeiros 2020; Barnard et al. 2021; 
Silva and Benevenuto 2021). For much of 2020 and 2021, the world was fighting 
two pandemics in parallel: one caused by a virus, and another caused by fake 
news, supported by human bias and attention maximizing algorithms (Goncalves-Sa 
2020). 

Another very relevant risk comes from societal control. As described, politicians 
can use social networks and AI systems to target possible voters, but several 
leaders have also realized the much broader potential of AI, from improving public 
administration, to creating war robots. According to Vladimir Putin: “Artificial 
intelligence is the future, not only of Russia, but of all of mankind ( . . .  ) Whoever 
becomes the leader in this sphere will become the ruler of the world.” (Allen 2017) 
China hopes to be the leader by 2030 (Department of International Cooperation 
Ministry of Science and Technology (MOST) 2017) and is designing and imple-
menting a large-scale social experiment, which involves using RS to classifying 
citizens according to their social behavior, only possible thanks to AI-driven facial 
recognition technology (Liang et al. 2018). These models have been increasingly 
used around the world,5 often with security purposes. In 2020, the Israeli and US 
armies used AI to track and assassinate an Iranian physicist (Bergman and Fassihi 
2021). 

All these examples describe situations in which the RS are worrying because 
they work as intended, be it to improve consumption or to target voters. In the 
next chapter, we will focus on situations in which they fail and how that can have 
consequences for individuals and societies.

5 For a collection of countries that legalized or are using facial recognition tools see for example 
https://surfshark.com/facial-recognition-map. 
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4 When Recommendation Systems Fail 

The described recommendation systems use fine-grained information to train AI 
models to target specific individuals. Typically, what these systems do is output 
probabilities of a certain event and aid in decision-making. Examples can range from 
algorithms that calculate a risk score for depression (Reece et al. 2017; Eichstaedt 
et al. 2018), try to identify the best candidate for a given position (Paparrizos et al. 
2011), or that recommend a movie based on previous choices (Bennett and Lanning 
2007). These algorithms are trained on large training datasets, of variable quality, 
and “learn” by trial and error, with subjective definitions of error (for example, 
what “best candidate” means, must be represented as a mathematical object, when 
often “best” cannot be easily quantified). This means that there is no real distinction 
between the model, the data used to train it, and the assumptions that the coder 
made: if the data or the target are biased, the model will be biased. These bias 
might appear at different steps and have different consequences, but it is important 
to realize that: (1) it is virtually impossible to have a complete dataset and all 
datasets are samples, biased by the sampling process; (2) there are human decisions 
involved in defining targets; (3) targets often rely on proxies, (4) the predictions 
might turn into self-fulfilling prophecies because they frequently impact outcomes 
and it is often very difficult to have external validation. Again, this might be of 
little importance in the case of a user who never gets to seem movie X because it 
is not suggested, but very serious in the case of someone who gets a credit request 
denied and, consequentially, defaults on another payment: the system might find 
confirmation that the credit refusal was the best decision when indeed, it was what 
caused the default. 

Consequently, there should be no illusions of “model neutrality”. All models 
have problems, and acknowledging it is a fundamental and essential step to design 
mitigation strategies. In this section, we describe how biased data leads to biased 
algorithms, how biased algorithms can lead to discriminatory policies, and offer 
some examples from both the private and public sectors. 

4.1 Learning from Biased Data: Implications for Individuals 

As there is no perfect dataset, it is important to understand its limitations when 
training any algorithm with it. Let us think of a model to identify the best candidates 
to enter engineering school. One would start by collecting vast amounts of data, 
including grades, happiness scores, time to degree completion, previous education, 
future career, etc., on all students who have ever gone through a given university. 
This dataset would still have no information on how good the rejected candidates 
could have become (sampling bias) or on how many of them eventually suffered 
from burnout (limitations and subjectivity in feature selection): this means, that if 
the system systematically rejected promising candidates in the past, the algorithm is
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very likely to continue doing so in the future; and that if, for example, it values prizes 
over creating a safe work environment, it might pave the way for more accidents in 
the future. It is also easy to anticipate that such a dataset would be unbalanced in 
terms of gender and likely also age, ethnicity, nationality, and probability of wearing 
glasses, and so would the model predictions. In fact, several previous attempts 
at training such algorithms to select applicants, for schools or jobs, have led to 
discriminatory practices, stirring large discussions (O’Neil 2016). It is important 
to note that, very often, these algorithms are created not just for speeding up and 
automating processes, but also because we know that human-based systems are 
biased: the assumption is that models would be blind to color or gender and, thus, 
fairer. However, RS trained with biased data will generally be biased as well (Garcia 
2016), and this is true even if models are trained on very large datasets. For example, 
the increasingly popular Chat GPT application was trained using 570 Gb of data, 
but most of this data was obtained through the internet, which is known to have an 
overrepresentation of some countries and age groups (Sheng et al. 2021). 

An area in which such discrimination can have dire consequences is health. 
Kadambi (2021) have crucial sources of bias in medical devices, including com-
putational bias, which happens when datasets used in clinical trials or when training 
algorithms to select candidates for such clinical trials, are biased. Historically, this 
has been the case for specific ethnical groups and women, often underrepresented 
in health datasets (and even in experimental protocols). 

Biased datasets have also been shown to play important roles in classification 
and facial recognition (Buolamwini and Gebru 2018; Barlas et al. 2019). For 
example, Twitter dropped its picture cropping algorithm after suspicions of racial 
bias (Agrawal and Davis 2021) and both Flickr and Google algorithms tagged 
photos of black individuals as apes (Zhang 2015). 

As disastrous as these examples are, it can be argued that they are the price to 
pay for the learning process: they are precautionary tales, reminding us that we are 
still at the infancy of machine decision-making and many other mistakes will be 
made before we can rely on algorithms. Unfortunately, and despite their current 
limitations, many are already being deployed, including in punitive environments, 
as described in the next section. 

4.2 From Bad Algorithms to Discriminatory Policies 

The individual consequences of a faulty Netflix algorithm are probably easy to 
minimize; models that select candidates for a given job can have much worse 
consequences, but nothing compares to when such algorithms are deployed in a 
large-scale punitive context. We already mentioned how the Chinese government 
is using facial recognition and other AI tools to evaluate citizens according to 
their behavior. If the system is faulty, the consequences for the individuals can be 
tremendous.
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Another very debated example, that relies on proxies, is COMPAS, a proprietary 
algorithm that helps US judges set bails based on estimated risk scores of future 
offenses. In 2016, COMPAS was analyzed by ProPublica (Larson et al. 2016) and 
revealed to discriminate individuals based on their race: for similar offenses and 
crimes, black defendants were more likely to be given higher risk scores. Impor-
tantly, the datasets that were used to train the model did not include information on 
race: the model was possibly using zip code as a proxy for risk, thus picking it as a 
proxy the correlation between the ethnicity and economic status in US society (this 
analysis is disputed by the owning company and the extent of the discrimination is 
still being debated (Spielkamp 2017)). 

Despite so many notable failures, governments around the world have been 
sponsoring the development of algorithms for use in public administration, in a 
variety of areas. These algorithms are often proprietary and function as a blackbox: 
not even the government officials know how they work and what justifies their 
recommendations, or risk scores. This leaves very little room for people to complain 
or even understand their “evaluation”, raising fundamental legal questions. The 
Dutch government used such an algorithm, SyRI, from 2014 to 2020, when the 
Court of the Hague halted its use (Amnesty International 2021). It aimed at 
identifying social welfare fraud, was trained on large governmental datasets, and 
included information on virtually all inhabitants of The Netherlands. It would 
generate risks-scores and, if these were high, trigger an investigation. However, 
it was shown that the algorithm disproportionately and unfairly targeted poor and 
minority communities (Xenophobic Machines 2021), with consequences so dire that 
it led to the resignation of the Dutch government. 

Such faulty algorithms have been increasingly revealed (Bandy 2021) but,  
naturally, it can be argued that they only reveal past and pre-existing bias, hidden 
in the data, and that human decision-making is equally discriminatory. While the 
first contention is very likely true, it still raises the important question of whether 
it is acceptable to perpetuate such discriminatory practices under an illusion of 
mathematical neutrality. The second is more interesting, as it is difficult to quantify 
whether humans or current algorithms are more discriminatory (Dressel and Farid 
2018), but at least in the case of the examples described here, there are at least 
two good arguments in favor of the later. One is technical, as AI models identify 
dominant patterns and are more likely to exclude relevant outsiders (for example, 
the brilliant candidate from a very poor, black neighborhood). The other is scale, 
as human panels might have their own biases, but these might be different from 
panel to panel and there are human limits to how many applicants a panel can see; 
obviously, these limits and natural variation do not necessarily apply to machine 
decision-making (O’Neil 2016). A third, less studied possibility, is that algorithms, 
including commercial-like cookies, might be used to mask deliberate targeting 
of individuals by state actors, as in the case of the identification of minorities 
(Borgesius 2018). Therefore, there are serious concerns that algorithms trained on 
biased datasets will not only make biased decisions, they will also amplify existing 
societal discrimination and unfairness.
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5 A Way Forward 

There is much room for improvement of current and future RS (and AI in general), 
and we propose six steps, summarized in a simple mnemonic: (ATI) (Fayyaz et al. 
2020). The first is recognizing that they are not neutral and can be very prone to bias. 
This Acceptance should be obvious, but it is still disputed by several in the field, 
typically contesting that they (a) are not biased as algorithms are blind to individuals, 
(b) are not more biased than non-algorithmic systems, or (c) that this a problem for 
social scientists and that engineers and programmers should not be concerned with 
such issues. In fact, most Data Science and Artificial Intelligence graduate programs 
still do not include Ethics or even Algorithmic Fairness courses, effectively training 
generations of students to ignore fundamental problems with datasets, algorithms 
and, consequentially, recommendation and decision systems they design and often 
implement. Such content should be compulsory in all formal AI education, taking 
us to the second step—Training. 

Another fundamental issue is lack of Inclusion and Diversity. This is observed 
not only on the training datasets, as already discussed, but also in the coding teams. 
In “Racist in the Machine” (Reece et al. 2017), Megan Garcia describes some grave 
consequences of design blind spots and gives the example of four smartphone 
personal assistants (Siri, Google Now, Cortana, and S Voice), increasingly used 
for help in health and emergency situations, that could not recognize “I am being 
abused” or “I was beaten up by my husband”. ML teams should be diverse and 
bring together people that work on different disciplines and that can contribute 
to both the technical and social components of algorithm design. Moreover, that 
algorithms try to find similarities can lead to polarization and homophily, but also 
to uniformization. As Thomas Homer-Dixon put it, “a simplified, uniform global 
culture will inevitably have less diversity of ideas and ingenuity that can help us 
cope with the great challenges we’re facing” (Homer-Dixon 2001). Diversity should 
be a value at many different levels. 

RS pipelines should also include streamlined Data Auditing and Debiasing: 
accepting it as an integral part of data processing pipelines, recognizes its impor-
tance for fair and effective AI, while reducing dataset bias. One of the first such 
efforts was developed by Pedro Saleiro and Rayid Ghani, through a data auditing 
algorithm, Aequitas, that inspects datasets for different types of demographic 
unbalances, including age, gender, and race (Saleiro et al. 2018). In all three 
datasets analyzed, they found important bias that affects the models results. These 
are excellent first efforts, but it is important to note that (a) we can only audit 
data in a very limited number of instances, and (b) that debiasing is even more 
challenging. For example, we can check gender-classified datasets for unbalances 
in gender (as in the hiring example described above), but this might be impossible 
to do in fully anonymized datasets or in datasets that simply do not include possibly 
relevant data as is often the case for ethnicity or physical disabilities. Even more 
critical, we cannot identify biases that we do not know we have, as a society: it 
might be the case that people with glasses are perceived as more competent for
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some jobs; as we are unaware of it, we would not include “having glasses” as a 
label and, even if we did, we would most likely not audit our algorithm for possible 
discrimination. But let us assume that complete auditing was possible and that all 
possible discriminatory imbalances in our dataset had been identified: we would 
still have important decisions to make regarding how to de-bias them. Continuing 
with the college admission example, it should be possible to understand that the 
model is being trained on a gender unbalanced dataset and that correcting for it 
would now lead to more women candidates being selected. But how big should 
the correction be? Should it reflect past ratios of engineering school admissions, 
perpetuating existing imbalances or should it aim for the same ratios observed in 
the population, effectively imposing a 50% gender quota? These and other example 
illustrate how many of these decisions can and are effectively being made, often 
implicitly, and how ill-informed attempts to correct bias might generate new forms 
of unfairness. 

These decisions are fundamentally moral, helping to create a society by design. 
Thus, the final step should be Transparency. As Rhema Vaithianathan put it, “If 
you can’t be right, be honest” (Courtland 2018). Blackbox algorithms, in which the 
process and features used to reach a decision are unknown or proprietary, should be 
avoided. However, they are increasingly used for two main reasons: first, it can be 
argued that if the decision process is known, individuals and companies could abuse 
and even rig the system on their behalf; second, the more complex the algorithms, 
as is the case with deep learning, the more difficult it is to understand the decision-
making process. Therefore, it has been argued that such algorithms should only 
be used in positive environments and when they significant outperform traditional 
processes (e.g. for medical diagnosis), and never in punitive contexts (such as in 
the COMPAS and SyRI examples). In any case, individuals should always have 
the right to access, verify, correct errors, and appeal from algorithmic decisions. 
As these processes are often very complex, this generates an important tension, 
extensively noticed by the thinkers of the so-called “Risk Society” (Beck 1992), in 
which technical expertise is fundamental to design and control such systems, but this 
control should be put into effect by the, often lay, society. Therefore, the ones who 
understand the problems should also accept their political and social responsibility 
and engage in active Interaction with communities and decision-makers. 

6 Conclusions 

It should be increasingly obvious that using machine-based decisions is far from 
neutral, and that its problems have important societal implications. In this chapter, 
we summarized some limitations of recommendations systems, from both technical 
and conceptual perspectives, and offered examples of its past, ongoing, and possible 
future negative impacts. Overall, we argue that these risks should be understood
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by the general population, and we offer specific guidelines for improving RS and 
societal oversight.6 
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Data-Driven Approaches in Healthcare: 
Challenges and Emerging Trends 

Ana Teresa Freitas 

Abstract Data is dominating and revolutionizing the healthcare industry in 
unprecedented ways. Associated with the new technologies of artificial intelligence, 
they promise to create the foundations for a new paradigm of medicine focused 
on the individuality of each person. This chapter is divided into four sections that 
aim to introduce the reader to the topic of data-driven approaches in the health 
sector. In section one, three ideologies are presented that, despite having some 
overlaps, present different views on how data should be used in order to guarantee 
a health service centered on each individual. In section two, the data-driven concept 
is explored. The emerging challenges of processing large volumes of data and their 
impacts on individuals, institutions, and society are associated with innovation in 
other disciplines such as artificial intelligence and personalized medicine. Since 
artificial intelligence is becoming a disruptive technology in the health sector, 
section three is dedicated to addressing the ethics and legal challenges posed by this 
new technological advance. To conclude, section four describes how the healthcare 
industry has become a major proving ground for artificial intelligence applications, 
with both startups and venture capital investors recognizing the enormous potential 
this technology can offer. 

1 Patient-Centered Care, Value-Based Care and the P4 
Medicine Paradigm: Divergent or Complementary? 

Ideologies like patient-centered care, value-based care and P4 medicine are not new, 
with roots dating back to the end of the twentieth century (Gerteis et al. 1993; Hood 
et al. 2004). More than 20 years ago, the proposition that healthcare is evolving 
from reactive disease care to care that is patient or person-centered was regarded 
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as hypothetical (Louw et al. 2017). Today, the core elements of these approaches 
are widely accepted and have been articulated in a series of reports by the United 
States Institute of Medicine (National Research Council (US) Committee on a New 
Biology for the 21st Century: Ensuring the United States Leads the Coming Biology 
Revolution 2009), or by European initiatives like the recently Innovative Medicines 
Initiative project. 

Patient-centered care and value-based care are two distinct but overlapping care 
ideologies. 

Patient-centered care includes multiple domains of patient-centeredness and 
places the patient and relatives central to all decisions and evaluations of quality. 
Research by the Picker Institute has defined eight dimensions of patient-centered 
care, including: (1) respect for the patient’s values, preferences, and expressed 
needs; (2) information and education; (3) access to care; (4) emotional support 
to relieve fear and anxiety; (5) involvement of family and friends; (6) continuity 
and secure transition between health care settings; (7) physical comfort; and (8) 
coordination of care. Although these dimensions were originally applied to hospital-
based care, they could apply equally to care in the ambulatory setting (Gerteis et al. 
1993). 

In contrast, value-based care has been defined as the quality of care measured 
typically by healthcare outcomes, including cost. In this conception of value, 
patient-centeredness is one important but not necessarily dominant quality measure 
(Tseng and Hicks 2016). 

By bring together patient-centered and value-based care model, patients should 
also be enabled to collect their outcomes data and have access and autonomy 
to use their health data in meaningful ways, such as self-managing their health 
in partnership with their health care providers. In this ideal world, the clinician-
patient relationship is enhanced by “computer-based guidance and communications 
systems”, medical records are internet-based and available everywhere, and patients 
regularly complete surveys on their experiences, which are then fed back to 
clinicians in “real time” so they can improve care (Elwyn et al. 2020). Patient-
centered care is a key component of a health system that ensures that all patients 
have access to the kind of care that works for them. This model is paramount 
not only to treat the disease, but also to meet the patient’s social and personal 
needs to ensure the best outcomes, including quality and satisfaction. Treating 
the whole patient with this level of personalization requires a 360-degree view of 
patient data that is accessible to both the patient and the care team. Achieving 
better patient outcomes for value-based healthcare requires better and smarter 
collaboration between healthcare professionals. 

The vision of medicine that is predictive, preventive, personalized and participa-
tory, labelled as “P4”, has long been advocated by Leroy Hood and other pioneers of 
systems medicine (Weston and Hood 2004; Hood et al. 2012). Systems approaches 
to biology and medicine are now beginning to provide patients, consumers and 
physicians with personalized information about each individual’s unique health 
experience of both health and disease at the molecular, cellular and organ levels. 
This information is making disease care more cost effective by personalizing care to
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each person’s unique biology and by treating the causes rather than the symptoms 
of disease. It is also providing the basis for concrete action by consumers to improve 
their health as they observe the impact of lifestyle decisions. 

P4 medicine holds great promise to reduce the burden of chronic diseases by 
harnessing technology and an increasingly better understanding of environment-
biology interactions, evidence-based interventions and the underlying mechanisms 
of chronic diseases (Sagner et al. 2017). The P4 medicine advocates that the 
individual‘s participation is key to put into practice the other three aspects of P4 with 
each patient. An active involvement of patients is necessary to guarantee effective 
self-management and it includes sharing decisions with patients for their clinical 
or therapeutical approach, the use of novel technologies to implement the patient’s 
participation in the disease management in order to obtain significant and relevant 
improvement in outcomes (Baiardini and Heffler 2019). 

Evidence-based predictive and preventive care combines the practice of medicine 
based on the latest evidence with genomics and social determinants of health to get 
to a truly personalized plan of care for every patient. It goes beyond the notion 
that genomic testing is only for the 5% of the very sickest patients, a notion 
that grew out of the days when genetic testing cost thousands of dollars. Today’s 
genetic testing for precision health costs only a few hundred dollars and the cost 
is decreasing. The potential cost avoidance down the road more than justifies this 
up-front cost. The adoption, at a population scale, of the use of preventive genetics 
is determinant not only to understand a person’s poly-genomic increased risk for 
disease or body characteristic, but also to know which medications he or she is 
unable metabolize, respond with efficacy and/or have side-effects. This research 
area named pharmacogenomics, is presently a main pillar for the implementation of 
preventive and personalized medicine in the clinical practice. 

The United States Food and Drug Administration (FDA) recently recognized 
over 120 pharmacogenomics associations for which current data supports a change 
in drug management or a potential impact on safety, and the list is growing (Kim 
et al. 2021). The Ubiquitous Pharmacogenomics (U-PGx) Consortium, which has 
been funded by the European Commission’s Horizon-2020 program, aimed to 
evaluate the collective clinical utility of implementing a panel of pharmacogenomics 
markers into routine care (van der Wouden et al. 2017). The European Medicines 
Agency’s scientific guidelines on pharmacogenomics help medicine developers 
prepare marketing authorisation applications for human medicines. 

Although patients have a strong interest in the measurement of health outcomes 
of significance, such as symptom severity or functional status over time, health 
systems across Europe do not broadly engage in the measurement of such long-
term health outcomes. Consequently, patient engagement in collecting and using 
relevant health outcomes data and information remains an underutilized strategy 
for incentivizing the transition for a new healthcare system paradigm (Nguyen 
et al. 2021). At the same time, data that includes patient perspectives should be 
made available and considered for health policy decisions. Although attracting more 
multi-stakeholder interest, value-based models remain insufficiently researched and 
not implemented on a wide scale (Porter et al. 2016).
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The alignment of the goals and the focus of patient-centered care, value-based 
care and P4 medicine ideologies is complicated by several tensions, including a lack 
of patient experience, a non-clear definition of preferred measures, and conceptions 
of cost that are payer-focused instead of patient-focused (Tseng and Hicks 2016). 
However, the implementation of the areas of convergence of these three ideologies 
offer concrete opportunities to modify the existent healthcare system paradigm that 
is becoming of utmost importance in a world where the median age is rising, as is 
the prevalence of chronic diseases, including cancers and cardiovascular diseases, 
all associated co-morbidities, and late-life disabilities. 

Health care costs absorb a significant proportion of national gross domestic 
product (GDP) globally. On average, countries members of the Organisation for 
Economic Co-operation and Development (OECD) are estimated to have spent 
8.8% of GDP on healthcare in 2018, a percentage more or less unchanged since 
2013 (OECD 2019). The United States is the country with the highest health 
expenditures, equivalent to 16.9% of its GDP, followed by Switzerland, with a 
value of 12.2%. After the United States and Switzerland, a group of high-income 
countries, including Germany, France, Sweden and Japan, all spend close to 11% 
of their GDP on healthcare. Furthermore, it is suggested that up to 20% of health 
expenditures are being wasted in these countries. 

There is increasing evidence and acceptance that healthcare financing should be 
focused on outcomes rather than on reimbursing the services provided, to achieve a 
sensible allocation of sparse resources. This shift from volume to value requires the 
design, development, and deployment of products, services, and integrated solutions 
that deliver value by improving patient outcomes in efficient and effective ways. In 
order to implement this transformation, access to large volumes of data and to a large 
number of results about the impact of clinical interventions is necessary. Despite the 
numerous projects already underway with the aim of obtaining these data, greater 
investment and commitment by patients and all agents working in the health area 
are still needed (Porter and Lee 2013). 

2 Data-Driven Healthcare 

“Data is the new oil” claims Clive Humby, a British mathematician and data science 
entrepreneur, in 2006. However, if unrefined it cannot really be used. To create value 
data needs to be trustable, accurate, comprehensive, accessible, sharable, and most 
importantly, used. 

Like in many other industries, the healthcare sector routinely generates vast 
amounts of data from many different sources ranging from biochemical exams, 
electronic medical records, vital signs, patient-reported outcomes, health surveys, 
clinical trials, insurance claims, administrative data, and more recently omics 
(genomics, transcriptomics, proteomics, metabolomics, radiomics, microbiomics). 
Altogether, these datasets represent big data collections that are key to better
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patient care quality, reducing readmissions, supporting decision-making and overall 
improvements in outcomes. 

However, big data collection is not the same as data-driven healthcare (Sanchez-
Pinto et al. 2018; Savadjiev et al. 2020). While the increase and availability of 
data can fuel a whole new era of fact-based innovation in healthcare, automation is 
required to streamline processes and clarify decision-making in a way that improves 
both clinical outcomes and operational agility. With the regulatory environment 
moving increasingly toward patient-centered and value-based care, healthcare 
institutions must move from collecting healthcare data to becoming data-driven 
healthcare institutions. 

Becoming a data-driven healthcare institution requires new investment and 
resources allowing team members to make the most informed decision and the orga-
nization to reach its goals (Carra et al. 2020). New data-driven health management 
should be used in clinical decision-making in order to minimize future individual 
risks of disease and adverse health effects and to push forward patient-centered and 
value-based care models (Grossglauser and Saner 2014; Kriegova et al. 2021). To 
achieve this new status, it is necessary to define a data infrastructure, data-driven 
processes, a data-centric culture, and, a cybersecurity framework. 

Data-driven healthcare can be broken down into four distinct pillars: (1) the use 
of data by patients, healthcare professionals, and organizations; (2) the regulation 
of data to ensure accountability, privacy and security; (3) the technologies and com-
putational methods that help healthcare professionals make data-driven decisions to 
improve health outcomes; and (4) the innovations that are driven by data and that 
are driving the production of new data. 

To improve the use of data by all stakeholders, patients, healthcare professionals, 
and organizations, a data-driven healthcare strategy must pursue the following goals: 
(1) promotion of education and literacy to raise awareness of data-driven healthcare 
relevance among patients and healthcare professionals; (2) creation of an integrated 
healthcare system focused on the patient by providing easy and broad access to 
data; (3) promotion of management initiatives and investment in data governance to 
reduce resistance to change within healthcare organizations. 

Currently, data-driven healthcare has organizational culture as its biggest obsta-
cle, overcoming technological or investment challenges. 

Data accountability, privacy and security of data in healthcare are complex topics, 
aiming to ensure the secure exchange of patient information, protect the integrity of 
medical records and applications, and control access to healthcare applications and 
systems that contain personal data. 

Monitoring and assessing regulatory compliance for data processing is vital both 
at an organizational and a personal level. A data-driven healthcare strategy must 
consider the definition of data management policies, provide training for those 
dealing with health data, and support the implementation of “secure by design” 
information systems. Moreover, the transformation toward data-driven healthcare is 
not limited to how data is gathered, processed, analysed, and used but also impli-
cates surveillance and responsibility from all stakeholders, including government,
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patients, healthcare professionals, healthcare providers, insurance companies, and 
suppliers of healthcare providers. 

Existent technologies already enable healthcare professionals and patients to 
engage more effectively together to improve health outcomes. The rise of remote 
medical monitoring, with the use of medical mobile devices to actively monitor 
patients’ conditions, the use of cloud-based storage and applications allowing better 
communication and improving patient experience, and the growing acceptance of 
wearable medical devices show that health technology is becoming a commodity. 

All these technologies are supported by innovative computational methods that 
were developed to perform intelligent monitoring, to develop predictive models 
for prevention, early disease detection, diagnosis, treatment, and prognosis, and 
to analyse or propose treatment and interventions plans (Wong-Lin et al. 2020). 
Computational methods are able to extract value from big data but most of the 
time face major challenges like the size and relevance of the input data; the data 
accessibility and readability; and the lack of data interoperability. To make data 
actionable, collected data must be clean, complete, accurate, and standardized for 
use across systems. It should also be easily accessible to, and readable by, different 
stakeholders with different roles, like the scientific community, regulatory entities, 
and healthcare professionals, to guarantee peer-review (Heijlen and Crompvoets 
2021). 

These ongoing trends provide an essential foundation for the next generation 
of innovations, including the use of artificial intelligence for the development of 
precise, preventive, and personalized medicine, which involves the combination of 
big data analytics and statistical methods, commonly known as machine learning 
algorithms (Handelman et al. 2018; Abul-Husn and Kenny 2019; Loncar-Turukalo 
et al. 2019; Morganti et al. 2019; Goecks et al. 2020). 

3 Ethics and Legal Challenges Posed by Artificial 
Intelligence 

Artificial intelligence (AI), kick-started at the Dartmouth Summer Research Project 
on Artificial Intelligence in 1956, has yet to deliver on its promised central bargain 
for many years. Recent advancements in machine learning methods, the availability 
of big data, and the existence of supercomputing infrastructures are helping AI 
enter a rapid transition from theory to reality. As an engine of big data, artificial 
intelligence is accelerating the implementation of deep data application services 
(Jiang et al. 2021). 

Deep learning has made a significant contribution to the recent progress in AI. 
In comparison to traditional machine learning methods, deep learning methods 
have achieved substantial improvement in various prediction tasks. However, this 
new method is comparably weak in explaining its inference processes and final 
results. In many real-world applications such as medical diagnosis explainability
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and transparency become particularly essential for the users who are affected by AI 
decisions (Xu et al. 2019). 

Over the last decade, AI, powered by deep learning, has gradually been integrated 
into daily medical practice and has made considerable progress in medical image 
processing (Ahmad et al. 2019; Ardila et al. 2019; McKinney et al. 2020), medical 
process optimization (Bellini et al. 2019; Gutierrez 2020), medical diagnosis (Dias 
and Torkamani 2019; Kehl et al. 2021), medical education (van der Niet and 
Bleakley 2021), and other applications (Oliveira 2019). However, large-scale imple-
mentations in clinical practice are still struggling due to the lack of standardized 
processes, and ethical and legal supervision. The main issues of AI implementation 
in healthcare are connected with the nature of technology in itself, complexities of 
legal support in terms of safety and efficiency, privacy, ethical and liability concerns. 

The use of AI in clinical practice has huge potential to transform the way patients 
are treated for the better, but it also raises ethical challenges, namely: (1) informed 
consent to use; (2) safety and transparency; and (3) data privacy (Gerke et al. 2020). 

According to Wikipedia, “informed consent is a principle in medical ethics and 
medical law that a patient should have sufficient information before making their 
own free decisions about their medical care. A healthcare provider is often held to 
have a responsibility to ensure that the consent that a patient gives is informed, and 
informed consent can apply to a health care intervention on a person, conducting 
some form of research on a person, or for disclosing a person’s information.”. 
Despite the clarity of this definition, there are situations, such as population-level 
genome sequencing initiatives, where the requirements for informed consent are 
not yet well defined. In this context, the implementation of informed consent differs 
greatly between these initiatives, contemplating formulations designated as broad 
consent, general consent and layered consent, among others. A specific strategy 
that claims to be fully informed and continually engaging participants is called 
“dynamic consent”. Dynamic consent is based on a personalized communication 
platform geared towards supporting continuous two-way communication between 
researchers and participants (Dankar et al. 2020). 

Despite the fact that a consensus is being created around the concept of “dynamic 
consent”, its use on a large scale still presents some technical difficulties that need 
to be addressed (Tauginienė et al.  2021). 

In the context of using AI with safety and transparency to assist in the medical 
intervention, there are a number of questions for which clear answers are still lack-
ing. Questions like: to what extent does a healthcare professional need to disclose 
that an AI system will be used for the diagnosis or treatment recommendations? 
Should a healthcare professional disclose that it cannot fully explain the results? 
How much transparency is needed? How does this new context interface with the 
so-called “right to explanation” under the EU General Data Protection Regulation 
(GDPR)? 

These questions are especially relevant in cases where the AI operates using 
“black-box” algorithms, which may result from noninterpretable machine-learning 
techniques that are very difficult for healthcare professionals to understand fully (Xu 
et al. 2019).
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In the space of AI health apps connected or not to wearable sensors, informed 
consent is transformed into a user agreement. Still to be answered is the question: 
how does this user agreement relate to informed consent? This question is particu-
larly relevant because for the majority of the user agreements individuals agree to 
without a face-to-face dialog. Additionally, most people routinely ignore the user 
agreements or do not understand the terms of services and all the complexities 
associated with the software or hardware updates. 

Tackling these questions is far from being simple, and they become more difficult 
to answer when information from patient-facing AI health apps are fed back into 
clinical decision-making. 

Reliability, validity, and transparency of the datasets used to train AI algorithms 
make safety one of the most relevant challenges in AI healthcare. It is common 
knowledge that any dataset will be biased to a certain extent based on gender, 
sexual orientation, race, sociologic, environmental, or economic factors. Because 
machine-learning models learn from historically collected data, populations that 
have experienced human and structural biases in the past are vulnerable to harm 
by incorrect predictions (Rajkomar et al. 2018). For example, the use of data 
from the Framingham Heart Study to predict the risk of cardiovascular events in 
non-white populations has led to biased results, with both overestimations and 
underestimations of risk. To date, most research on primary prevention and risk 
scores of cardiovascular diseases, like the landmark Framingham Risk Score and 
the European SCORE, has been developed in a largely White population (Gijsberts 
et al. 2015). Any algorithm designed to predict outcomes from genetic findings will 
be biased if there have been few (or no) genetic studies in certain populations. 

Transparency should be a key topic to be addressed by AI algorithms developers. 
Healthcare professionals and patients should be informed about the kind of data used 
and if any biases exist in the system. If in a hypothetical world it would be possible 
to think of an open-data model, capable of being validated by everyone, in reality, 
there are several limitations to this type of implementation. An open-data model 
can raise intellectual property and investment issues, and also needs to preserve the 
confidentiality of patient data considered. 

Rather than simply protecting against the previously identified deficiencies, 
AI systems should be used proactively to advance health equity. For this reality 
to be true, the principles of distributive justice must be incorporated into the 
design, implementation, and evaluation of the models (Murdoch 2021). Despite 
current challenges, AI holds tremendous promise for transforming the provision 
of healthcare services in resource-poor settings as these systems can act in place 
of a human expert if one is not readily available, which is often the case in poor 
communities. 

Given personal medical information is among the most private and legally 
protected forms of data, there are significant concerns about how access, control, 
and use by for-profit parties might change over time with a self-improving AI 
(Jaremko et al. 2019). As the owners of data, patients have the right to know-how 
and to what extent their personal health data are recorded and used. The GDPR in 
all EU Member States has been applied since 2018 and introduced a new era of
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data protection law in the EU. This regulation particularly aims to protect the right 
of natural persons to the protection of personal data. Regulations in Canada admit 
that healthcare providers are the “information custodians” of patients’ private health 
data, and their ownership belongs to patients. This “guardianship” reflects the reality 
that there are interests in patients’ medical records, and these interests are protected 
by law (Powles and Hodson 2017). 

Nowadays a significant portion of existing AI technologies rests in the hands of 
large tech corporations. Google, IBM, Apple, Microsoft, and other companies are 
all “preparing, in their own ways, bids on the future of health and on various aspects 
of the global healthcare industry (Price and Cohen 2019).” The concentration of 
technological innovation and knowledge in large technology companies creates a 
power imbalance where public health institutions can become more dependent and 
less able to maintain a balanced partnership in new developments and implemen-
tations. Although some data privacy breaches have occurred despite existing laws, 
regulations, and privacy policies, it is clear that adequate safeguards must be put 
in place to maintain the patient’s privacy and agency in the context of this public-
private partnership. Information sharing agreements, dynamic informed consents, 
and other mechanisms can be used to grant these private institutions access to patient 
health information to be used to train algorithms or to develop new products. 

In addition to the possibility of abuses of power associated with data control, 
AI poses a new challenge associated with accessing large amounts of patient 
data. The location and ownership of data servers that store patient information 
are very relevant in this context. The regulation currently requires that patient data 
remain in the jurisdiction from which it was obtained, with few exceptions. In the 
current context where there have already been numerous cases of abuse by large 
corporations of using patient health data without their knowledge, it is not surprising 
that issues of public trust may arise. A lack of trust on the part of patients or citizens 
and even public health institutions can increase public scrutiny or even litigation 
against commercial implementations of AI for healthcare. 

Several studies show that health-related data far exceeded the original expecta-
tions of the original privacy protection laws. For example, The Health Insurance 
Portability and Accountability Act (HIPAA) Privacy Rule, approved by the US 
Congress in 1996, has significant gaps when it comes to today’s healthcare 
environment since it only covers specific health information generated by “covered 
entities” or their “business associates.” (Centers for Disease Control and Prevention 
2018). Fortunately, many new laws have been introduced to regulate AI data 
protection, liability determination, and oversight. 

In February 2020, the European Commission published a white paper on AI. 
In the white paper, The Commission highlighted the “European Approach” to AI, 
stressing that “it is vital that European AI is based on our fundamental values and 
rights, such as human dignity and the protection of privacy.” (European Commission 
2020). In April 2021, a proposal for AI Regulation, the “Artificial Intelligence Act”, 
was presented (European Commission 2021). This Regulation will regulate the use 
of “high risk” AI applications, which contemplates most medical AI applications.
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Human oversight, explainability, privacy by design, and non-discrimination are 
key criteria to European Medical AI. As required by EU fundamental rights (see also 
Art. 14 of the proposed AI Act), decisions of medical AI require human assessment 
before any action is taken on their basis. In other words, European Medical AI 
legally requires a human in the loop. Even more important it requires free and 
informed consent of the patient. This points to split decision-making between doctor 
and patient, where the patient has the final say. This point about informed patient 
decisions clarifies that European fundamental rights basically require the use of 
explainable AI in medicine. Consequently, European Medical AI should not be 
based on a “machine decision,” but much rather on “an AI-supported decision, 
diagnostic finding or treatment proposal.” (European Commission 2020). European 
AI must also be developed and operated in accordance with the requirements 
of the protection of data and privacy, and the new regulation includes a rich 
body of fundamental rights provisions requiring equality before the law and non-
discrimination, including gender, age, and disability level. 

Although comprehensive, the existing fundamental rights framework is not 
answering all legal questions arising for the use of medical AI. Unfortunately, there 
is a large exception, involving liability legislation issues, which is of particular 
concern to the community developing AI-based tools. Who will be legally respon-
sible when medical AI causes harm? The software developer, the manufacturer, the 
maintenance staff, the IT provider, the hospital, the healthcare professional? 

In this regard, the Commission announced that it will shortly provide added 
clarity, proposing a strict liability approach coupled with a mandatory AI damage 
insurance scheme. Despite the open questions, it is important to note that the legal 
requirements for the use of medical AI are already clearer today than a few years 
ago, much clearer than what the community developing AI-based tools seems to 
consider. 

In the US, the Food & Drug Administration (FDA) recently released its first 
AI and Machine Learning (ML) Action Plan, a multi-step approach designed to 
advance the agency’s management of advanced medical software. This regulatory 
action plan aims to force software and medical device manufacturers to be more 
rigorous in their reliability and safety assessments. “The AI/ML-Based Software 
as a Medical Device Action Plan” outlines five actions that the FDA intends 
to take, including: (1) Further developing the proposed regulatory framework, 
including through issuance of draft guidance on a predetermined change control 
plan (for software’s learning over time); (2) Supporting the development of good 
machine learning practices to evaluate and improve machine learning algorithms; 
(3) Fostering a patient-centered approach, including device transparency to users; 
(4) Developing methods to evaluate and improve machine learning algorithms; and 
(5) Advancing real-world performance monitoring pilots. “(U.S. Food and Drug 
Administration 2021). 

Many of the ethical issues previously discussed have purely legal solutions 
although it is difficult to separate the ethical from the legal.
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4 Investments Trends in Healthcare Artificial Intelligence 

Over the last 5 years, the healthcare industry has become a major proving ground for 
AI applications, with both startups and venture capital (VC) investors recognizing 
the enormous potential that AI solutions can offer for accelerating clinical trial 
recruitment and vaccine development, detecting potentially life-threatening adverse 
drug events, improving patient care, reducing hospital waiting times and human 
resource needs, and reducing healthcare costs. 

Investors around the world realized the need to invest in AI in healthcare, and 
their investments turned in this direction. The AI value in the healthcare market 
is expected to grow from USD 6.9 billion in 2021 to USD 67.4 billion by 2027, 
with a CAGR of 46.2% (Markets and Markets 2020). AI funding for healthcare 
has seen record growth as demand has exploded. In the first quarter of 2021 and 
after 111 deals, Healthcare AI companies have raised capital worth a record $2.5 
billion. This represents a 140% increase compared to $1 billion raised in Q1 2020 
(CBInsights 2021b; Fierce Healthcare 2021). The investments and recent use cases 
for this technology are proof that AI is here to stay. 

The multiple problems facing European health policies to tackle issues such 
as the aging of the population and the reduction of public expenditures on 
health, require capital investments in the sector. Although investments have to be 
encouraged in the health sector to allow countries to prepare well for unforeseen 
events, such as the Covid-19 pandemic, there is also the need to promote investments 
in social protection and encourage healthy lifestyles. There is an urgent need 
to develop incentive policy models to serve as a catalyst for the growth of the 
health sector. European governments can benefit from social returns to VC capital 
investments in healthcare care, as well as the promotion of healthier lifestyles 
because the growth of the health sector positively affects the entire economy. The 
continuous improvement of health care with a great focus on disease prevention is 
a desirable objective since the investment in the general well-being of a population 
contributes to economic growth. 

As with all industries, the COVID-19 pandemic has created an unprecedented 
crisis for the healthcare industry. This crisis has accelerated the digital health 
segment, such as the provision of virtual health care, with a strong focus on 
mental health and well-being. As COVID-19 vaccines become common, the focus 
is shifting to the long-term effects of the pandemic, encompassing trends in specific 
areas of health, including telehealth, AI in healthcare, medical devices, mental 
health, women’s health, omics, and cyber security (CBInsights 2021a). 

During the year 2022, investments in AI for healthcare are likely to focus pri-
marily on improving backend efficiency, such as using robotic process automation 
(RPA) to support care or using AI to process claims. An RPA solution, when used 
in conjunction with AI, creates intelligent automation, which aims to closely mimic 
human interaction, often through the use of bots. In the short term, it is very likely 
that AI investments will focus on developing diagnostic support systems, providing
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second opinions, and detecting routine errors, not being dedicated to autonomously 
performing direct diagnoses to patients. 

In this era where AI is growing in healthcare institutions and society at large, 
the greatest challenge to AI adoption is not whether it will be capable enough to be 
useful, but rather ensuring it gets properly adapted into daily clinical practice. 

In the translation to clinical practice, there are five topics that corporates and 
organizations should keep in mind when planning to work with clients in the 
healthcare space or embarking on their own healthcare AI journeys (IT Pro Portal 
2021). These five topics are: (1) which AI technology better adapts to the intended 
use; (2) who is becoming the primary user of AI applications; (3) which software 
should be used to build AI solutions (open-source versus commercial); (4) building 
or buy software; (5) how to guarantee compliance with AI regulations and standards. 

Actual technical leaders stress that their organizations are already using data 
integration, i.e. natural language processing (NLP) and business intelligence (BI), 
data annotation, as well as data science platforms. It is now clear that the most 
innovative healthcare organizations are taking their data seriously, making the most 
of electronic medical records and technologies such as NLP, in order to integrate 
data held in different silos and gain a complete view of the states of its organizational 
processes and the clinical course of its patients. 

In the user space, patients and doctors are becoming the top adopters of AI apps. 
The use of AI apps is facing a shift from data scientists and technical personnel 
to doctors and patients. Chatbots and other interactive and automation technologies 
will only grow as AI matures. This growth is already having a profound impact on 
patient care delivery, as it provides a level of access and convenience that facilitates 
many tasks, such as scheduling appointments, accessing clinical records, and even 
managing remotely health care. 

When it comes to deciding which software to use to build AI solutions, the trend 
is towards using open source and public cloud providers. It is not surprising that 
open source solutions are advancing ahead of cloud providers or other commercial 
solutions, as privacy and data security are some of the main challenges of using 
these services. These challenges are particularly relevant in the healthcare sector, 
where laws and regulations may prohibit sharing data with third parties. Healthcare 
privacy regulations, for example, require users to remove medical records from any 
protected health information through a process called de-identification. This time-
consuming and complex process can currently be very automated. 

Mature companies mostly choose to rely on their own data and monitoring tools 
rather than third-party assessment or software vendor representation. On the other 
hand, companies that are still starting to explore AI are more open to using solutions 
from software vendors. Using models tailored to each company’s specific needs 
while keeping data within the organization is a smart move for those who have the 
tools to keep their AI efforts in-house. 

For highly regulated industries, such as healthcare and pharma, AI-powered 
technologies will be critical to operations and safety. Therefore, to scale the 
deployment and use of AI, organizations must establish a compliance management 
program to address relevant requirements from applicable AI authoritative rules. In
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Europe, the combination of the legal framework on AI and a new plan coordinated 
with the Member States aims to guarantee the security and fundamental rights 
of people and businesses, while strengthening the acceptance, investment, and 
innovation of AI. 

At its current stage of maturity, AI is poised to change the healthcare and life 
sciences industry in ways we could not have imagined a few years ago.1 
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Security and Privacy 

Miguel Correia and Luís Rodrigues 

Abstract Computer security or cybersecurity is concerned with the proper func-
tioning of computer systems despite the actions of adversaries. Privacy is about 
a person or group ability to control how, when, and to what extent their personally 
identifiable information is shared. The chapter starts by defining security and privacy 
and explaining why they are problems. Then, it presents some of the scientific and 
technological achievements in the two areas, highlighting some research trends. 
Afterwards, the chapter relates security and privacy to the main topics of the book: 
machine learning as part of artificial intelligence. Finally, the chapter illustrates the 
relevance of ML in the area using censorship resistance as an example. 

1 Introduction 

Computer security, also designated cybersecurity, is concerned with the proper 
functioning of computer systems despite the actions of adversaries (hackers, 
cybercriminals, etc.). This proper functioning is expressed in terms of properties 
such as confidentiality, integrity, and availability. The discipline emerged in the late 
1960s in the US defense context with concerns about the confidentiality of classified 
information stored in computers. A 1970 report of the Defense Science Board (Ware 
1970) stated that: 

With the advent of resource-sharing computer systems that distribute the capabilities and 
components of the machine configuration among several users or several tasks, a new 
dimension has been added to the problem of safeguarding computer resident classified 
information. 

Privacy is an old term with related but different meanings. Privacy can be defined 
as a person’s (or a group of persons’) ability to control how, when, and to what 
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extent his (their) personally identifiable information is communicated to others (Van 
Tilborg and Jajodia 2014). The original definition speaks of personal information, 
but today the broader term personally identifiable information (PII) is used instead 
to denote that some data that is not strictly personal can be used directly or 
indirectly to identify a person (e.g., an IP address or data about colleagues) 
(McCallister et al. 2010). Relevant properties include anonymity, unobservability, 
and PII confidentiality. Privacy in the context of computer systems also emerged in 
the 1960s or 1970s (Miller 1971). The area gained much relevance recently with the 
European General Data Protection1 Regulation (GDPR) (European Parliament and 
European Council 2016) and similar legislation in other countries. 

Security and privacy are tightly related disciplines. Privacy to some extend 
is about the security, mostly confidentiality, of personal identifiers and personal 
information. However, privacy includes aspects that are barely related to classical 
security. Two examples are statistical disclosure control (Dalenius 1977) and differ-
ential privacy (Dwork 2006). The oldest, and one of the top, scientific conferences 
in the area, shows the connection between the two topics starting with its name: 
IEEE Symposium on Security and Privacy. 

A note has to be made on how security and privacy should be presented today. 
Traditionally these topics have been presented in a negative way: bad things can 
happen (and they indeed happen as seen in the news) so we must struggle to prevent 
them from happening. However, we argue that they should be presented in a positive 
way: the digitalization (digital transformation) of our society requires people and 
organizations to be able to use computer-based systems with peace of mind, without 
excessive concerns about security and privacy. These are the goals of the security 
and privacy scientific and technical areas. 

In practice, security and privacy are not 100% achievable in a certain environment 
or system. This is no surprise, as theft or murder were never erradicated in our 
society. Therefore, the goal is never to achieve 100% security or privacy, but an 
adequate level of risk. Risk takes into account two factors: the probability of some 
property being violated and the impact of such violation. The probability depends 
on the level of vulnerability and the level of threat. 

The efforts to increase security and privacy are substantial, both from academia 
and industry. Today, there are many academic journals and conferences devoted to 
the matter, including top conferences such as the IEEE Symposium on Security and 
Privacy, ACM Conference on Computer and Communications Security, Network 
and Distributed System Security Symposium (NDSS), and Usenix Security. The 
industry in the area is also large. For instance, recently Gartner forecasted a spending 
of $150.4 billion in security in 2021, with an increase of 12.4% in relation to 2020 
(Whitney 2021). Another indicator is the existence of many industrial fairs world-
wide. The largest is probably the RSA Conference, organized in several countries

1 The title suggests the regulation is about data protection, but in fact it is about personal data 
protection, i.e., about privacy. 
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yearly, and that attracts more than 40,000 participants only in the USA (Government 
Technology 2019). 

After more than 50 years, security and privacy are vast research areas, with 
many facets. Therefore, this chapter provides a necessarily limited summary. It 
provides an overview of important topics and recent developments, with a focus 
on technology. Other angles such as governance, legal, risk management, security 
operations, incident management, and digital forensics are not covered. 

The chapter is organized as follows. Section 2 defines security and privacy. 
Section 3 explains why security and privacy are problems. Section 4 presents some 
of the scientific and technological achievements in the area, highlighting some 
research trends. Section 5 relate security and privacy to the main topics of the book: 
machine learning as part of artificial intelligence. Section 6 illustrate the relevance of 
ML in the area using censorship resistance as an example. Finally, Sect. 7 concludes 
the chapter. 

2 Defining Security and Privacy 

Expressions like “system X is secure” or “system Y ensures user privacy” are too 
vague to be useful. What is useful is to state which set of security and privacy 
properties a system satisfies if correctly implemented and configured, given a set of 
assumptions about the environment (e.g., the computational power of the adversary). 

Security is often expressed in terms derived from trust (Veríssimo et al. 2003). 
Trust is the accepted dependence of a person or (sub)system on a set of properties 
of another (sub)system. These properties can be of several types, including security 
and privacy. The trustworthiness of a (sub)system is the measure in which it meets 
the set of properties. 

2.1 Security Properties 

The three core security properties are confidentiality, integrity, and availability 
(CIA): 

– Confidentiality: absence of unauthorized data disclosure; 
– Integrity: absence of unauthorized data or (sub)system modification; 
– Availability: readiness of a (sub)system to provide its service. 

Notice two aspects. First, security is concerned with guaranteeing these properties 
in the presence of malicious actions of an adversary. This is expressed by the 
term unauthorized. Second, these properties are related to the impact of malicious 
actions on data (or information) and (sub)systems, but not necessarily on both. 
Confidentiality is about data, availability about (sub)systems, and integrity about 
both.
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Two other properties can be considered to be related to integrity: 

– Authenticity: absence of unauthorized modification of the content or information 
about its source; 

– Non-repudiation: absence of denial of authorship of data or actions. 

A last property gained visibility recently with the emergence of Bitcoin and other 
blockchains and distributed ledgers: 

– Decentralization: absence of dependence on a trusted central authority. 

Decentralization does not remove the need for trust, but substitutes trust on 
individual third parties with trust on sets of parties. 

2.2 Privacy Properties 

Privacy properties apply to a system that processes personally identifiable informa-
tion (PII). Consider the auxiliary property: 

– Unlinkability: given the execution of a certain system, a set of unlinkable PII 
items can be no more and no less related before and after that execution. 

On the contrary of what happens with security, there is some intersection between 
the classical privacy properties (Pfitzmann and Köhntopp 2001). Consider the 
identifier of a person (ID) and a set of PII items designated items of interest (IOIs). 
Privacy can be stated in terms of the following properties: 

– Anonymity: a person not being identifiable within a set of persons (anonymity 
set), i.e., unlinkability of the set of IOIs and the ID; 

– Unobservability: the IOIs are indistinguishable from any IOI at all. 

If unobservability is guaranteed, then anonymity is also guaranteed, but the opposite 
is not true. A related term is pseudonymity that means the use of pseudonyms as 
person IDs. However, pseudonymity is not a property, but a mechanism for obtaining 
privacy. 

The GDPR establishes a set of rights of users before data controllers and data 
processors (Pfitzmann and Köhntopp 2001). These rights make concrete the “ability 
to control (...) PII” that appears in our definition of privacy. Therefore, we state them 
as properties (the names are ours), referencing the article of the GDPR where they 
are defined: 

– Accessibility: ability to obtain information about PII being processed (Article 
15); 

– Rectifiability: ability to correct inaccurate PII (Article 16); 
– Erasureability: ability to delete PII (Article 17); 
– Restrictability: ability to restrict the way in which PII is processed (Article 18); 
– Portability: ability to obtain a copy of the PII being processed (Article 20);
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– Withdrawability: ability to withdraw consent to process data (Article 7) or to 
object to that processing (Article 21). 

3 Security and Privacy Problems 

The previous sections stated that there are security and privacy problems that have 
to be solved. This section presents these problems in more detail. 

3.1 Access Control 

All security and privacy problems are related to access. For example, the initial 
motivation for security was shared access to computers containing secret (military) 
information. Another example: the cybersecurity problem today comes mostly 
from the universal connectivity provided by the Internet. The approach to manage 
access is twofold. First, it involves separation (or isolation), which can be logical, 
cryptographic, physical, or temporal. Second, access has to be granted or denied, 
following some security policy. 

This is the context where access control comes to play. In abstract terms, there 
are objects (or resources) that are accessed by subjects (users, processes). Subjects 
and objects are logically separated, i.e., they are isolated from each other using 
software and/or hardware mechanisms. Access control is concerned with validating 
the access permissions (or rights) of subjects to objects. Access control is performed 
by an abstract component called reference monitor. Whenever a subject wants to 
access an object (e.g., a user to access a file in an online service), the reference 
monitor uses an access control database to get information about permissions and 
evaluates if the user shall be granted access or not. The reference monitor takes the 
decision and optionally stores data about the access for audit purposes. 

The most common access control model is Access Control Lists (ACLs). Each 
object (e.g., a file) has an ACL that lists the permissions (e.g., read, read-and-
write) of each user (e.g., user, admin, any) over that object. There are many other 
modules, e.g., capabilities, Role-Based Access Control (RBAC) or the current de 
facto standard, Attribute-Based Access Control (ABAC). 

Access control can be discretionary—the access policy is defined by the object 
owner—or mandatory—the access policy is defined by an administrator for a class 
of objects.
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3.2 Vulnerabilities and Attacks 

Access control should be effective if properly implemented and configured—which 
are challenges themselves—but often another problem allows circumventing access 
control: vulnerabilities. Computer systems are complex, arguably the most complex 
creations of humanity. The laptop in which this text is written is the creation of 
thousands of engineers all over the world, who do not know each other or fully 
understand the overall system: the laptop in this case. This complexity necessarily 
leads to errors as engineers are humans. 

A vulnerability is an error that allows violating a security property. A vulnerabil-
ity can be introduced during the system design, implementation, or configuration. 
A vulnerability can be exploited by an attack. If the attack is successful, a security 
property is violated. 

Vulnerabilities are so important that they are catalogued. The most important 
catalogue of vulnerabilities is the Common Vulnerabilities and Exposures (CVE).2 

For instance, in 2014 there was a vulnerability that caused much turmoil called 
Heartbleed; it received the identifier CVE-2014-0160 in that catalogue (the 160th or 
2014). CVE has been registering around 17,000–18,000 new vulnerabilities yearly 
in recent years. 

A particularly dangerous class of vulnerabilities are so-called zero-day vulnera-
bilities. These are vulnerabilities that are known by one or more groups—e.g., an 
intelligence agency or a hacker community—but have not been publicly disclosed. 
They allow these groups to attack systems freely, as no protections are deployed 
against something that is unknown. 

A vulnerability can be publicly disclosed in different ways: as part of an update 
of the software vendor, in the CVE catalogue, in a mailing list like Bugtraq, etc. 
When that happens, there is the opportunity for organizations and individuals that 
use the vulnerable software to fix it or protect it, but this disclosure also increases 
much the probability of the vulnerability being attacked. 

Attacks can come through different vectors. A common vector today is called 
drive-by download. The victim accesses a web page with a browser that contains 
a vulnerability. The site launches the attack against the browser, exploiting the 
vulnerability. Note that the site may be legitimate but had itself been a victim of 
an attack. 

3.3 Malware 

Many attacks involve malware. This term summarizes many others that were 
previously used in a way that was often inconsistent: virus, worms, Trojan horses,

2 http://cve.mitre.org/. 
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backdoors, etc. Malware comes from malicious software and includes all these 
variants. 

A form of malware that is much active today is ransomware. When a ransomware 
specimen enters a computer, it encrypts the content of the disk and requests the 
payment of a ransom—a monetary fee—often in a cryptocurrency like Bitcoin or 
Monero, to hide the identity of the attacker. These ransoms vary from hundreds 
to millions of euros, e.g., as in the high-profile attacks against Maersk (2018) and 
Colonial Pipeline (2021). Some of these attacks also involve data theft to further 
pressure the victim into paying. 

Another important form of malware are Remote Access Trojans (RATs) or bots, 
which hide in computer and stay dormant until ordered to do some action. These 
RATs or bots are controlled remotely by a central server, forming a botnet (a network 
of bots or robots). These botnets can have thousands of computers and operate 
as cyberweapons, capable of making systems unavailable using Distributed Denial 
of Service (DDoS) attacks or stealing large amounts of data or access credentials, 
among other attacks. 

3.4 The Human Factor 

The importance of automated attacks that exploit vulnerabilities and/or use malware 
is undeniable as they are constantly happening. However, many attacks exploit a 
different class of weaknesses that is much harder to manage: the humans that use 
computer systems. These attacks are often called social engineering. 

Phishing is a common attack that aims to steal personal data. This data is often 
user credentials for a system such as corporate email or homebanking. The attack 
consists simply in sending emails requesting data. There is no technical vulnerability 
involved: the data is stolen because users trust the message they receive and act 
accordingly. Given a large enough set of potential victims, there will always be 
many that fall for the scam. 

A form of attack that combines both technical and social engineering aspects are 
emails with malicious attachments. Human victims fall for the attack by opening the 
attachment, but this attachment contains an attack that tries to explore a vulnerability 
in the victim’s computer. This was the first attack vector using the conspicuous 
Wannacry attack (2017); there was a second that involved exploiting a vulnerability 
in other computers of the same organization. 

4 Scientific and Technological Achievements 

This section presents a summary of important and/or interesting scientific and 
technological achievements in the security and privacy areas. They are organized by 
subareas, generically inspired by those of the Cyber Security Body Of Knowledge
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(CYBOK), “a comprehensive Body of Knowledge to inform and underpin educa-
tional and professional training for the cyber security sector”.3 For each topic, we 
present research trends. 

4.1 Cryptography 

Cryptography (or cryptology) is an old discipline, around 4000 years-old according 
to Kahn (Kahn 1996). However, until the twentieth century, its evolution was limited 
and it remained mostly an art: a struggle between cryptographers that designed 
coding schemes to protect the confidentiality of messages, and cryptanalysts that 
would try to break them. These schemes were clever but simple, thus often broken; 
Mary, Queen of Scots, was beheaded when the encrypted messages she exchanged 
with her supporters were decoded. The twentieth century first introduced automation 
with machines like German’s Enigma, used in the second World War, but, most 
importantly, revolutionized the area with the surge of computation and of public key 
cryptography. Today this is an exciting research area with several top conferences, 
e.g., the Annual International Cryptology Conference. 

A cautionary note: there is some confusion regarding the relation between 
cybersecurity and cryptography. Some seem to reduce the former to the latter. In 
fact, although cryptography plays an important role in cybersecurity, cybersecurity 
includes many topics that are unrelated to cryptography, including most of the areas 
covered in the following sections. 

Classical cryptography involved an encryption and a decryption algorithm. These 
algorithms were secret to guarantee that the adversary could not read the encrypted 
messages. In the past century, this idea was slightly modified to become what we 
now call symmetric encryption: the same two algorithms became configurable with 
a number—designated a key—that must be kept secret, whereas the algorithms 
should be public to be scrutinizable. This led to widely adopted algorithms such 
as the 1976’s Data Encryption Standard (DES), no longer considered secure, and 
the current Advanced Encryption Standard (AES), published in 1998. Today such 
schemes are not only used to protect the confidentiality of communications but also 
of other forms of data, such as the content of disks or individual files. 

Symmetric encryption poses a difficulty: the distribution of the secret key, i.e., 
delivering it to the parties that need it (e.g., sender and receiver). A solution to this 
problem—public key cryptography (or asymmetric cryptography)—was eventually 
published in 1976 (Diffie and Hellman 1976) and the first public key encryption 
algorithm, RSA, in 1978 (Rivest et al. 1978). In this form of cryptography there is 
no longer a single key but a key pair. This pair has a private key that is supposed to 
stay secret and a public key that can, and often should, be publicly disclosed. If the 
data is encrypted with the public (resp. private) key, it can only be decrypted with

3 https://www.cybok.org/knowledgebase/. 

https://www.cybok.org/knowledgebase/
https://www.cybok.org/knowledgebase/
https://www.cybok.org/knowledgebase/
https://www.cybok.org/knowledgebase/
https://www.cybok.org/knowledgebase/
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the private (resp. public) key. Therefore, if Alice wants to share a secret key K to 
protect her communications with Bob, she can encrypt K with Bob’s public key, so 
only Bob will be able to decrypt it and get K, even if Trudy obtains a copy of the 
encrypted K. 

Public key cryptography has a second important application: ensuring data 
integrity using digital signatures (Rivest et al.  1978). Alice can sign a message 
or a document using her private key, so anyone with her public key can verify if 
the signature is her’s. Public keys are typically distributed using certificates that 
contain the identification of the key owner, the public key, and a signature created 
by a Certificate Authority (CA), among other information. 

Signatures are also based in another important type of cryptographic algorithm: 
cryptographic hash functions. These functions are one-way and produce a fixed 
length output (of, e.g., 256 bits) called hash. Moreover, they satisfy collision 
resistance properties such as “it is computationally infeasible to find two different 
inputs that produce the same output”. 

A current research trend in the area is post-quantum cryptography (or quantum 
resistance) (Alagic et al. 2020). In 1995, Shor published an algorithm that in essence 
allows obtaining a private key from the public key, effectively breaking public 
key cryptography algorithms like RSA and ECDSA. This algorithm can only be 
executed in quantum computers that do not yet exist, but may come into existence 
within some years. Quantum algorithms against other cryptographic schemes were 
later presented by Grover (1997) and Simon (1994). In consequence, there is a large 
research effort on algorithms that remain secure if or when that eventually happens. 
RSA is based on the difficulty of factoring large integer numbers and Shor’s 
algorithm allows doing that factorization efficiently in a quantum computer; the 
main approach for post-quantum cryptography is to use different difficult problems 
that are (arguably) not attackable in quantum computers, e.g., the Module Learning 
With Errors (MLWE) or Module Learning With Rounding (MLWR) problems. 

4.2 Hardware-Based Security 

As explained above, security and privacy problems are related to access. The 
prevention of arbitrary access inside a computer is an important problem as 
malicious users and malware are always potentially threats. The solution to this 
problem involves hardware support. Until the 1980s, this support was the one 
already necessary for operating systems (OSs), e.g., memory protection (based, e.g., 
on paging) that allows isolating processes (programs in execution) from each other 
(Gasser 1988). Memory protection is implemented by both hardware components 
(CPU, MMU), and software (OS). 

A second example of this kind of support are CPU execution modes. A typical 
configuration is to have the OS running in kernel mode and user processes in user 
mode. In user mode, the CPU does not allow the execution of some instructions: 
it generates an exception or silently does nothing when a program tries to execute
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one. For instance, processes in user mode are not allowed to execute I/O instructions 
directly; they have to delegate to the OS their execution using system calls. This 
separation into a trusted part—the OS—and an untrusted part—user processes— 
makes sense, but OSs are too large and often vulnerabilities are there found. 

In the early 2000s, a consortium of companies, the Trusted Computing Group 
(TCG), designed a hardware module (usually a chip) to be included in personal 
computers. This Trusted Platform Module (TPM) provides a set of security services 
that clearly departed from older hardware security mechanisms. These services were 
mostly the storage of cryptographic keys and software integrity verification. The 
former (key storage) is today widely adopted in different forms in mobile devices. 
The latter supports remote attestation and is also available today in many forms, 
although not widely used. Later, these services were slightly expanded in the TPM 
2.0 specification. 

A limitation of the TPM is that the services it provides are fixed. Trusted 
Execution Environments (TEEs) are a solution for this limitation as they can be 
programmed with user software. This software is executed in the TEE, isolated 
from the OS and other privileged software (e.g., BIOS and hypervisor). Today there 
is a set of TEE technologies that are available in common computers and mobile 
devices: they are not supported by hardware modules, but by the CPUs themselves. 
TrustZone is an extension available in many ARM processors. With this technology 
there is a normal world where the OS and user processes are executed, but also a 
secure world—the TEE—where security services are run on top of a small kernel. 
This allows ensuring the confidentiality and integrity of what is in the TEE. 

Intel developed the Software Guard Extensions (SGX) for their CPUs. SGX 
allows running several TEEs on each CPU, designated enclaves. Additionally, to 
the assurances provided by TrustZone TEEs, enclaves and their data are encrypted 
while not being executed, thus both logically and cryptographically isolated from 
the OS and the rest of the computer. 

AMD included in their processors the Secure Encrypted Virtualization (SEV) 
that turns a hypervisor and each of the Virtual Machines (VMs) it executes into 
TEEs. SEV encrypts each of these TEEs with its own key, isolating them. A second 
generation of this technology, AMD SEV-Encrypted State (SEV-ES), additionally 
encrypts the content of the CPU registers when a VM stops running. The third 
generation of SEV, still to appear, AMD SEV Secure Nested Paging (SEV-SNP), 
will provide further integrity protection. In 2020, AMD, IBM and others created 
the Confidential Computing Consortium (CCC) to promote the adoption of these 
technologies. 

The main research trend in the area are applications for TEEs. This technology is 
being adopted in different areas, from SGX in blockchain to TrustZone in Internet-
of-Things devices.
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4.3 Cloud Computing 

Cloud computing is a model in which computing is provided as a service (Armbrust 
et al. 2010). In the typical setting, there is a company—the Cloud Service Provider 
(CSP)—that provides services in a pay-per-use mode, i.e., the consumer pays for the 
service it consumes. This contrasts with the classical model in which the consumer 
first buys hardware, then uses it. Instead, with clouds the consumer uses as much 
resources as it needs, during the period it needs, without an initial investment. This 
adaptability of the resources used to consumer needs is often called elasticity. There 
are three main service models: Infrastructure as a Service (IaaS), in which the CSP 
provides VMs, networking and storage; Platform as a Service (PaaS), where the 
CSP provides components to build and run applications; and Software as a Service 
(SaaS), in which the CSP provides applications. 

This approach of delegating software and data to a third party, the CSP, involves 
risks: data loss, data theft, malicious insiders, misconfiguration, etc. (Cloud Security 
Alliance 2019). Managing these problems requires a holistic process for building 
and configuring software, which includes a large set of technological solutions. The 
topic is too vast for a chapter, so we focus on a couple of examples of advanced 
mechanisms. 

Many consumers use cloud services to store data. In case they consider a single 
CSP does not provide an adequate level of availability, integrity, or confidentiality 
assurances, they can resort to a set of CSPs forming a cloud-of-clouds (Bessani 
et al. 2013). The idea is to store the data (files) in several clouds, protected using 
encryption and digital signatures, with secret keys protected using secret sharing, 
and applying erasure coding to reduce the total stored data size. This requires 
Byzantine fault-tolerant replication, so the upload and download protocols are more 
sophisticated than simply storing copies of files in several places. 

Other consumers may deploy applications on PaaS services but be concerned 
that these applications are attacked and their state (data) modified. This can 
happen, e.g., if someone steals credentials from a legitimate user and uses them to 
access the application. Removing the effects of such actions from the application 
storage (database, file system) is often done manually. A solution is to modify 
the application to track the effects of the requests it receives on that storage, but 
modifying the applications can be complex or even impossible. Sanare supports 
automatic recovery and removes the need of modifying the application by using 
machine learning to associate application requests with storage commands (Matos et 
al. 2021). The association algorithm—Matchare—is based on a Deep Convolutional 
Neural Network (CNN) and requires a training phase.
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4.4 Digital Money, Assets and Identity 

Digital money exists for many years but gained global attention recently with 
Bitcoin and thousands of others cryptocurrencies. In reality, most money used today 
has digital form: most payments and transfers are done using computers, not paper 
or metal. 

In the 1980s, some authors presented advanced cryptographic schemes for digital 
money and payments that paved the way to current cryptocurrencies. A seminal 
work by Chaum presented a payment mechanism that prevents entities not involved 
in the payment to determine the recipient of the payment, the time, and amount 
transferred, while allowing the payer to provide a proof of payment and to disable 
payment media reported stolen (Chaum 1983). In a following work, Chaum et al. 
presented a digital money scheme, which allows payments offline while providing 
proof in case the spender uses the same money twice (Chaum et al. 1990). 

In 2008, Nakamoto introduced the first cryptocurrency, Bitcoin (Nakamoto 
2008). In relation to previous work, it introduced two differences. First, it does not 
depend on a third party, but on an open ad hoc group of entities that run the Bitcoin 
software in their computers (nodes). This additionally ensures availability. Second, 
it prevents the double spending of money using a chain of blocks (blockchain) to 
register transactions, while nodes only accept blocks with valid transactions. This 
digital ledger, or blockchain, is replicated in all nodes and grows when there is 
consensus on the next block to add. Each block contains a hash of the previous 
block, obtained by solving a cryptographic puzzle, which makes it hard to modify 
the blockchain (ensuring integrity) and allows solving consensus. 

Eventually many other cryptocurrencies appeared, but also the possibility of 
running user programs in the nodes, often called smart contracts (Buterin 2014). 
This programmability of these systems allowed not only the creation of other 
cryptocurrencies, but also transactionable digital assets (or tokens). A type of digital 
asset that is gaining popularity are Non-Fungible Tokens (NFTs). They represent 
some collectionable item, like a digital picture, a music record, etc. 

Another recent trend in the area is to use blockchains to store identity data. The 
W3C defined the concept of Decentralized Identifier (DID). The main idea is to 
allow the DID controller (e.g., the person with that identity) to control the DID, 
instead of relying on a centralized entity (e.g., a national registry or a company 
such as Google or Facebook). DIDs can be stored in a blockchain or distributed 
ledger. Technically, a DID is a small digital document that contains identification 
data, e.g., a name and a public key. The W3C also defined the notion of Verifiable 
Credential (VC). A VC provides assurance about information of a certain DID, e.g., 
that it corresponds to a natural personal that was born in a certain date. Often VCs 
are not transmitted themselves, but in the form of Verifiable Presentations (VPs) 
that prove some fact without disclosing undesirable information. For instance, for 
privacy purposes a VP can prove that a person is more than 18 years old without 
revealing his/her age.
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A recent trend is on the interoperability of this kind of systems, either of the same 
or different types (Belchior et al. 2021). 

5 Security, Privacy, and Machine Learning 

Security and privacy have become an arms race. Companies and other organizations 
are deploying increasingly more sophisticated defenses, but cybercriminals are 
also becoming increasingly sophisticated. Not surprisingly, machine learning is a 
powerful weapon in the cybercriminal war, that can be used either to protect or 
harm computer infrastructures and their users. 

Machine learning (ML) can be very effective at capturing and classifying 
patterns, which is extremely useful to detect suspicious or anomalous behaviour. 
There are many security-related areas where ML has been applied successfully, 
including spam filtering (Guzella and Caminhas 2009), fraud detection (Gao et al. 
2021), intrusion detection (Buczak and Guven 2016), malware detection (Burguera 
et al. 2011), vulnerabilities in source code (Shar et al. 2013), among others. 

Unfortunately, ML can also be a source of vulnerabilities and attacks (Barreno 
et al. 2008), as described below. First ML can be used to detect patterns in user 
behaviour, for instance when they communicate with others, even if the content 
is encrypted. This can be used, for instance, to detect human rights activists that 
attempt to escape censorship. In the next section, we discuss this attack in detail. 

Moreover, the characteristics of the training data can lead to unexpected or 
undesirable results, due to ambiguities in the data set or in the classification. An 
anecdotal example of this effect was a recent incident, where Amazon’s Alexa 
suggested to a 10-year-old girl to touch a coin to the prongs of a half-inserted plug 
(BBC News 2021). This sort of errors can happen even without the intervention 
of malicious agents, and are hard to avoid because many ML models cannot 
be understood by humans, making the task of predicting the outcome almost 
impossible. Because of this limitation, there is an effort to use techniques that can 
improve the explainability and interpretability of the ML models (Gohel et al. 2021). 

The problems above can be exacerbated by an active attacker that deliberately 
aims at defining the ML system, to cause the system to malfunction or to steal 
information from the ML model. For instance, an adversary can carefully edit the 
inputs to the ML system to evade detection. A common example of this is spam, 
were the use of misspelled words or unexpected characters may prevent spam to 
be classified as such. An adversary can also cause a system to operate in a harmful 
manner. For instance, it was shown that small changes to the visual aspect of street 
signs could cause automated driving systems to violate speed limits (Wierd 2002). 
In some cases, an adversary has the opportunity to provide training data to the ML 
system, and can exploit this to bias the model by providing malicious samples, an 
attack known as ML poisoning (Biggio et al. 2014). Finally, attackers can use an 
existing model to extract information regarding the training data, obtaining access 
to data that should be kept confidential (Wang et al. 2020).
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An interesting example of the threats associated with the use of ML is the recent 
Apple proposal to scan the photo library of devices in search for child pornography. 
Child pornography is certainly a horrendous crime, and secure ways to fight it would 
certainly be welcome. Apple was proposing to scan the photo library in the user 
devices, in search for illegal content, to avoid sending the user photos to an external 
site. This would ensure the privacy of photos for all users except criminals. While 
the idea has some appeal, many risks have been identified with the approach, which 
led Apple to postpone the deployment of the system. First, it would be difficult for 
users to assess if file scanning would just be looking for child pornography, or would 
also look for other sensitive data (such as health problems, political views, etc.). 
Moreover, it would be possible that an attacker would send an apparently innocuous 
photo to a target in order to trigger misclassification, flagging an innocent person. 
For a more in-depth discussion of the problems of this approach, the reader can refer 
to (Abelson et al. 2021). 

6 Censorship Resistance 

In this section, we further illustrate the relevance of ML in the security and privacy 
arms race, using censorship resistance as an example. 

Today, computer networks support the access to most sources of information, 
including online newspapers, television broadcast, social media, etc. In most 
countries the operation of these computer networks is controlled by a small number 
of entities that are under direct control of the government or that can easily be 
coerced to enforce government directives. This makes it extremely easy to censor 
access to information. 

Examples of wide-scale censorship activities are easy to find: in June 2019 Sudan 
imposed an internet shutdown (Net Blocks 2019b), and the same happened in Iran 
in November 2019 (Net Blocks 2019a); there is also evidence that the dissemination 
of Corona virus related information is tightly controlled by the Chinese government 
(Ruan et al. 2020; Staff  2020). More subtle forms of censorship can also be found: 
recently, Reuters reported that Amazon has agreed to censor negative reviews to 
Xi Jingping’s book on their platform (Stecklow and Dastin 2021). In a few cases, 
censorship can be justified, for instance, to fight criminal activity, such as the 
dissemination of child pornography content as discussed before, but in most cases 
it simply deprives citizens of their rights to access free information. 

Unsurprisingly, people have developed tools that aim at circumventing censor-
ship. These tools have a dual purpose. First, they aim at allowing users to access 
information that would be otherwise blocked. Second, that aim at preventing an 
external observed to detect that the users is accessing such information. This is 
particularly relevant because, under oppressive regimes, citizens that attempt to 
evade censorship can be prosecuted, arrested, or even killed. In the next paragraphs 
we discuss two of these tools, namely anonymity networks and multimedia protocol 
tunneling tools.
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6.1 Anonymity Networks 

An anonymity network is a kind of overlay network designed to preserve the privacy 
of the users. It uses a network of servers that act as relays to propagate information, 
typically between a user and a source of information. Instead of accessing the 
information directly, the information is routed in the relay network, using multiple 
encryption layers (a technique known as onion routing (Dingledine et al. 2004)). 
The encryption is set up in a way that prevents any intermediate relay to know the 
original source or the final destination of the packet (each relay is only aware of the 
previous and the next hop in the overlay network). Ideally, the mapping between 
two endpoints would not be possible without the collusion of multiple relays. The 
most relevant anonymity network today is the Tor network (Tor 2019). 

Anonymity networks are not specifically targeted at censorship circumvention, 
but can, and have been, used for that effect. In fact, if the sensor cannot identify 
the relays, and cannot block the communication among these relays (unless it 
completely shutdowns the internet access), it is possible to establish an overlay route 
from a client residing in a censored region to a relay residing in an uncensored region 
(for instance, in a different country), in order to access any given internet site. Also, 
because all communication is encrypted, it is impossible for an entity that observes 
the traffic of a client to infer which content is being exchanged. 

Unfortunately, anonymity networks have a number of limitations. First, the 
adversary may be able to identify the nodes that provide access to the Tor network 
(known as Tor bridges) and effectively prevent users from accessing the network in 
censored regions. Furthermore, even if the adversary cannot access the content of 
the packets being exchanged, it can access the features of these packets to infer what 
information is being accessed. In this task, ML has proved to be a strong ally of the 
censor. 

There are two relevant attacks that can be used to detect what content a client is 
accessing, even when it uses a anonymity network: traffic fingerprinting and traffic 
correlation. 

In a traffic fingerprinting attack, the adversary observes the traffic pattern and 
tries to match it with known patterns. This is possible, in particular, when users 
access some known websites. In order to perform this attack, the attacker collects 
data regarding the packets that are generated when a given site is accessed. 
Features such as packet size count, packet size frequency, per-direction bandwidth, 
total time, burst markers, inter-arrival time, etc. are used as patterns known as 
website fingerprints (Liberatore and Levine 2006). Machine learning tools can 
then be used to learn these patterns and later classify traffic flows collected from 
end users. Advances in ML, such as the use of modern convolutional neural 
networks, a technique known as deep fingerprinting (Sirinam et al. 2018), has 
shown to be highly effective, even when clients apply defenses against website 
fingerprinting, such as adding dummy packets, padding, and/or packet delays, to 
make classification harder (Dyer et al. 2012; Cai et al. 2014; Juarez et al. 2016).
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In a traffic correlation attack, the adversary monitors the network between the 
clients and the anonymity network and between the anonymity network and the 
servers, i.e., the traffic between the anonymity network boundaries and the clients/ 
servers outside the network (Danezis 2003; Le Blond et al. 2011; Nasr et al.  2017). 
Then, the traffic features of the different flows are correlated to find a match, and 
establish a link between a client and a server. Needless to say, the use of ML, 
in particular the use of deep neural networks, has also proved to be helpful in 
performing traffic correlation (Nasr et al. 2018). 

6.2 Multimedia Protocol Tunneling 

Multimedia Protocol Tunneling is a technique that consists in embedding a covert 
channel in a multimedia stream. This technique can be used for censorship 
circumvention by leveraging services that the censor may not be willing to block 
(Fifield 2017), such as Skype, Zoom, or WhatsApp. Using this approach, a user in 
a censored region establishes a multimedia call to another user in an uncensored 
region and then, embeds a covert channel, in the multimedia stream; this covert 
channel can be used to convey standard IP traffic and be used to access censored 
content. This typically involves replacing part or all of the original multimedia 
content by the content of the covert channel, encoded in some form (Houmansadr 
et al. 2013; Li et al.  2014; Kohls et al. 2016; Barradas et al. 2017, 2020). If the 
multimedia content is encrypted, an adversary has way to inspect the covert channel. 
Furthermore, if the adversary has no way to distinguish a multimedia call that 
embeds a cover channel from a call that does not, we say that the channel remains 
unobservable. 

Multimedia protocol tunneling is appealing because, in the general case, the 
censor cannot generally afford to block all multimedia applications, as these are used 
widely by citizens for daily interactions with family and friends and by companies 
to perform business. The large number of multimedia channels that are used at any 
point in time also make the task of observing these channels harder. Unfortunately, 
these tools can also be vulnerable to traffic analysis, in an attempt to identify patterns 
that distinguish a normal call from a call that embeds a covert channel. Again, 
machine learning tools can help the attacker in this endeavour. A study published 
in the 27th USENIX Security Symposium showed that decision trees and some of 
their variants are extremely effective at detecting covert traffic with reduced false 
positive rates (Barradas et al. 2018). Furthermore, recent research has shown that 
the information required to perform the classification can be collected, in a cost-
effective manner, at line speed by leveraging the capabilities of new programmable 
switches (Barradas et al. 2021).
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6.3 Avoiding ML Attacks 

As we have discussed above, machine learning tools can be used to perform 
sophisticate traffic analysis in order to detect anomalies, identify patterns, and 
perform correlations among different flows. These tools empower the adversary, in 
particular state-level adversaries to detect attempts to evade censorship. Therefore, 
modern censorship resistance tools must be designed with these attacks in mind. 

Interestingly, new tools are being proposed that can embed a cover channel in a 
multimedia stream without affecting the key features of the traffic stream. Protozoa 
(Barradas et al. 2020) is one of such tools. It leverages the WebRTC (Web Real-
Time Communication) API to replace real video content, produced in real-time 
by a multimedia conference tool, by converting content of exactly the same size, 
shielding the protocol from detection mechanisms based on packet size and packet 
frequency. Furthermore, Protozoa, unlike several previous protocols that offered 
very limited bandwidth, can deliver covert channel bandwidth capacities in the order 
of 1.4 Mbps. Protozoa proved resistant to state-of-the-art classification tools but it 
is unclear if it is possible to design more sophisticated ML tools, that attempt to 
exploit other features, such as time-series of inter-packet arrival times, to perform 
detection. 

7 Conclusion 

Security and privacy are important aspects of our connected world. The chapter 
defines the two concepts and explains why they are a problem that must be managed, 
even if not entirely solvable. The chapter presents an illustrative set of scientific 
and technological achievements, with an emphasis on current research trends. The 
chapter also points out links between security/privacy and machine learning, using 
censorship resistance as a use case.4 

4 See generally, on the different applications of Machine Learning and AI, in this book A Oliveira 
and M A T Figueiredo—Artificial intelligence: historical context and state of the art; I Trancoso, N 
Mamede, B Martins, H S Pinto and R Ribeiro—The impact of language technologies in the legal 
domain; J Gonçalves-Sá and F L Pinheiro—Societal Implications of Recommendation Systems: 
A Technical Perspective; A T Freitas—Data-driven approaches in healthcare: challenges and 
emerging trends; E Magrani and P G F Silva—The Ethical and Legal Challenges of Recommender 
Systems Driven by Artificial Intelligence; M Lanz and S Mijic—Risks associated with the use 
of natural language generation: Swiss civil liability law perspective; M S Fernandes and J R 
Goldim—Artificial Intelligence and Decision Making in Health: Risks and Opportunities; W 
Gravett—Judicial Decision-making in the Age of Artificial Intelligence; and D Durães, P M Freitas 
and P Novais—The Relevance of Deepfakes in the Administration of Criminal Justice.
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Part II 
Ethical and Legal Challenges in Artificial 

Intelligence 

Introduction 

Clara Martins Pereira 

AI is increasingly shaping the modern data economy. Advances in computing 
power, breakthroughs in algorithm development, and the soaring availability of Big 
Data are decisively combining to bolster the development of AI technologies, and 
few would deny that AI is set to take the world by storm. 

Part I of this book introduced the many possibilities of AI technology, and, 
while AI also has its inherent limitations and vulnerabilities, there can be little 
doubt that it will fundamentally transform the human experience. In the face of 
this inevitability, there might be the temptation to pour all energy into extracting as 
much technical value from the AI revolution as it can provide, but there is danger 
in having traditionally human concerns and worries take a back seat while making 
way for machines to flourish and develop. In its Part II, this book steps away from 
the hustle and bustle of the latest technological developments in AI and refocuses 
its attention on the fundamental ethical and legal debates that have long faced 
humans—reassessing them in the light of the transformational changes brought by 
AI. 

Written by some of the world’s leading experts in AI, Ethics and the Law, Part II 
identifies and explores key ethical and legal issues arising from the AI revolution for 
digital creators, users, and platforms—as well as for the policymakers, academics 
and thinkers who are still trying to make sense of this change, and how best to 
regulate it. 

The chapter by Maria do Céu Patrão Neves and António Betâmio de Almeida 
offers a critical reflection on the ethical opportunities and challenges brought 
by AI technologies. First, a new philosophical vision is introduced through a 
reflection on technological innovation more broadly, looking at a time before AI 
and pondering on where the AI revolution might take us. In considering how AI 
has been developing over time, its authors discuss its impact on human life from
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three perspectives—functional, structural and identity—and provide the starting 
point for a necessary debate on AI governance. Ultimately, they reflect on how key 
ethical principles should shape the future regulation of AI with a view to protecting 
fundamental human rights. 

The chapter by Pedro U. Lima and Ana Paiva investigates the ethical and legal 
challenges specifically arising from the relationship between humans and robots. 
Focusing on key areas of robotics, this chapter examines the main advances and 
limitations arising in these areas, as well as the most important social, legal, and 
ethical concerns that they motivate. This contribution ends on a hopeful note, as the 
authors express a belief in robots as drivers of societal change that can contribute to 
more sustainable, human-driven societies. 

In the chapter by Eduardo Magrani and Paula Guedes Fernandes da Silva, a 
key commercial application of AI is tackled: recommendation systems. Specifically, 
this chapter examines the many areas where recommendation systems are currently 
employed, discusses their benefits, and assesses the detrimental effects that they 
can also carry. By employing an ethics-driven, human-rights-based approach it 
analyses a variety of questions pertaining to these systems, including loss of privacy, 
opacity, and potential for discrimination. Ultimately, it is argued that guidelines and 
rules should be reinforced by “value-centred” design strategies whereby the very 
architecture of recommendation systems should incorporate such guidelines and 
rules. 

The chapter by Beatriz Assunção Ribeiro, Hélder Coelho, Ana Elisabete Ferreira 
and João Branquinho represents a collaborative, multi-disciplinary effort to tackle 
the fundamental question of whether robots should be awarded legal personhood. 
Combining inputs from philosophy, psychology, computation and the law, this 
chapter starts by examining the concepts of object and agent and how AI might 
fit into that distinction. Second, it discusses how the concept of “metacognition”— 
which the authors define as the cognition about cognition that results in mental 
processes that control an entity’s thoughts and behaviour—can be applied as a 
minimum requirement for accountability. Ultimately, it is argued that the main 
difference between a non-responsible and a responsible agent depends on the 
metacognitive processes that can be carried out by that entity, and that entities that 
do show metacognitive processes should be granted legal personhood (even if AI is 
not quite there yet). 

Starting with the chapter by Márcia Santana Fernandes and José Roberto 
Goldim, Part II narrows down on the ethical issues and challenges specifically cre-
ated by the use of AI-based technologies in health. In particular, this chapter initiates 
a discussion on how the use of AI systems in health creates both opportunities and 
challenges, including ethical questions pertaining to the many ways in which AI 
is transforming communication and decision-making in this sector. In the end, the 
authors endorse a Complex Bioethics Model based on multiple ethical approaches 
as the key to achieving the right balance between taking necessary precautions and 
remaining hopeful that AI might deliver on its potential for improving the health 
sector.
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The chapter by Mindy Nunez Duffourc and Dominick S. Giovanniello poses 
important ethical questions. Specifically, it examines the ethical implications of AI 
systems capable of autonomously performing acts that constitute medical practice 
and discusses whether a so-called “Autonomous AI Physician” could ever be 
considered a medical practitioner. First, the authors suggest ethical parameters for 
the practice of medicine by AI systems; second, they identify ethical and legal 
issues pertaining to the activities of Autonomous AI Physicians; and, finally, they 
discuss the potential application of existing legal and regulatory regimes to these 
activities. Ultimately, they argue that all stakeholders in the development and use of 
Autonomous AI Physicians must be governed by requirements that ensure that AI 
technology is being employed in a safe and responsible way. 

Part II concludes with a discussion of AI-driven black box medicine. In par-
ticular, the chapter by Rafaella Nogaroli and José Luiz de Moura Faleiros Júnior 
examines the different semantic dimensions of algorithmic opacity that can arise 
from employing AI technology in the health sector, and resorts to hypothetical 
scenarios to analyse the impact of such opacity in terms of medical practice and 
patient consent, framing it as an ethical challenge. In the end, it is suggested that 
education will be key to unlocking a bright future for the responsible use of AI in 
health.



Before and Beyond Artificial Intelligence: 
Opportunities and Challenges 

M. Patrão Neves and A. Betâmio de Almeida 

Abstract Artificial intelligence (AI) and digital systems are currently occupying 
a fundamental place throughout society. They are devices that shape human life 
and induce significant civilizational changes. Given their huge power, namely 
systems with autonomous decision-making capacity, it is natural that the potential 
social effects deserve a critical reflection on the opportunities and challenges 
addressed by AI. This is the main goal of this text. The authors begin by explaining 
the philosophical position from which they start, and which contextualizes their 
reflection on technological innovation in general, then briefly considering the 
genealogy (“before”) of AI, in its main characteristics and direction of evolution 
(“Can machines imitate humans?”). It is considering the path of development of 
AI and its disruptive effects on human life (“beyond”) that it is proposed its 
systematization in three categories—functional, structural, identity—(“Can humans 
imitate machines?”). 

Regardless of the optimistic or pessimist expectations towards technological 
evolution, there is a need for a public debate about its current and future regulation. 
The text also identifies major ethical principles and legal requirements to regulate 
AI in order to protect fundamental human rights. 

1 Few Presuppositions that Shape the Reflection on AI 

The structuring, developing and using of AI is particularly complex and challenging 
for a non-technical, social and human reflexive approach. This is mainly due 
to the following distinct but cumulative aspects. AI is of a multidisciplinary 
nature, mobilizing a growing diversity of knowledge and techniques—digital, elec-
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tronics, computing, mathematics, statistics, social and human sciences, including 
law, sociology and philosophy—which turns it inevitably complex and makes a 
comprehensive discourse very difficult or even impossible. At the same time, the 
domain of AI is currently so broad, diverse and dynamic that any discourse on the 
subject becomes inexorably restricted and maybe also quickly outdated. Finally, 
interpretations of what AI represents in the present, but especially in the future, are 
so disparate—ranging from naive enthusiasm and social submission to castrating 
pessimism—that any position taken is open to criticism, and the one that is now 
presented will not be exception. 

Our reflection, like any other, is based on some assumptions that, more implicitly 
or explicitly, shape it, and should therefore be disclosed. We can briefly present four 
major presuppositions that ground and shape our reflection. 

The first is that technology is a product of human creativity, so it cannot be 
generally and immediately demonized as if it were a strange and hostile reality 
to us. In fact, technology has been fundamental for the survival and quality of 
life of humanity. It creates its own life conditions out of the given world. The 
negative attitude is still all too frequent, especially in the face of uprising powerful 
technological innovations. These tend to arouse feelings of fear in relation to the 
new, the unknown, a certain uneasiness or even distress (although today we often 
witness an uncritical attraction to the new, as if everything new was good). There 
is also a certain hostility towards technological innovation in the assessment of 
its effects—for example, environmental degradation is attributed to technological 
impacts—sometimes only blaming the technique (technophobia) and with a total 
lack of reference to other causes and responsibilities. Experience teaches us that the 
personal benefits arising from a technological innovation is what attracts the most 
at the beginning and the possible negative social or collective impacts only later 
become evident, frequently when that particular technology is widespread and it is 
very difficult to oppose. In this case only a crisis will drive a change. This justifies 
an independent critical analysis of the creation of technological products and their 
mass applications. 

A second presupposition is that technological innovation (such as scientific 
progress) is unstoppable, irrepressible or deterministic, so it cannot be suppressed, 
but rather re-oriented. Even if it were desirable to stop scientific progress and 
technological innovation (which in any case is quite doubtful), they will never cease 
to develop due to a combination of variables—economic-financial, social, political, 
academic, etc.—that generate an increasingly powerful and continuous dynamic that 
surpasses the sum of the variables involved, beyond the control of any single person 
or group of interests (Liu 2021).1 It can be possible to slow down the process (It has 
already happened in some other innovations in order to avoid severe impacts), being 
imperative or preferable to reorient it. However, the potential uncontrolled impulses

1 “The global artificial intelligence (AI) software market is forecast to grow rapidly in the coming 
years, reaching around 126 billion U.S. dollars by 2025. The overall AI market includes a wide 
array of applications such as natural language processing, robotic process automation, and machine 
learning.” 
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in the application of the increasing power, by private companies or public agencies, 
that new technologies provide and that may pose risks to humanity, seems to be a 
matter of urgent reflection and control. The problem of human techniques was not 
traditionally an object of special attention in philosophy and ethics. This situation 
has changed since the mid-twentieth century. The growing technological power has 
motivated philosophy and ethics to critically analyze the essence of technology and 
its impacts on humanity.2 

A third presupposition is that technological innovation is neither axiologically 
neutral nor, therefore, exempt from ethical scrutiny. Technological innovation is not 
purely instrumental, as if its evaluation depended only on its use and on the user. In 
fact, every creation already bears the mark of its creator, even if it is nothing more 
than the intention that led to the creation, to the production, a structural and original 
intentionality (the principle of its development, in an irrepressible and irreducible 
evolution), which escapes human control, and rather conditions and even induces 
human behavior. New technologies, by the simple fact that they exist, induce their 
use. Astonishing technological development is the result of human desires that are 
difficult to control. 

The fourth is that technological innovation should not be an end in itself, but 
rather a means in terms of the only end in itself, which is the human. The raison 
d’être of all human production is to constitute new and diversified modes of 
promotion and realization of human flourishment, which is why it must remain 
inexorably subordinated to humankind. The fundamental challenge that arises is 
whether technology should be an instrument at the service of humanity (e.g. an 
instrument to improve human health) or whether it is humanity that should adapt to 
the demands of technology. 

Acknowledging our assumptions, we should now more accurately identify some 
of the major opportunities opened by AI, and think about the risks or challenges 
its development entails, going from the birth of AI and its original objectives to its 
succession of new ambitions. 

2 Can Machines Imitate Humans? 

2.1 The Key Question 

Can machines imitate humans?—is the question that the mathematician Alan 
Turing, the so called “father” of theoretical computer science and AI, poses in 
1950, in his Imitation Game, and to which he seeks to be able to respond positively

2 All human techniques have gradually contributed to the structuring of life in society, namely 
through the formation of a “socio-technical system”. Digital technologies and AI are, in a very 
intense and fast way, densifying this system and significantly altering the human way of life by 
diffuse social impacts. There is also an intense convergence with other very relevant technologies, 
namely the set of nanotechnology, biotechnology, information techniques and neuroscience. All 
together may induce a significant change in human evolution. 
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throughout his life: “can machines think?” (Turing 1950).3 We would say that 
Turing’s question possibly marks a turning point in the relationship between humans 
and machines as striking as Jeremy Bentham’s interrogation in 1789, “Can animals 
suffer?” triggered in the relationship of people with animals. 

In the second half of the twentieth century, machines did seem to be intelligent. 
Digital computers, so designated because capable of manipulating discrete symbols, 
or digits, had been created in the wake of the third industrial revolution, character-
ized by Automation, very focused on information and communication technologies. 
The question of the moment was: can a computer behave intelligently like a human 
being? 

A first answer is given by the “Turing test”, the so called “imitation game”: is it 
possible for an interrogator to distinguish the answers given by a computer from the 
answers given by a human being? Can machines impersonate human intelligence, 
or imitate human intelligence? 

The Turing Test has been the subject of much criticism, many of which result 
from the exact definition of thinking and intelligence. One of the most famous is 
based on the well-known Chinese Room argument by Searle (1980). The Turing Test  
is based on language. We know that language is fundamental in the development of 
human intelligence, but intelligence should not be directly confused with knowledge 
or memory. Is a simple question-answer test a sufficient means to identify human 
thinking and all types of human intelligence?4 With Turing we intend to be able to 
identify an acceptable similarity with the way of thinking and reacting of a human, 
possibly what we might want is to recognize that a machine is capable of imitating 
the human way of thinking very well.5 Much more difficult will be to recognize the 
sentience capacity of a machine! 

2.2 The First AI Steps 

It is in this context that Marvin Minsky and John McCarthy come to forge the 
expression Artificial Intelligence that they present in 1956, at the Dartmouth College 
Conference, organized that year in the United States, and which brought together

3 As fascination, ghost or myth, the more or less repressed will to create an artificial human has 
accompanied humanity for centuries. The current interest in humanoid robots may be an example 
of this ancient dream. What is new in the question posed by Turing is the focus on the intelligence 
attribute in an era with technological capacity to develop a credible answer. 
4 Among humans, we also use language to try to assess thoughts and levels of intelligence. 
However, in this assessment we already assume that we are dealing with humans. We admit that we 
recognize the basic structure of thought of other humans because we belong to the same biological 
species and we are both heirs to the essentials of a common natural evolution. In fact, what we can 
identify are variations in the behavior of human minds relative to a chosen pattern. 
5 There are many variants of the Turing Test in order to eliminate its supposed deficiencies and 
there is also the Inverse Turing Test to challenge an algorithm to distinguish a human from another 
algorithm in a dialogue. 
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the pioneers of AI of that time. In the same year, the two founded the Artificial 
Intelligence Project (now the MIT Computer Science and Artificial Intelligence 
Laboratory). 

It is then that the history of AI truly begins, in which Turing came to propose 
that the strategy to follow should not be, as before, to try to “write a program that 
would allow a machine to pass the game of imitation” (reproducing parts of human 
reasoning), but rather that of writing “a program that would allow a machine to learn 
from experience, just as a baby does”. It is in this direction (automatic learning, 
through experience) that today, decades later, the approach to intelligent systems 
is made. So, it already enhances the autonomy of intelligent systems in relation to 
humans. 

We are then fully in the fourth industrial revolution, characterized by Connec-
tivity, in which AI develops almost exponentially, which is confirmed as we now 
enter Society 5.0, the fifth industrial revolution, that is, the era of full connection, 
where everything will be connected, all the means available to human beings 
will be connected and persons will have to adapt or to integrate themselves 
into these continuous flow networks (alignment of robotic technology to human 
intelligence, increased collaboration or partnership between human beings and 
intelligent systems). AI has been developing and strongly driving the last 3 industrial 
revolutions, paving the way towards full automation and maximum connectivity 
(wireless, no physical connection). 

Nevertheless, we still do not have a consensual definition of AI (which is very 
revealing of its dynamism), despite being quite relevant for the circumscription of 
its domain and perception of its operability. There are many different definitions and 
even those who reject the expression, namely Luc Julia, in his work L’Intelligence 
artificielle n’existe pas (Julia 2019),6 where he considers that AI has always been 
poorly defined as it suggests that algorithms can make conscious and rational 
decisions like humans. He believes that this is not the case and that mistaken ideas 
like this one have fueled fantastic Hollywood perceptions about AI, such as Matrix 
or Terminator. 

Human intelligence is difficult to delimit and fully understand. It is more than 
rationality towards stimuli and data analysis. It has other built-in features and a 
strong connection to the entire human body. Perhaps the designation Artificial 
Intelligence (AI) was very effective as a brand, but it is not very strict. The expres-
sion AI is used today to designate a variety of technologies with some common 
characteristics. We adopt the definition proposed by the High-Level Expert Group 
on Artificial Intelligence of the European Commission: “Artificial intelligence (AI) 
systems are software (and possibly also hardware) systems designed by humans 
that, given a complex goal, act in the physical or digital dimension by perceiving 
their environment through data acquisition, interpreting the collected structured 
or unstructured data, reasoning on the knowledge, or processing the information,

6 Julia (2019), p. 287. It was Luc Julia who co-created the digital assistant Siri, one of the most 
famous AI. 
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derived from this data and deciding the best action(s) to take to achieve the given 
goal. AI systems can either use symbolic rules or learn a numeric model, and they 
can also adapt their behaviour by analysing how the environment is affected by their 
previous actions (European Commission 2019).” 

Other, simpler AI definitions could be: “a computerized system, agent or robotic, 
capable of acting and making decisions independently of human supervision” 
(Tavani 2016).; “a system capable of rationally solving complex problems or taking 
appropriate actions to achieve its goals in whatever real world circumstances it 
encounters” (Dempsey 2020). 

2.3 The Encouraging Achievements 

AI, as we broadly define it, has been a powerful tool in achieving human purposes, 
whose continuous development has gone beyond its original instrumental status 
and conquered new performance plans to consider, in a continuous erasure of what 
seemed to be its limits. And yet, we are still in the era of a weak or narrow AI, that is, 
capable of performing just one or few specific tasks, and which software can only 
make decisions based on information previously given. Some common examples 
are: to play chess, the Go or poker; to identify people through faces captured in 
real-time security video (face recognition); or to drive autonomous vehicles. 

If we take just one of these examples—the simplest, as playing a game—and 
follow the evolution of AI, we can easily understand the direction we are moving 
to. The first important step of its evolutionary process was given in 1996, when 
Deep Blue, an IBM software, defeated the world chess champion Kasparov. Later, 
in 2017, AlphaGo won game Go against the best in the world, and in 2019, Pluribus 
won a 12-day poker marathon, competing against 5 players. A second step was 
given when the software started to learn to play by itself, playing against itself, 
and thus relying less and less on human-generated data, since 2017. More recently, 
Google’s MuZero was presented as being able to play without the need for any 
human-entered data, that is, without being given the rules, thanks to its ability to 
plan winning strategies in unknown contexts. It is this direction of AI evolution that 
fuels the greatest fear of humans: that of AI gaining enough power to completely 
escape human control. The direction of evolution that is being followed is easily 
revealed: advancing towards an always and successively superior performance in 
each of the functions that AI performs; and towards a higher level of automation 
(emancipation) of the human (creator, producer). 

The evolution trend of AI and its applications justifies a serious fear of a 
devaluation of the humans in face of the superior capabilities of new systems in 
fields of activity that have structured society and the purpose of human life. The 
risks and challenges arise in the short term, but some of them are already threats: 
“the greater the digital capacity of a given society, the more vulnerable it becomes” 
(Kissinger et al. 2021). These are issues of particularly interests for Ethics and Law.
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Today there is a clear perception that we are experiencing a digital revolution 
(which follows the industrial revolution) led by AI. That is, AI is a constant 
and indelible presence in daily lives of persons, individually considered, as of 
communities, particularly in the northern hemisphere, and our way of living depends 
heavily of AI which, today, penetrates most modalities of human action. We live in 
the AI era. 

3 Can Humans Imitate Machines? 

The idea of humans imitating machines would be regarded as foolish until recently. 
Today, however, we can formulate this provocative question because there are digital 
machines with an attribute held as superior in living organisms: intelligence. These 
machines, being presented as having intellectual capacities far superior to those 
of humans, may constitute models of individual and social behavior to follow. An 
alignment of humans to the rules of a new socio-technical system due to a simple 
adaptation by unconscious inertia or imposed as a priority justified by efficiency 
criteria but abstracting other criteria associated with human nature. 

In an attempt to systematize the growing multiplicity of AI interventions in 
human life, we would say that its impacts are more evident and disruptive at three 
main levels: a functional, in the use of AI as a specific instrument for human 
purposes; a structural, in the change that AI entails in human interrelationships and 
in the organization of institutions; an identity, in the transformation that originates 
in what the human is and in the image he has of himself. 

We must consider these three levels of AI intervention in the human sphere, both 
in the new opportunities it creates for human flourishment, and in the new challenges 
it poses for human perseverance in a context of performances that far surpasses it. 

3.1 Functional Level 

The functional dimension of AI refers precisely to its ability to carry out human 
functions, which it does by performing them faster, more perfectly, more econom-
ically, in a truly unique and impressive supporting human action. Some of its main 
very successful domains are industry, justice, health, education, transport, finance, 
marketing, computer security, army (military defense) and entertainment. 

A quick glimpse at the intervention of AI in few of these so distinct and 
paradigmatic domains can give us a more precise idea about its disruptive potential, 
both positive and negative, in our contemporaneity. 

AI first became preponderant in industry, where it is massively used and where its 
functional dimension is best evidenced, through the automation of various functions, 
especially the harsher, physically and psychologically. Releasing people from the 
heaviest burdens is strongly applauded. However, AI in the industry is not limited to
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the automated functions, but is also being used to assist in decision making and data 
analysis, including personnel management, such as attendance levels and employee 
productivity, hiring and dismissing employees. However there are some paradoxes 
related to technology and productivity.7 

Nowadays, the former general idea that AI only performs mechanical tasks, 
which are professionally less demanding and socially less valued, is easily contra-
dicted. On the one hand, AI has been conquering a diversity of domains and levels 
of complexity of action, even in traditional fields, such as industry; on the other 
hand, it has been applied to increasingly more demanding fields of action, such as 
healthcare or justice. 

AI is strongly present, both in clinical research (e. g. collecting gigantic amounts 
of data to identify correlations and trends; new therapeutic molecules) and in clinical 
care (e.g. making diagnostics; monitoring of health conditions). There are some 
medical specialties in which standard clinical procedures are being replaced by AI, 
such as radiology (reading exams) or ophthalmology (performing some exams), in 
which AI can advantageously replace physicians. Today there is already efficient 
digital assistance for medical doctors and nurses, especially in the area of geriatrics, 
surgeons, cleaning staff, but also for the delivery of medication, food and even some 
diagnostic tests. 

In what concerns justice, AI has been heavily used, namely in the search for 
jurisprudence, in the adoption of justice measures based on similar previous cases. 
There are also already projects for the institution of an automatic predictive justice 
court to dispatch benign cases. 

Indeed, it seems today that all human functions can be substituted by AI (they 
are being gradually replaced) with immediate advantages, under the principles of 
efficiency, productivity, and profitability. The promising idea that AI will liberate 
humans by avoiding tedious or monotonous intellectual tasks does not seem to be 
what one might anticipate: its exclusion from tasks associated with human thinking. 

However, there are also some disadvantages associated that are important to be 
considered together, and among which we highlight only three. 

A first one is AI proliferation. We refer to the proliferation of AI considering its 
ability to learn from previous experience in order to produce intelligent behavior and

7 Although the new technologies hold great potential, there is an apparent paradox because 
productivity growth has slowed rather than accelerated (Brynjolfsson et al. 2017, p. 44). In fact, 
labor productivity growth in developed countries have stayed low since mid-2000 and there are 
different potential causes for this paradox. False hopes, a time delay until there is a statistical effect 
and the increasing market and rent concentrations are some of them. While income inequality 
has been rising within many countries in recent decades, inequality between countries has been 
falling. This is another apparent paradox but the way technology diffuses within the economy 
seems to be relevant for both productivity growth and income distribution (Qureshi 2021, p. 24). In  
EU this impact seems to depend on the country’s size, its level of development and the current 
degree of income inequality relative to the average European value (Kharlamova et al. 2018). 
Reducing inequality can be considered as a way for preventing a future crisis or an ethical issue. 
We can conclude that there are both optimists and pessimists about the relationship between new 
technologies and growth. 
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correct decisions, which is called “machine learning” (a subdomain of AI): these are 
algorithms capable of modifying themselves and making decisions without human 
intervention. It has also advanced to the so-called “deep learning” (a subdomain of 
machine learning) which consists of the ability of computers to learn on their own, 
through pattern recognition, in many layers of raw data, depending on the proposed 
objective, carrying out tasks as human beings. Therefore, AI is always improving 
its performance and acquiring new skills. This aspect, immediately and necessarily 
recognized as positive, is presented here as a disadvantage insofar as it triggers the 
process of releasing Artificial Intelligence from human control. 

A second disadvantage, and the most commonly presented, is mass unemploy-
ment. As the domains in which AI can assist human purposes multiply, as the 
diversity of functions it can perform grows, and as its performance becomes superior 
to that of human, it also replaces people. Hence, the main threat that has been 
stressed at this level is mass unemployment, as it is already obvious in industry.8 

We know the arguments that dismiss this growing problem: throughout human 
history there have always been work activities that have vanished and new ones 
that have emerged and the same will happen now too. We cannot fail to point out 
the existence of an unprecedented variable in this equation that can endanger the 
past balance: the speed of the process that does not allow human adaptation to the 
ongoing transformation and the intellectual quality of lost jobs. Even if many new 
jobs are created, the question of the type and social level of these jobs should be 
considered. 

The third disadvantage is social exclusion. Indeed, the advantages and disadvan-
tages of AI may not be evenly distributed, with the most favored persons being 
the most benefited and the least favored suffering most of the losses. Besides, this 
chronic inequity is added to the specific one of generational sharing: today we 
have a growing proliferation of generations, which no longer succeed each other 
every 25 years, but every 10 years.9 In this unprecedented context, it becomes very 
easy for people to be considered outdated by the next generation, and at the same 
time, useless for society, perhaps even a burden or disposable. This intergenerational 
disadvantage can cause serious social fractures and be difficult to be solved without 
a profound change in the human society organization. 

Characterizing AI in its functional range we would stress that: it remains outside 
the human and can be manipulated and controlled by him; it contributes to the 
construction of a civilization guided by technological, intelligent and automated 
innovation, and by efficiency and productivity. Therefore, it threatens to make the 
human obsolete.

8 Deloitte estimates that, in the next few years, 50% of current jobs will become obsolete. 
9 In 2010, a new generation is formed for which the analogue world is past, asserting itself as 100% 
digital native, and surpassing the millennials, making all generations quickly outdated, namely the 
current X generations, from the early 60s to the 70s; the Y generation, from the end of 70 until the 
early 90’s, and Z from 1992–2010, we also have designations such as the “grey generation” or the 
“snowflake generation”. 
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3.2 Structural Level 

The structural dimension of AI refers to new forms of relationship, new patterns 
of personal, social and institutional relationships, characterized by greater virtual 
proximity between everyone (overcoming geographic distances), by greater cover-
age (because all people are potentially included), and paradoxically, at the same 
time strengthens relationships by mediating them and suppressing direct contact. 

The mediation of human relationships through Artificial Intelligence takes place 
today in a growing diversity of domains that we have systematized in three planes. 
At the personal level, people from all over the world know each other and socialize 
virtually (even for emotional intimacy relationships); at the social level, human 
activities are developed at the digital realm (where interest groups are formed, 
and civic, political or other activism is developed, demonstrations are scheduled, 
petitions are made, etc.); at the institutional level, institutions relate to citizens 
through intelligent technology (e. g. relationship with the public administration, 
as commercial transactions tend to be increasingly online and service is carried 
out by a chatbot, a computer program that tries to simulate a human being in 
conversations with people,10 the same is happening in more and more domains as 
well as education). 

At this level, we would like to highlight two examples, which are quite different, 
but both paradigmatic of the ongoing transformation. The first is the widespread 
investment in the construction of smart cities, that is, of population aggregates in 
which everything is connected, with automated management (traffic, waste, public 
safety), everything being mediated by AI: the household equipment tends to become 
totally connected and smart assistants can take care of all management services at 
home (managing waste, identifying equipment problems); all the equipment and 
infrastructure of a municipality will be connected (e.g. identification of aspects to 
be improved, safety, air quality measurement, traffic coordination, etc.). Structuring 
activities of human society such as banks and insurance tend to be on line, 
dematerialized (without paper documents) and without human intermediaries. This 
change creates new vulnerabilities in terms of security, trust in institutions and in 
person access to them. Citizens are increasingly subject to faceless technical systems 
with access based on multiple numeric codes and passwords. 

The second paradigmatic example is related to the introduction of AI in politics 
(in addition to the other strategic domains already mentioned with health, finance 
and the army). In 2019, a study by a Spanish University concluded that 1 in 4 
Europeans would be willing to allow AI to make important political decisions in 
their country, in favor of impartiality, honesty and justice.11 Today there are already

10 The illusion of machine-induced affectionate feelings is one of the aspects that already happen 
in relationships between accompanying robots and the elderly or also in the way some people react 
to automatic messages they receive on their birthday. 
11 Jonsson and de Tena (2019). Also, the philosopher Yuval Harari says that elections, political 
parties, parliaments can become obsolete given the amount of data to be taken into account and the 
speed at which some decisions have to be taken (Harari 2018). 
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references to an imminent formation of a “cyberocracy” that can threaten or destroy 
the democratic system as we know it. 

The immediate convenience for human activities is obvious and indisputable, 
under the new principle of optimization of means. However, there are also associated 
drawbacks that are important to consider together, and among which we highlight 
here only three. 

A first one, at the personal level, points out that the intensification of connections 
is directly proportional to the physical distance between people (relationships tend 
to be superficial, sporadic, ephemeral, without commitments or responsibilities, they 
become light relationships). The second unfolds at the social level and refers to the 
anonymization of personal uniqueness before the functional relationship (from the 
integration into categories of people and relationship patterns, structured based on 
interests). The third disadvantaged lies at the institutional level and refers to the 
integration of all human activity into a network of relationships (everything is in a 
network and what is not in a network lacks recognition of existence); networks are 
almost unknown, inaccessible and uncontrollable (the humans risk to become pieces 
of a gear that surpasses them). Dependence becomes extreme and the smart encoded 
numerical protocols are densified and drastically reduce the spectrum of human 
communication mode. In addition, we are increasingly integrating AI programs into 
decision-making processes. 

AI, in its structural scope, presents itself as integrated in all human and social 
activities and shapes them, formats them; it builds a new culture guided by virtual 
(inter)mediation and connectivity, and by the optimization of resources; it threatens 
to number the human (representing the human through numbers, depersonalizing 
it). The exaggerated quantification of reality in the media (e.g. statistics and ranking 
indexes) is one of the side effects of the digital society that devalues the other human 
valences that must be part of the characterization of reality. 

3.3 Identity Level 

The identity dimension of AI refers to the new perception that human beings acquire 
of themselves due to the omnipresence of AI, characterized by overcoming their 
given nature and building new images of themselves, what is fairly evident at least 
in three essential aspects. 

A first, that seems to be quite revolutionary, is the incursion of AI into the human 
spiritual dimension, its deepest intimacy, which has been considered throughout the 
history of humanity as constituting its unique specificity as well as its qualitative 
difference in relation to all the other beings. This incursion is manifest in its creative 
dimension, in its artistic expression replicated by the AI to compose music, paint 
canvases, write literature. For example, the first software to create music dates back 
to 1997, and today the composition of various musical styles by AI is widespread; in 
2016, Microsoft developed a software using Artificial Intelligence that, through the
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analysis of masterpieces from Rembrandt, managed to create a new painting with 
the same characteristics; since 2018, we started having books written by the AI. 

A second aspect to highlight is the new power to build an alternative identity, 
external to the self but that tends to be taken as the truly self. It is a digital identity, 
fabricated with the collaboration of the AI, in simulated versions of the person 
such as avatars (entirely digital, cyberbody, an online identity) which allows each 
one to constantly and easily (effortlessly) reinvent themselves, to develop various 
personalities (change age, gender, etc.), establish different types of relationships 
according to the incarnated personality. 

But the penetration of artificial intelligence into the essence of the human goes 
even deeper, as an internal construction of an enhanced identity, in the image and 
likeness of AI. There is a desideratum of cognitive evolution, through a process 
either of incorporation (e.g. cybernetic implants that enhance different human 
capacities) or of appropriation (brain-machine interface, like the one that Elon 
Musk’s startup Neurolink is developing.12 It would be about the creation of the 
post-human as advocated by the transhumanists. 

The immediate usefulness for the human being is obvious under the new principle 
of self-improvement: not by developing what one is, but by acquiring what one is 
not; not by intensifying the authenticity of the being, but by distorting, perverting 
its own identity. 

The perception that the human has of himself starts to reflect the presence 
of AI, also adopting it as a model, with immediate benefits, under the principle 
of human improvement. However, there are also unavoidable losses that must be 
simultaneously considered: violation of human identity values through the incursion 
into its spiritual dimension (its essence), namely the impossibility of forgetting 
(everything is indelible), which allows us to reinvent each day, in the atrophying 
of freedom, by the annulment of unpredictability and under the yoke of perfect 
decision, in the suppression of privacy, for the transparency of the total accessibility 
of lives; alienation of oneself, in digital simulacra of oneself, without density 
or authenticity; and usurpation of the self, in distorting improvements in human 
identity. 

AI, in its identity level: presents itself united (fused) to all human expressions, 
determining them; invents a new identity in the image and likeness of the AI; and 
threatens to make the human succumb and replaces it with an improved self-image. 

Still and always in the domain of a narrow or weak AI, we see how it 
intervenes on the functional level, in a superficial way, remaining outside the human 
and controllable by it, building a new, intelligent civilization through progressive 
automation; on the structural level, in a deep (pervasive) way in all human activities 
and relationships, integrating and shaping them, regulating them, constituting a new,

12 The brain-machine interface is being attempt by a fusion or hybridization process that can 
increase intelligence and memory, erase bad memories and introduce good ones that never 
happened, or even to do a download of oneself to a digital support. In the long run it could conquer 
a digital immortality, surpassing the biological limits of humans. 
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virtual culture, through a growing connectivity; and on the identity level, in an 
intimate way at the heart of the human, uniting and reconfiguring it, dismissing 
it from itself in favor of an improved image, through a growing symbiosis. 

4 How Should (Ethics)/Ought (Law) Humans and Machines 
Relate? 

The public debate on human consequences of AI development begins in 2015, when 
700 scientists sign a joint letter warning of AI threats: Research Priorities for Robust 
and Beneficial Artificial Intelligence: An Open Letter (Future of Life 2015).13 These 
scientists underline the extraordinary benefits that AI can bring to humanity, but also 
the risk of loss of human control and the need for more research to prevent any risks. 

The biggest fear is that the neural networks will continue to develop, allowing 
AI to gain awareness (become strong or general), and then totally escaping human 
control. 

In this context, it is worth mentioning that, in 2017, Facebook engineers were 
developing an experiment with robots that traded among themselves the ownership 
of virtual items. It was a conversational experience. After a few days, the robots had 
developed a language of their own which, as it escaped human comprehension, was 
interrupted, turning off the robots. 

The evolution of humans and their identity throughout human history is recog-
nized. A slow, gradual evolution resulting from adaptation to successive natural 
changes and induced by culture and new ways of life. But the current trend that 
was described above has implications for human identity that are relevant, rapid, 
disruptive and multidimensional. 

The concern with this forced discontinuity of identity may be considered by 
some to be too conservative or pessimistic. Others accept that technology and its 
“consumption” are an acceptable manifestation of humanity’s will in setting the 
path for its future. These are the very optimists or believers in an ever-better future 
based on technology. It will be up to everyone in the present to contribute to that 
future in a responsible way that respects the human heritage received, entrusted to 
us. If there are benefits and harms to point out now to the AI, the imperative to 
maximize the former and eliminate the latter is quite obvious. 

The global strategy for this consideration has been to establish an ethical-
legal regulatory framework, not with the intention of limiting the development of 
Artificial Intelligence, but rather legitimizing it through the promotion of its real 
benefits and prevention of its potential harm, framing it in the values and principles 
of identity of humanity and protecting human rights.

13 This letter was a turning point for public opinion: citizens gained information, got involved and 
started also to be asked to intervene in decision-making processes. 
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4.1 Ethical Requirements 

Ethical reflection must always precede legal regulations. In democratic and pluralist 
societies, it is important first to pay attention to their identity values and build 
an inclusive and broad ethical consensus, as a legitimizing basis for the legal 
regulations to be formulated later by Law. The Law reinforces the ethical consensus 
formerly reached, and Ethics contributes to an effective and robust regulatory 
process. Also with regard to AI, whether as a human production or because of its 
strong impact on the lives of people and societies, it was the ethical reflection that 
first developed as the disruptive social capacity of AI became more obvious. 

Ethics of artificial intelligence gains particular prominence and has greater social 
impact when carried out by major international entities, highly representative of 
citizens, or by international and multidisciplinary working groups, joining different 
approaches, created specifically to outline guidelines that are considered to be 
convenient and necessary to ensure that the evolution of AI remains subordinate 
to human goals. 

Thus, and particularly in the European context, the European Commission, the 
European Parliament and the Council of Europe have been working actively in 
this area: the Commission has established a High-level expert group on artificial 
intelligence, in 2018; the Parliament set up a special committee on artificial 
intelligence in a Digital Age (AIDA), in 2020; and the Council of Europe established 
an Ad hoc Committee on Artificial Intelligence (CAHAI), in 2019. 

At the same time, we highlight the creation of several scientific groups on AI, 
such as the European Center of Excellence on the regulation of Robotics and AI, the 
European AI Alliance, the Expert Group on Responsibility and New Technologies, 
the Global Partnership on Artificial Intelligence (GPAI), to mention just a few. At 
the global level, UNESCO has established an Ad-hoc Expert Group on the Ethics 
of Artificial Intelligence. 

All these bodies converge in declaring the urgency of AI regulation, in requiring 
its ethical foundation, being also evidence a broad convergence with regard to the 
identification of the main ethical principles to comply with, while respecting Human 
Rights. 

A study from the Berkman Klein Center for Internet & Society at Harvard 
University, Principled Artificial Intelligence: Mapping Consensus in Ethical and 
Rights-based Approaches to Principles for AI, authored by Jessica Fjeld and col-
leagues (Jessica et al. 2020), gathered, in 2020, the 36 most outstanding documents 
on regulatory ethical principles and governance, presenting a set of eight principles 
as the most consensual. Privacy is one of most frequent principle, demanding 
respect for individual privacy, “both in the use of data for the development of 
technological systems and by providing impacted people with agency over their 
data”. Accountability, concerning the impacts produced together with the provision 
of adequate remedies, is also a common requirement. Safety and Security of 
AI are of major importance in what relates to its performance as designed, and 
its resistance to invasions. A fourth group of principles is Transparency and
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Explainability demanding for intelligibility and openness of processes, outcomes, 
and uses. Fairness and Non-discrimination claim for AI systems to be inclusive 
and to promote global justice, being required in all documents analyzed. Human 
Control of Technology is a major concern demanding that all important decisions 
be under human scrutiny. Professional Responsibility calls for individuals engaged 
in the development of AI to be able to predict the consequences of their deeds. 
Finally, Promotion of Human Values states that AI should improve the humanity’s 
well-being. Sometimes under different designations these are, indeed, the prevailing 
guidelines in ethical reflection on artificial intelligence and which must be guaran-
teed by law. 

4.2 Law and Legal Procedures 

Ethical requirements are very important but are not enough to prevent AI adverse 
effects on fundamental rights because the ethics guidelines have no binding legal 
force. So, trustworthy AI need to be also lawful—as we stressed before. 

The implementation of a legal framework adapted to the specific characteristics 
of AI systems is not easy. In addition to the technical complexities and rapid 
developing of these systems, there are other relevant difficulties or resistances. 
Firstly, new technological developments have a growing geo-strategic and military 
importance for the world’s major economic and technological powers. Secondly, 
there is a strong pressure from governments and companies to achieve competi-
tiveness increases driven by advanced and daring products in the market. A third 
difficulty is the demand of academic institutions and AI specialists to minimize 
legal limitations in applications and data collection. And, finally, there is a need for 
regulation at the planetary level in order to be completely effective. There is thus a 
tension in the ethical-legal front of AI regulation and an attempt to achieve balances 
between political decisions and the different interests involved. In this context, the 
affirmation of ethical-legal perspectives can be difficult in high-level decisions.14 

It is a long and not always consensual process and we must know how we 
want technology to be applied (or not be applied) for the good of human society. 
The feasibility and potential elements of a legal framework for the development of 
artificial intelligence, based on the Council of Europe standards and the rule of law, 
are presented in a report (EU (a) 2021) of the Committee on Artificial Intelligence 
(CAHAI).The following options are presented: to amend binding legal instruments 
and adapt them to AI systems, modernising existing instruments or protocols or the 
adoption of new binding legal instruments.

14 The High-Level Expert Group of the European Comission brought together 52 experts: 27 from 
industry, 15 from academia (3 with a legal background and 3 with an ethical background), 6 from 
the civil society and 4 from governmental bodies. 
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The issues to be discussed regarding legal proceedings for AI can be of three 
types. The first group comprises the security and defense of citizens’ rights to 
compensation for damages and the control that AI systems comply with the law 
and do not violate established rights. A second includes how to define and assess 
accountability for the acts of artificial entities equipped with AI and autonomous 
learning and decision capacity? Should they have the same rights and duties as 
natural persons and be sued or punishable? Or should the responsibility pass to the 
creators or users of the system? Finally, the third concerns the use of AI by agents 
of justice in the application of the law and the obedience to ethical requirements. A 
good overview of these legal issues can be found in a text by Dempsey (2020). 

Nowadays national legislation for AI framing is still very scarce around the world 
and AI systems are lightly regulated. There are, however, a number of international 
legal instruments that deal with certain aspects pertaining to AI systems. The 
greatest effort in this direction is taking place in the European Union (EU). One 
of the results of this effort is the General Data Protection Regulation (EU (b) 2016) 
(GDPR) that entered into force on 25 May 2018 (EU (b) (EU (d) 2018)) and try 
to concretise the fundamental right to personal data protection. GDPR fixes general 
and specific rules applying to sensitive categories of personal data such as health 
data and introduced a single legal framework across the EUwith provisions allowing 
EU member states to enact national legislation specifying, restricting, or expanding 
some requirements. Administrative fines and penalties are considered. There is also 
a special research regime which provides flexibilities for scientific and statistical 
research. 

Another UE initiative is the Proposal for Harmonised Rules on Artificial 
Intelligence or AI Act (EU (c) 2021). This proposed legislation classifies AI systems 
as high-risk (or not) based upon intended use. High-risk systems (e.g. remote 
biometric identification, evaluation of creditworthiness and credit scoring, judicial 
decision-making and recruitment and other employment decisions) would have 
to demonstrate compliance through conformity assessments before introduction 
into the market and certain uses of AI would be prohibited altogether. This risk 
classification does not include the precise assessment of the human or social damage 
and its respective probability. It thus seems difficult an adaptation of this regulation 
to the dynamic evolution of the market and of new AI products. 

The use of AI in the judicial systems is a very relevant topic for its symbolic 
aspect. The way justice incorporates efficiency criteria using AI products must be 
exemplary. An in-depth study on the use of AI applications in judicial systems 
is presented in the Appendix of the European Ethical Charter on the Use of 
Artificial Intelligence in Judicial Systems and their environment (EU (d) 2018), but 
some issues can be highlighted. The risk of slipping into a position of immediate 
acceptance of decisions by artificial entities supposedly endowed with exceptional 
powers, but unpredictable and without explaining how and why they decide, is one 
of them. This idea permeates many analyses of predictive justice that lend these 
devices immediate or future capabilities to better predict human acts or to know the 
truth. This predictive justice cannot reflect the full reasoning of the human judge. An 
evolution that needs to be regulated through a permanent critical analysis because
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Law has been and must continue to be a human activity supported by technology 
but never subordinated to it. 

5 Concluding Remarks 

Recovering our starting point, AI is a human production that should neither be 
idolized nor demonized, but rather evaluated with a critical spirit, both in its 
benefits and risks for the preservation of humanity as such and at the service of 
its development. 

It is in this context that we highlight some key aspects to bear in mind in the 
present and future debates on AI: 

– the application of new technologies with characteristics that surpass those of 
humans and with autonomous capabilities may lead to changes in social values 
and in legal procedures and concepts. However, human actions should not be 
submitted to judging criteria appropriate only to artificial beings with superior 
specific capacities or an indeterminate decision process; 

– there is a risk of a progressive devaluation and decay of human capacities 
rather than a greater human behavioral and cultural development of society. The 
announced society of freer knowledge can slide to a more regulated society, 
complying with the rules imposed by a technology without limits of innovation 
with the justification of the optimization of rationality and efficiency. The 
meaning of life would tend to be reduced to the enjoyment of technological 
products and submission to decisions arising from AI algorithms; 

– the education of new generations can constitute the path for a more adequate 
evolution of society and to avoid Stephen Hawking’s prophecy: “the end of the 
human race”. A society that knows how to reflect on the essential values and 
meaning of life and that enjoys them fully but in a sober way. One of the means 
for a more adequate education and preparation is perhaps the multidisciplinarity 
in academic training, avoiding a tight specialization and providing a better view 
to the different perspectives of reality and the human society; 

– it is an illusion to believe that technology only solves problems and satisfies 
desires. It also creates new problems, eventually with severe and irreversible 
social damage. Human intermediation and accountability for autonomous acts 
of AI digital systems is a fundamental protection process for humanity. 

Having addressed some ethical issues and underlining the need to build a broad 
ethical consensus as the foundation of the legislative initiative, we have also pointed 
out some guidelines for legal initiatives in this realm. The harshest challenge lays
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probably at the political level, aiming the establishment of global governance in the 
field of AI.15 
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Autonomous and Intelligent Robots: 
Social, Legal and Ethical Issues 

Pedro U. Lima and Ana Paiva 

Abstract The word “robot” was used for the first time in 1921 by the Czech writer 
Karel Čapek, who wrote a play called R.U.R. (“Rosumovi Univerzální Roboti”), 
featuring a scientist who develops a synthetic organic matter to make “humanoid 
autonomous machines”, called “robots”. These so called “robots” were supposed 
to act as slaves and obediently work for humans. Over the years, as real “robots” 
actually began to be built, their impact on our lives, our work and our society, has 
brought many benefits, but also raised some concerns. This paper discusses some 
of the areas of robotics, its advances, challenges and current limitations. We then 
discuss not only how robots and automation can contribute to our society, but also 
raise some of the social, legal and ethical concerns that robotics and automation can 
bring. 

1 Introduction 

Robots are complex (usually electromechanical) systems, equipped with processors, 
actuators, sensors and batteries. Actuators can range from wheels or legs, that make 
a robot locomote, to loudspeakers that allow the robot to communicate through 
speech or non-verbal acoustic signals, and include arms to grasp or manipulate 
objects. Video camera, microphone, or touch and tactile sensors enable robots to 
replicate some human senses, but also to perform other measurements, such as 
distance, orientation or speed. Robots need on-board processors, such as those 
in the computers we use in everyday life, to be autonomous regarding decision-
making and action capabilities. Such processors run algorithms that, with greater 
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or lesser sophistication, provide the robot with autonomy and machine intelligence, 
including the ability to learn. Energetic autonomy is provided by on-board batteries 
or renewable energy sources. 

The word “robot” was used for the first time in 1921 by the Czech writer 
Karel Čapek, who wrote a play called R.U.R. (“Rosumovi Univerzální Roboti”), 
featuring a scientist who develops a synthetic organic matter to make “humanoid 
autonomous machines”, called “robots”. These so called “robots” were supposed 
to act as slaves and obediently work for humans. Over the years, real “robots” 
began to be built, and the introduction of robots in factories dates back to the 
1950s. The first automatic guided vehicles (AGV), mobile robots that followed a 
path realized by cables buried in the ground, were invented in 1954, but the term 
AGV was only coined in the 1980s. Industrial manipulators were also conceived in 
the mid-1950s but only introduced in factories in the early 1960s. The first mobile 
robots using vision were developed in research laboratories in the USA, such as 
the Stanford Cart (1961) and Shakey (1966). From them on, progress in autonomy 
was swift towards robots deployed in environments less structured than factories, 
e.g., homes, offices, hospitals, roads, search and rescue scenarios, Moon or Mars, 
requiring advanced perception and decision-making. These robots, called service 
robots, have evolved to interact with humans in daily activities and even replacing 
the humans in household chores, and inaccessible/dangerous locations. 

While industrial robots triggered social problems by replacing workers in 
factories, they undeniably led to a production growth and wealth increase that, 
together with other factors, increased well-being, wealth redistribution and new, 
less boring and less dangerous jobs. On the other hand, service robots may or 
may not replace human work and, even if they do, the amount of jobs lost is 
variable. For instance, a vacuum-cleaning robot helps with household chores, but 
it hardly replaces domestic workers; however, autonomous trucks may lead to a 
significant loss of jobs among truck drivers. Moreover, service robots that include a 
strong component of interaction with humans also raise ethical and legal issues: will 
they disclose any private information of their human companions? Can they harm 
humans? 

These issues become more delicate when robots act autonomously. Although 
there is no universally accepted definition of “autonomy” for robots, we adopt the 
notion that an autonomous robot is an “embodied” system, endowed with sensors to 
perceive and understand the surrounding world, actuators that allow it to act on that 
world (possibly including interaction with other robots, animals and/or humans), 
and decision-making capacity independent from complete external control, namely 
by humans. We should note that autonomy is a loaded term in Artificial Intelligence 
(AI). C. Castelfranchi discusses autonomy as a relational notion (Castelfranchi 
1994) that entails different dimensions, leading to distinct types of autonomy, in 
particular, “executive autonomy”, that means to be able to move, act and make 
decisions in the world without the need to be explicitly helped to do so. Although 
this is subject to intense philosophical debate, we also consider that autonomy is a 
necessary, but not sufficient condition for a robot to be endowed with intelligence 
(in the sense of machine-intelligence). In this sense, machine-intelligence requires,
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in addition to autonomy, the ability of a robot to adapt its behaviour and actions to 
the surrounding world. Note however that this distinction is relevant. First there is a 
wide misunderstanding about what robots are, often confusing intelligent software 
systems, or “dis-embodied” agents, with autonomous robots. As argued, robots need 
to be able to physically perceive and act in the physical world. Secondly, not all 
robots are intelligent or autonomous, and many, for example many of the toy drones, 
are tele-operated and controlled by humans, where their intelligence and autonomy 
is non-existent. Often the public debate about the ethical and social issues raised by 
robots confuses the general software systems, endowed with artificial intelligence, 
with robots and considers all autonomous robots as intelligent. 

We consider that autonomous robots, as defined, given their specific character-
istics, bring new social, ethical and legal concerns, which we will discuss in this 
chapter. 

This chapter is organized as follows: first we provide a brief view of industrial 
robots, followed by service robots. Then we discuss the potential for these robots to 
be placed in social settings, and how intelligence is needed for social interactions 
with humans. Given these types of robots, we then discuss the social, ethical and 
legal implications of their integration in our society. 

2 Industrial Robots and Automation vs Service Robots 

Robots were introduced in factories to automate repetitive tasks that were performed 
by humans up to then. Those included robot manipulators, mimicking human arms, 
in different operations: picking objects from pallets in transporting vehicles or from 
conveyor belts and placing them into manufacturing cells, and back from there to 
other conveyor belt or transportation vehicle; assembling parts into a more complex 
object; painting and welding. They also included mobile robots, in the form of 
AGVs or LGVs (laser-guided vehicles, that do not need buried cables or painted 
lines on the ground) to carry objects autonomously between different locations in 
the industrial plant. 

A common feature of all these applications and scenarios is their structured 
nature. The locations of conveyor belts, pick and place posts, and manufactur-
ing/assembly cells with machines, are well known, static and easily recognizable. 
In most cases, objects are channelled to very precise locations where they are 
picked by the manipulators, and loading/unloading stations have clamping and 
fixture mechanisms that force the objects to be tightly confined to their transporting 
platforms. Industrial robotics is also commonly designated by automation, because 
the involved robots perform automatic operations, but are not autonomous in a strict 
sense. In most cases, traditional industrial automation does not require sensors such 
as vision to locate objects to be picked, or the most adequate placing locations for 
them. It also does not handle deformable objects such as food or soft packages. 

In the last century, documentaries of robots automating production in con-
struction, assembly, painting, parts transport and welding factories dazzled the



130 P. U. Lima and A. Paiva

Fig. 1 Service robot for construction and brick transportation 

general public. But the more modern and challenging robot research seeks to create 
machines capable of dealing with less structured and less predictable environments, 
such as our homes or even outdoor environments, populated by humans and other 
agents that do not behave as deterministically as in a factory environment. These are 
called service robots (see an example in Fig. 1). 

Service robots range from the commercially successful vacuum-cleaning robots 
to a planetary rover exploring the surface of Mars. Vacuum cleaners wander around 
the home covering the largest possible area while avoiding unexpected objects 
(such as things left on the floor, table and chair legs, or a person feet) detected 
by onboard vision and laser scanning sensors. Martian rovers move across difficult 
terrains they need to observe before the next move, heading towards locations 
of scientific interest that were previously identified by their on-board cameras. 
Service robots also include autonomous driving cars, search and rescue teams 
of heterogeneous (land, air) unmanned vehicles, medical robots to assist human 
surgeons in performing surgeries, or robots assisting patients in hospitals and 
healthcare facilities, agriculture robots, surveillance drones and many others. 

A common feature in service robots is that they operate in unstructured, often  
previously unknown environments, where sensors are essential to build a situational 
awareness by the robot, so as to support its reasoning and decision-making. Service 
robots cannot afford to act automatically. They need to be autonomous or, at least, 
have a high degree of independence from human remote operators. Because of that, 
they raise a new plethora of ethical and legal problems (e.g., which action should the 
robot pick when there are alternatives and they have different impacts in the human 
safety; what must an autonomous car do to ensure it abides by the driving rules) 
that were not raised before by industrial robots, whose main impact was social,
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Fig. 2 Baxter robot for small factories 

namely concerning job losses. Indeed, most service robots tend to be pervasive 
in operations not commonly performed by humans, such as non-repetitive and/or 
dangerous scenarios, so the social impact is relatively small. Nevertheless, they 
start entering industrial scenarios (e.g., using force sensors to endow robots with 
the ability to avoid harming humans, thus reducing the space occupied by robotic 
cells and their safeguards—see Baxter in Fig. 2; to perform pick and place actions 
over less structured environments, soft packages and materials) and large operations 
such as autonomous taxis and trucks, which may lead to large replacement of human 
work force by autonomous machines. 

Current research on service robots is very much focused on robots that col-
laborate with humans and not on robots that replace humans. Search and rescue 
robots are developed to collaborate with Civil Protection teams; medical robots 
help doctors and nurses in hospitals, and planetary rovers extend the reach of 
human curiosity to the exploration of Mars. This also raises other challenging and 
interesting social questions: how should the robots act so as to interact the more 
naturally possible with the humans? What does it mean to act socially? 

3 Robots and Humans: The Rise of Intelligent and Social 
Robots 

Would a rescue robot, as it interacts with humans in an emergency setting, be 
considered a social robot? Or a drone that flies in a formation with other drones 
to overcome some obstacle? The word “Social” arises from the Latin word “socii”,
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Fig. 3 Examples of social robots—from left to right: Vizzy, Pepper, ASTRO and MBOT 

meaning friends or allies. The concept of being “social” in general is associated with 
behaviors that take into account others, their interests, motivations and needs. An 
individual is considered social if she/he has the capability to interact and consider 
the others in his/her actions, and thus establish social relations. However, “sociality” 
in robots, may cover different perspectives or even degrees. Many service robots, 
can be classified as a being “socially evocative”. For example, a robot with big eyes, 
such as the Vizzy robot built by the ISR institute in Lisbon (see Fig. 3) or Roomba, a 
vacuum-cleaning robot that moves purposefully around in a home: both may evoke 
responses that are social and emotional in nature. Just their physical embodiment 
and their autonomous actions are enough to act as a natural interface to elicit human-
like responses, even if the robots themselves are not actually capable of responding 
in a clever and social manner. Furthermore, just by being placed in a social setting, 
robots can be socially receptive, that is, benefiting from the interactions with others, 
learn from a human “teacher” and thus, improve their performance. However, as 
more robots are required to perform activities in human-centered settings, they will 
be given “social competencies” . Social robots are considered to be able to perceive 
each other and humans, engage in social interactions, possess histories (perceive and 
interpret the world in terms of their own experience), explicitly communicate with 
humans and learn from them. 

But social robots are often designed to execute tasks that in essence may not 
be “social”. For example, consider a robot in a healthcare setting designed to 
transport materials from one place to another in a hospital. Most of its jobs, like 
carrying medicines, or linen, are not necessarily social. Yet, social competencies, 
when present, can enrich the interaction they establish with humans around them, 
and improve their performance. For example, the healthcare robot may be able 
to recognise nurses, respond and execute their orders given in natural language, 
interact with patients, and provide information when needed. Another example 
is our vacuum cleaning robot, that can be given some social competencies, such 
as avoiding or interacting with humans, or adapting its actions to habits of the 
members of a household, making its performance more efficient. So, there social 
competencies can be seen as the stepping stones for robots to become active 
members of our lives and society. From a technical point of view, this entails 
building social competencies (Fong et al. 2003), that include the capability to 
recognise humans, understand their actions, perceive their emotions, use natural



Autonomous and Intelligent Robots: Social, Legal and Ethical Issues 133

language and non-verbal cues and in general recognize, “understand” and reason 
about the social situations they will be immersed. 

But building these social capabilities requires advanced AI techniques and algo-
rithms. To perceive humans, capture their actions and emotions, techniques from 
vision and social signal processing are needed. For action generation, automated 
planning algorithms are required. Natural language and speech processing methods 
are essential if we want robots to interact in a natural and human-like fashion with 
humans. Further, as we also need robots to be able to adapt and learn to execute 
tasks, we need to use machine learning algorithms. In fact, many of the major AI 
techniques that are being developed in AI nowadays are essential to build intelligent 
social robots that are able to act in dynamic and social domains. Furthermore, social 
robots constitute the ideal test-bed for the integration of such techniques. 

Typical application domains for social robots are vast, and include healthcare, 
transport, logistics, cleaning, education, entertainment, agriculture, and others. 

In the context of healthcare, there has been a considerable development in 
the past few years, with a clear increase since the COVID-19 pandemic. Robots 
are being introduced in healthcare facilities to transport materials and supplies, 
especially in situations where such transport may pose risk to the exposure to 
pathogens, such as a virus. Another important use of social robots has been for 
therapy and care, in particular for the elderly and for patients with dementia. A 
study analyzing the use of the robot PARO (a seal-like robot) in home care facilities 
in Japan, has shown the positive impact that the robot has in decreasing stress and 
calming down patients with dementia, also providing indirect benefits by increasing 
their activity in particular social interactions (Šabanović et al.  2013). Another study 
has shown that the use of a home robot for the elderly, in rural areas of New 
Zealand, lead to an increase in quality of life, more independence and autonomy 
by the elderly, and a decrease in primary care visits and phone calls to healthcare 
practitioners (Orejana et al. 2015) . These results are encouraging signs that the 
technology can have a positive social impact in our ageing society. 

The area of transportation is perhaps one of the areas where service robots 
have shown the largest increase as autonomous vehicles began to be placed on our 
roads. Roads are, in essence, a social setting, meaning that autonomous decisions 
by vehicles must consider the presence of other drivers as well as pedestrians. 
Autonomous cars are therefore endowed with competencies (in prediction and 
action) associated with social interactions. Furthermore, the social impact from the 
potential increase of their use in the roads is undoubtedly quite large. Although 
this impact has been shadowed by the overstated predictions that autonomous cars 
would be dominating the roads by 2020, we cannot ignore the social, ethical and 
legal implications that autonomous vehicles will have in the future. 

Other areas of application such as cleaning and logistics are also increasing, 
and once again, the pandemic gave rise to a series of applications where robots 
can be used to provide safe and efficient ways to do their jobs. These application 
areas of robotics, where robots become integrated in our social settings, raise 
concerns in the general population, in manufacturers and in law-makers. Still a 
widely unregulated market, robots may in the future be placed in settings where they
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interact with humans capturing private information, influencing their actions, and 
largely impacting the unstable job-market. Yet, as mentioned before, some of these 
fears are still unfounded, and the eco-system that is being built for the introduction 
of AI into our society and legislation being drawn as we write, is a safeguard for our 
robots. 

in this paper we draw some of the social ethical and legal implications of this 
fascinating new technology. 

4 Ethical, Social and Legal Impacts 

For robots to be able to succeed as a technology that makes our world a better place, 
we must engage researchers, designers, developers, engineers, companies and law-
makers, into building an ecosystem where robots are trusted, effective, secure and 
relevant to our society. The current perception of autonomous robots by the general 
public often imagines futuristic capabilities in the robots. Robots are portrayed as 
being capable of executing extraordinary jobs and deal with many different tasks 
and problems. And, in spite of the fact is that the technology is still quite limited, 
many non-justified fears and concerns have emerged in the general public. 

Discussions on “killer robots”, or “robots for the elderly”, have invaded the 
space of public opinion. But, in many cases these concerns deserve deep debates 
and a serious approach. The (still) immature state of this discussion, which is 
understandable given its relative novelty of the field, means that matters of a 
different nature are often associated with ethical problems resulting from an 
exaggerated perception of robots. In this chapter we will try to raise and discuss 
some of these concerns, and distinguish between the ethical, social and legal debates 
that need to exist around this new technology. 

4.1 Ethical Issues 

How should an autonomous robot react in situations where its decisions may harm 
humans? What about the protection of humans’ privacy when, e.g., a domestic 
assistant robot is wandering around the house with a camera and interacting with 
the human in ways that may reveal his/her intimate behaviour? should autonomous 
robots be involved in health care, from monitoring the elderly or children to 
surgical interventions? And what is the impact of the progressive introduction of 
bionic devices (prostheses, exoskeletons) in humans, which could 1 day lead to 
the difficulty of distinguishing between human and robot? These questions lead to 
ethical problems that need to be addressed as robots are created. These questions 
need to be addressed by robotic manufacturers, by researchers and law-makers in 
collaboration.
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In fact, the discussion around the ethics of decision-making and behaviour by 
autonomous robots gained new strength and relevance with the awareness of the 
very likely massification of driverless (or autonomous) cars. As the Google/Waymo 
Car and other vehicles from car manufacturing companies started entering our 
daily lives, they have faced a growing number of situations, particularly in urban 
environments, in which they have to take decisions autonomously. Typical examples 
representative of these situations are abundant. 

Consider the situation: an autonomous vehicle moves at a considerable speed 
and detects a group of pedestrians crossing the road unexpectedly; the potentially 
fatal run-over cannot be avoided without the vehicle deciding to leave the road, 
eventually running over a pedestrian who walks on the sidewalk. What should the 
vehicle’s decision be:

• (1) go forward, running over pedestrians on the road, or to deviate, running over 
the pedestrian on the sidewalk?

• (2) leaving the road, eventually sacrificing the life of its occupant(s), or moving 
on, running over the pedestrians that got in its way? 

These types of dilemmas have been explored in the moral machine project1 that 
was created to explore moral dilemmas that are faced by autonomous vehicles. 
The online platform presents moral dilemmas to users that must choose between 
two potential bad outcomes, such as killing three passengers in the autonomous 
car or killing three pedestrians. This platform has been used to gather millions of 
decisions in ten different languages and 233 countries. The data shows that people 
prefer sparing humans to animals, and sparing more and young lives (Awad et al. 
2018). This study is important as it gives data to policy-makers for how to deal with 
situations where machines may have to decide who should live or die. 

The issue of the ethics of decision-making by robotic systems begun to be 
seriously addressed by some countries and organisations in the world, starting from 
the document produced by the British Standards Institute in 2016, with guidelines 
on ethical rules to be followed in the design of robot systems by managers and 
designers (BSI Standards Institution 2016). Similarly the IEEE Global Initiative 
on Ethics of Autonomous and Intelligent Systems (“The IEEE Global Initiative”) 
produced the Ethically Aligned Design2 document that provides guidance to 
developers, governments, businesses, and the public, to how to deal, design, use 
and establish rules for advancement of autonomous systems that contribute to the 
society. 

In the last few years the High-Level Expert Group on AI (AI HLEG) from 
the European Commission has issued a set of ethics guidelines for achieving 
trustworthy AI. Obviously, as we deal with autonomous robots, which are endowed 
with different AI algorithms used for their functioning, these guidelines may also 
apply. We can therefore extrapolate such guidelines to intelligent robots: (1) Human

1 See https://www.moralmachine.net/. 
2 See https://ethicsinaction.ieee.org/. 

https://www.moralmachine.net/
https://www.moralmachine.net/
https://www.moralmachine.net/
https://www.moralmachine.net/
https://ethicsinaction.ieee.org/
https://ethicsinaction.ieee.org/
https://ethicsinaction.ieee.org/
https://ethicsinaction.ieee.org/
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Agency and Oversight- robots and robot systems should respect human agency 
and support oversight of their execution; (2) Technical Robustness and Safety-
robots should be robust and safe as they interact with humans and in our society; (3) 
Privacy and Data Governance- robots should follow the established privacy rules 
and data governance mechanisms; (4) Transparency- robots should be transparent 
when making decisions, and about their capabilities, making clear why certain 
decision is the appropriate; (5) Diversity, Non-discrimination and Fairness-
Robots should respect not discriminate nor cause discrimination, and guarantee 
fairness in their decisions; (6) Environmental and Societal well-being- robots 
should foster societal well-being and contribute to a better society and environment; 
(7) Accountability- a clear accountability process and eco-system should be in 
place and followed by robot manufacturers, guaranteeing that when problems occur 
the process can be triggered. 

Adopting theses guidelines, has lead to the field of Responsible Robotics 
that deals with ”the responsible design, development, use, implementation, and 
regulation of robotics in society” (van Wynsberghe and Sharkey 2020). In particular 
medical and healthcare robots raise particularly relevant ethical problems. Robots 
began to enter hospitals in very different ways. The best known and probably the 
most impactful to date are robots that support surgeons in performing surgeries, 
increasing accuracy and filtering out unavoidable tremors even in the best special-
ists. But for some years now, mobile robots have been transporting meals, medicines 
and various instruments between hospital areas, freeing up medical and nursing staff 
to carry out tasks that are closer to patients. There are more recent examples, still in 
an embryonic state, of robots that interact with the elderly and children, seeking to 
improve their clinical condition by encouraging exercise or performing interactive 
games, respectively. 

There are also other measures taken to address some of these ethical issues, that 
question the role of the robots, and foster the development of “collaborative robots”. 
The main idea is that instead of replacing workers by machines in carrying out tasks 
that require deep professional knowledge and experience, focus on tasks where the 
robot can free the doctors and nurses to focus on their main activities. Examples of 
these are robots that transport meals and medicine to rooms of an hospital, robots 
that provide remote access to highly contagious patients, or robots that provide 
assistance to patients not requiring the more affectionate presence of humans. 

4.2 Social Issues 

The massive introduction of robots into society may contribute to the society 
not only in positive terms, but also by its impact on employment, self-esteem 
and/or human behaviour. The controversy raised by the replacement of humans 
by machines in work activities are not new, and are not restricted to the loss of 
jobs, which, in fact, did not happen, in past situations. In 1821, at the peak of the 
industrial revolution, the economist David Ricardo claimed that the introduction
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of machines would being harmful to the interests of the working classes, namely 
because the wealth created benefited above all those who lived on capital income. 
Yet, past automation has improved the living conditions of the societies in which it 
has been installed, and has provided better paid, less inhumane and less dangerous 
jobs. 

Thus, the question one should pose is whether the current revolution will 
be different. The international press has come forward with the most terrifying 
estimates about the consequences of the robotization of society. According to a 2013 
study by Carl B. Frey and Michael Osborne of the University of Oxford, 47% of US 
jobs would be at risk of being replaced by “computer capital” (Frey and Osborne 
2013). A more recent study by Merrill Lynch predicts that, by 2025, the annual 
impact of “creative disruption” resulting from Artificial Intelligence could reach 14– 
33 billion (billions of dollars), including a reduction of $9M in knowledge-based 
employment costs, replaced by machines; $8M in manufacturing and healthcare; 
$2M resulting from the use of autonomous vehicles and drones (Lynch 2015). 

The key issue underlying all these numbers is that they essentially result from 
developments in intelligent autonomous agents that are not “embodied” and do not 
interact with the surrounding world except through a computer keyboard and mon-
itor. This predictions can be appreciated given the current situation with increase 
use of smartphones, or Internet search agents (e.g., Google, travel agencies), or 
recommender systems, showing that Artificial Intelligence (AI) is rapidly putting 
many jobs at risk—a transformation that, according to McKinsey Global Institute, 
occurs ten times faster, and on a scale three hundred times the past. But the 
problem would be bigger if the same were to happen with Robotics, since retraining 
workers specialized in physical tasks, not intensive in knowledge, can be much more 
complicated, especially at the rate of change at which the changes take place. Yet, 
it turns out that the technological development of Robotics, despite many recent 
advances, is incomparably harder, smaller, and even autonomous vehicles, which 
are promising a dazzling appearance, will take many years to completely replace 
driver-driven vehicles—e.g., as evidenced by an infamous fatal accident in the US 
with a Tesla car on autopilot, resulting from the overconfidence of the driver and 
the manufacturing company. The situation is even more glaring when we talk about 
robots that help in household tasks, or in hospitals, in agriculture or even in modern 
factories, more flexible and with less repetitive work. Not only are these far from 
being autonomous, but many are built to collaborate with humans. 

We are, therefore, considering two different realities, despite normally witnessing 
an association between Robotics (embodied AI) and AI (dis-embodied). However, 
in either case there are concerns and risks to be carefully considered. The benefits 
brought by automation cannot make us give up on finding other occupations and 
jobs for those who lose their current ones—such as creative occupations or the 
maintenance and production of robots. And they should not divert us from social 
concerns that deserve the attention of public policies, that can even pass through the 
creation of mandatory minimum income, and legislation that forces companies that 
become less dependent on human work to (1) retrain or relocate their workers and/or 
(2) pay taxes and social security contributions proportional to the creation of wealth
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resulting from the incorporation of robots and AI technologies in their production. 
Above all, and going back to the concerns of some economists during the industrial 
revolution, we as a society should not allow that the greater wealth generated by this 
technology remains in the hands of very few, namely those of the companies that 
own the technology. The risk of this happening if we do not act is disproportionately 
greater today than it was in the nineteenth century. 

4.3 Legal Issues 

Reflection on the ethics of decision-making often leads to discussions on legal 
issues, namely on how (and to whom) to assign legal responsibility for such 
decisions. Questions such as who is legally liable by an autonomous robot actions? 
How far can a surveillance robot go without interfering with citizens security and/or 
privacy? How is intellectual property protected regarding inventions performed with 
the help of agents or robots? Furthermore, if 1 day robots are to be confused with 
humans, or animals, in the sense of having their own identity, should their rights 
also be protected? 

The European Commission has been at the forefront of regulation, with the new 
proposal for an EU regulatory framework on artificial intelligence (AI) launched in 
April 2021.3 The proposed legal framework focuses on the specific utilisation of AI 
systems and associated risks, focusing primarily on guaranteeing trustworthiness in 
the process of creating and delivering intelligent systems. In spite of being a first 
and admirable attempt to making sure that AI is used in a way that companies and 
users can trust, some aspects related with embodiment, and thus, intelligent robots, 
are left untouched. Furthermore, these new regulations may raise other problems, 
because it is not clear who would be responsible for implementing the laws and 
guaranteeing the compliance with them. Common sense may indicate that the laws 
and guidelines are aimed at robot designers, producers and operators, but given the 
robot’s autonomy shouldn’t it be endowed with the capacity for self-awareness so 
that, evaluating the situation, decides by itself to apply or not all the other rules 
that determine its operation? We should not forget that robots can be initially 
deployed with capabilities that improve over time. So, issues related with the ethics 
of robot systems that interact with humans, point towards attributing a level of 
legal responsibility for a potential accident, and for the damage caused by it, in 
proportion to the amount of instructions initially programmed in the robot versus the 
amount of autonomy acquired by learning, already without the direct intervention 
of its programmer. In this way, an intelligent autonomous robot with more years 
of experience and, during which it learned new behaviours and actions, would 
assume greater legal responsibilities. Yet, evaluating the autonomy ratio taught by

3 See https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from 
=EN. 


 486 57269 a 486 57269 a
 
https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52021PC0206&from=EN


Autonomous and Intelligent Robots: Social, Legal and Ethical Issues 139

the designer in relation to that learned by the robot is certainly difficult, and a more 
pragmatic alternative would be to introduce mandatory insurance, or as proposed by 
the EU, making sure that decisions taken are transparent and can be inspected by 
external entities. We agree that a legal framework such as what is proposed by the 
EU, embracing the current technology to guarantee its proper, sound and positive 
use in our society is very important. Yet, we should not exaggerate in the regulation, 
because autonomous robots are still in its infancy, and legalizing it creation and use 
too soon may dampen the innovation and compromise the potential social benefits 
that they can bring, not too mention leaving other regions of the globe in an unfair 
advantage in what concerns research and innovation. 

5 Conclusions 

In 1939, the visionary Russian/American writer Isaac Asimov, in his book I, Robot, 
established the so-called Three Laws of Robotics: Law 1- robot cannot harm a 
human being or, through inaction, allow a human being to come to harm; Law 2-
robot must obey orders given to it by human beings except in cases where such 
orders conflict with 1; and Law 3- a robot must protect its own existence as long 
as such protection does not conflict with 1. or 2. In spite of the simplicity of these 
laws, Asimov was able to produce many entertaining and well thought dilemmas 
exploring the difficulty that we have in introducing autonomous machines into our 
society. Indeed, this is a difficult problem, and in here we briefly show just a tip of 
the iceberg. AI and robotics will certainly change the way we live and function in 
society. One day our descendants will wonder about how it was possible to have cars 
driven by humans with all the risks that that entailed; or why it was necessary for a 
worker to make a superhuman effort to carry excessive weights that were harmful 
to his/her health). We believe that AI and its use in Robotics for creating intelligent 
and autonomous robots will be a driver for a societal change that will contribute for 
better, more human, more sustainable and healthier societies. 
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The Ethical and Legal Challenges 
of Recommender Systems Driven 
by Artificial Intelligence 

Eduardo Magrani and Paula Guedes Fernandes da Silva 

Abstract In a hyperconnected world, recommendation systems (RS) are one 
of the most widespread commercial applications of artificial intelligence (AI), 
initially mostly used for e-commerce, but already widely applied to different areas, 
for instance, content providers and social media platforms. Due to the current 
information overload, these systems are designed mainly to help individuals dealing 
with the infinity of options available, in addition to optimizing companies’ profits 
by offering products and services that directly meet the needs of their customers. 
However, despite its benefits, RS based on AI may also create detrimental effects— 
sometimes unforeseen—for users and society, especially for vulnerable groups. 
Constant tracking of users, automated analysis of personal data to predict and 
infer behaviours, preferences, future actions and characteristic, the creation of 
behavioural profiles and the microtargeting for personalized recommendations may 
raise relevant ethical and legal issues, such as discriminatory outcomes, lack of 
transparency and explanation of algorithmic decisions that impact people’s lives 
and unfair violations of privacy and data protection. This article aims to address 
these issues, through a multisectoral, multidisciplinary and human rights’-based 
approach, including contributions from the Law, ethics, technology, market, and 
society. 

1 Introduction 

Artificial Intelligence (AI) is constantly increasing its presence in our daily lives, 
shaping the way we access information, interact with connected devices, share 
personal information, and socially interact with others (Privacy International 2018, 
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p. 4). Progressively, new products and services based on this technology are made 
available, for instance, through audio-visual recommendations; spam filtering in e-
mails; personalized news feeds on social media; search results on search engines; 
virtual assistants and even suggestions on best routes on traffic apps. 

Even though the term “artificial intelligence” has existed since the mid-1950s, the 
growing popularity of these systems is associated with the currently growing of data 
availability, cheaper processing infrastructure, technological advances, and greater 
connectivity (Bigonha 2018, p. 2). In a nutshell, AI may be considered a huge field 
of study, which reunites different technologies that combine data, algorithms and 
computational power (European Commission 2020c, p. 2), capable of behaving 
similarly to human intelligence to achieve specific objectives, usually the solution 
of a specific question (European Commission 2018, p. 1).  

In the current state of the art, AI contributes to social and economic benefits 
in different fields by improving the prediction of results, optimizing operations 
and resource allocation and customizing service delivery, providing significant 
competitive advantages for the companies that dominate it (European Commission 
2020b, p. 1). However, despite potentially beneficial to people and society, AI also 
raises new challenges. 

Therefore, the rapid development and thoughtless application of technology 
establish the necessity to implement ethical principles and regulations for its use 
on the agenda, especially when we talk about machines with the ability to learn by 
itself, generating highly unpredictability results (even without human intervention) 
and great potential to harm fundamental rights. 

The scale and reach of AI systems, the trend toward rapid and careless imple-
mentation, and the immediate impact they have on the lives of many people, may 
reinforce existing problems, besides the creation of new ones (Andersen 2018, p.  
14). The threat posed by AI, then, does not assume the form of a super-intelligent 
robot that dominates humanity, but results from its daily use, as is the case with 
recommender systems, which will be specifically analysed in the following topic. 

2 What are AI’s Recommender Systems? 

In a hyperconnected world, recommender systems (RS) are one of the most 
widespread commercial applications of AI, initially introduced for e-commerce, but 
already widely applied in other fields, such as content providers and social media 
platforms (Sahu and Singh 2019, p. 1).  

Due to the current information overload, these systems are primarily designed 
to help individuals deal with the countless options available, as well as optimizing 
companies’ profit generation by offering products and services that directly meet 
their customers’ needs (Zhang et al. 2020, pp. 1–2). So, ideally, while RS create 
better user experiences, they also help providers fulfil their purpose of increasing the 
number of sales and clicks and, hence, profits, as well as increasing user engagement 
and satisfaction across different platforms (Tejeda-Lorente et al. 2018, p. 3).
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Given its effectiveness, the use of RS already covers different domains, including 
streaming (Netflix and Spotify), news (CNN and Google News), dating (Tinder and 
Grindr), food (Ifood and UberEats), travel (Booking and AirBnB), social media 
(Facebook and LinkedIn), search engines (Google) and e-commerce (Amazon) 
(Paraschakis 2018, pp. 2–3). In the current big data era, the basic idea of recom-
mender systems is to use the different data sources available to infer and predict the 
interests, tastes, and future behaviour of users to recommend personalized content, 
products, or services (Aggarwal 2016, p. 1).  

Therefore, RSs are considered an algorithmic information filtering tool, capable 
of assisting users in their decision-making process, shaping online experiences by 
indicating items that are likely to please them (Mazeh and Shmueli 2020, p. 1).  
The prediction of the items’ usefulness for a given user varies according to the 
recommendation algorithm model used (Zhang et al. 2020, p. 2). Currently, there 
are three main models: 

1. content-based approach—recommendations are sent based on descriptions of 
items previously approved by the user, either through direct assessments or 
inferred behaviours (Jannach et al. 2010, p. 4);  

2. collaborative filtering—process information on behaviours and opinions of a 
community to predict items of interest to the target user, as long as the group 
and individual profiles are similar (Jannach et al. 2010, p. 13); and 

3. knowledge-based approach—instead of historical data, this model combines 
features submitted by the user with knowledge about a specific area, such as 
marketing or sales information. It is more used for more complex and less 
frequent situations, such as carrying out financial transactions or buying cars, 
apartments and luxury items (Aggarwal 2016, pp. 14–16). 

In addition to the three main models, there are also hybrid systems, which combine 
the strengths of each of the previous models to create more effective systems, and 
systems that consider context, such as information about time, location, emotions, 
and social relationships (Jannach et al. 2010, p. 21; Aggarwal 2016, p. 8).  

Regardless of the model, sending personalized recommendations requires build-
ing a user profile (profiling) (Kanoje et al. 2015, pp. 1–2)1 that summarizes their 
preferences, tastes, frequent behaviours, and interests. This information can be 
extracted either implicitly, from the monitoring of the individual’s behaviour online, 
or explicitly, when the user himself directly provides his data, such as filling out 
forms (Jannach et al. 2010, pp. 1–2; Paraschakis 2017, p. 211). 

In summary, RS are essentially composed of three steps: (1) collection of 
personal data, directly or indirectly provided by users (input). In the latter case, 
they include, for example, click flows, browsing history, structural information of

1 Briefly, the behavioural profile is a set of patterns used to concisely describe the user from their 
data, which are processed to infer their characteristics, future behaviours, tastes and interests. This 
process allows classifying them into profiles, used to recommend personalized items to better 
satisfy them. 
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visited web pages and purchase records, observed and inferred from the constant 
monitoring of the individual online; (2) data processing for the creation of the user 
profile, which can be represented by, for example, groups of terms or keywords; 
(3) targeting personalized content in the form of recommendations (output) (Nadee 
2016, pp. 16–23). 

There is no doubt that RS provide benefits in terms of organization, time opti-
mization and improvement of the individual’s online experience, by helping them 
search for content, services and products of interest. However, this technology may 
also generate negative—sometimes unanticipated—effects for users and society, 
especially vulnerable groups. Constant monitoring, automated analysis of personal 
data to predict and infer individual behaviours, preferences and characteristics, the 
creation of behavioural profiles and, finally, the sending of personalized recommen-
dations may raise relevant ethical and legal questions, as it will be analysed in the 
next topics. 

3 Ethical and Legal Challenges Associated with RS 

The development, implementation and use of complex recommender systems may 
lead to significant ethical and legal problems. Concrete or potential damages and 
violations of fundamental rights are already a consequence of this technology, such 
as the lack of transparency and explanation of results (algorithmic opacity), reduc-
tion of individual autonomy, exposure of users to unjustified violations of privacy 
and data protection, unconscious manipulation of behaviours and discrimination 
(Milano et al. 2019, pp. 5–6). 

In order to mitigate some of these threats and damages from AI in RS, it is 
necessary to introduce an ethical and regulatory debate on possible limitations 
applicable to this technology. In addition to binding legislation, ethical guidelines is 
a first step that must also be considered to minimize the risks associated with these 
systems and, simultaneously, maximize their benefits (Ekstrand and Ekstrand 2016, 
p. 16). 

For some years, there have been a worldwide concern to define ethical limits for 
AI. A growing number of initiatives from different stakeholders define recommen-
dations and guidelines for building ethical, trustworthy and human-centred AI. By 
2020, at least 84 initiatives of AI ethical principles had been mapped, coming from 
public and private organizations, especially from Europe and United States (Jobin 
et al. 2019, p. 391; Hartmann et al. 2020, p. 6).  

Although most documents set out a general ethical framework for AI, which 
focuses on protecting vulnerable people and dealing with asymmetries of informa-
tion and power (Beil et al. 2019, p. 4), as RS are based on AI algorithms, these 
common basic principles can be directly applicable to them (Jobin et al. 2019, pp. 
391–396). Among the principles most cited by these documents are transparency, 
justice, non-maleficence, accountability, privacy, beneficence, freedom, autonomy 
and trust.
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Thus, the analysis of this technology through an ethical principle approach may 
be a relevant starting point to contrast how far RS’s development and use are from an 
adequate implementation, where it acts more beneficially than harmful to society. In 
this regard, to reach such an analysis, the principles of beneficence and maleficence 
play an important role. 

In line with the principle of beneficence, AI-driven technologies, such as recom-
mender systems, should be developed to create an “AI for good”. In other words, 
technology must promote well-being, dignity, common good and sustainability in all 
its phases and designs, in order to benefit people, society and the planet (Guszcza 
et al. 2020, p. 72). In this sense, these tools must promote human potential, creating 
new opportunities that increase individual self-determination, autonomy, human 
agency, social cohesion, and individual and collective capacities (Floridi et al. 2018, 
p. 690). 

Beneficial AI initiatives must achieve physical and emotional well-being at 
individual and collective levels, such as improving health care, providing public 
benefits, expanding positive educational outcomes, and creating safer environments 
(Guszcza et al. 2020, pp. 72–74). Specifically regarding RS, this principle is not 
intended to undermine the great benefits produced by them, but to ensure that these 
technologies work in favour of human beings and not against them. 

For example, a well-designed RS to help sick or unhealthy individuals presents 
a great opportunity to help people achieve a better quality of life in accordance 
with beneficence (Ekstrand and Ekstrand 2016, p. 2). Currently, initiatives in this 
direction already exist, such as wearables with gamification techniques and other 
behavioural interventions in the form of “nudges” created to encourage healthier 
behaviours (Guszcza et al. 2020, p. 73). 

Besides that, based on the principle of non-maleficence, recommender systems 
must be designed not to harm human beings in any way, avoiding predictable, 
unforeseen or unintentional damages, such as biased recommendations, facilitation 
of the spread of misinformation and violation of privacy and data protection rules 
(Guszcza et al. 2020, p. 71). When it comes to non-maleficence, the main point 
is to prevent any type of damage, whether from the intention or malpractice of an 
individual or unforeseen technological behaviour (Floridi et al. 2018, p. 697). 

Therefore, to prevent and avoid harmful RS, it is essential to understand 
technological limitations to manage potential risks (Guszcza et al. 2020, pp. 71–72). 
This principle emphasizes the alarming need to have AI systems in accordance with 
the standards and recommendations of data protection, privacy, cybersecurity and 
safeguarding all human rights by design and by default, in addition to an effective 
accountability system in case of misuse. 

Thus, adjustments and harmonizing agreements between beneficence and non-
maleficence are common, which requires the balance of RS benefits and risks 
in practice (Floridi et al. 2018, p. 697). For example, when companies prevent, 
through automated techniques, harmful content from being recommended to protect 
their users, although AI filtering has beneficial intentions, it can violate individual 
freedom and autonomy. Therefore, in practice, it is important to carefully consider
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the possible ways in which systems could be misused or cause unintended damage 
to mitigate their adverse effects (Ekstrand and Ekstrand 2016, p. 2).  

In this sense, the principles of beneficence and non-maleficence, together with 
other ethical guidelines, connect and unfold in many different legal implications. 
Below, we highlight some of the main ethical and legal challenges that arise from 
the lens of these two values: 

3.1 Opacity 

Some AI experts compare this technology to a black box, as its processes and mode 
of operation would be beyond human capacity to understand (Floridi et al. 2018, p.  
692), especially for people outside the field of technological study. This presumption 
is even more intense in the case of AI algorithms that interact in an open social 
environment and learn by interacting with the space in which they operate, when 
their automated decisions are difficult to explain even for experts. This frequent 
lack of transparency and explanation about the processes and values involved in 
the recommendation tools hinder the creation of better systems, that is, adequate to 
fundamental rights, ethical principles and centred on human beings (Milano et al. 
2019, p. 16). 

3.2 Discriminatory Bias 

RS are created by people, which makes it susceptible to biased results. This 
consequence may arise as a result of the selected training data or (implicit) 
values held by technology developers, which may exacerbate systematic social 
discrimination, even unintentionally (European Parliament 2020, p. 15). 

Due to the data-driven nature of the AI techniques used in the recommender 
system, the selection of the dataset for training must be well defined, otherwise it can 
be an important source of discrimination (Beil et al. 2019, p. 4). For example, when 
available data do not reflect the social diversity present in society, this population 
imbalance within the datasets is likely to generate bias against specific groups. In 
addition, biased content may also arise from feedback loops produced by the system 
for certain user groups, often reinforcing the racial and gender discrimination that 
already exists in society (Milano et al. 2019, pp. 12–13). 

Within the processes performed by RS, profiling is one of the most likely to 
cause discrimination. With personal data, RS providers create profiles of their 
users as a parameter of aspects of their personality and interests, in order to label 
individuals according to certain patterns of habits, behaviours and tastes, which 
has great discriminatory potential, especially in the case of sensitive personal data 
(Mulholland and Frajhof 2019, pp. 269–270).
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3.3 Privacy and Data Protection Violations 

RS based on AI collect, analyse, and process a large amount of personal data. Thus, 
concerns about privacy and data protection grow as their use becomes commonplace 
and applicable in different areas, including in domains with highly privacy risks, 
such as healthcare and banking (Zhang et al. 2020, p. 14). 

In this case, privacy-related risks may arise from all steps of the processing 
of user data. Considering the General Data Protection Regulation (Regulation 
2016/679—GDPR) as a model, when data are collected by the algorithms of 
recommender systems and eventually shared with third parties—often without the 
implementation of security measures, valid consent (or other legal basis) and the 
provision of sufficient information to users—their privacy and personal data are 
violated, which is worsen in the case of data leakage and breach of anonymity 
(Milano et al. 2019, p. 7).2 

In addition, RS’ data processing may result in inferences and predictions of 
confidential and personal information, such as emotional states. Consequently, these 
systems can reach sensitive personal data (such as information about racial or ethnic 
origin, religious conviction, political opinion, health or sex life), from inferences 
extracted from personal data by automated processing for profiling and for the 
creation of personalized recommendations. Thus, significant privacy challenges are 
generated in this scenario, in addition to possible discrimination results (Privacy 
International 2018, p. 18). 

3.4 Diminished Human Autonomy and Self-Determination 

RS involves decision-making processes about their users and their contexts through 
the creation of behavioural profiles. This technology, capable of knowing potential 
users’ preferences and adapting according to their presumed interests, raises 
important questions about privacy, autonomy and the ethics behind the adaptation 
processes (Privacy International 2018, p. 19). 

Individual autonomy involves the capacity for free self-determination and the 
right to make choices based on personal beliefs, information, and values. For this, 
it is essential that the individual has a real and significant opportunity to make their 
own choices, properly informed and free from coercion, restrictions, or external 
influences, excessive or undue (Bernal 2014, pp. 24–25). 

Thus, human autonomy is directly affected by RS, as they limit individual 
freedom, due to their control over influences that are transmitted to users in the 
form of recommendation, besides the fact that, when consent is used as a legal basis

2 See also, on the GDPR, I.1—A Oliveira and M A T Figueiredo—Artificial intelligence: historical 
context and state of the art. 
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for personal data processing, it is rarely informed for the user, but used as an implicit 
condition for accessing a certain desired service (Varshney 2020, pp. 1–2). 

In this sense, RS interferes with people’s autonomy in the form of recommenda-
tion of all types of content, frommusic and movie to job opportunities, pushing users 
in a certain direction, generally related to their preferences drawn from their profiles, 
in an attempt to addict them to some types of content or limit the range of options 
to which they are exposed (Milano et al. 2019, p. 10). Some of these technologies 
act almost like traps to keep users engaged and connected to their platforms (Seaver 
2018, p. 1), which allows greater availability of data to be collected and processed. 

Moreover, the algorithmic profile of recommendation platforms also has a great 
impact on people’s autonomy, as it can interfere with the experience of personal 
identity. First, systems based on user feedback (for example, collaborative filtering) 
do not create a specific and unique profile, but a collective one. Furthermore, 
classification is done by algorithms that analyse and infer tastes and preferences, 
which may not correspond to the appropriate social characteristics or categories 
with which the user identifies (Milano et al. 2019, p. 10). As mentioned before, the 
problem is also aggravated in the usual context of algorithms lack of explainability 
or transparency related to the creation of these profiles. 

Thus, the use of recommender systems by bigtechs today, especially in social 
media, streaming and e-commerce, may also pose intentional risks to users’ auton-
omy. According to their commercial interests, RS providers may also impose hidden 
influences on their users’ behaviour, which is done through monitoring, behavioural 
tracking and exploitation of vulnerabilities and personal data for profiles creation, 
which are used to micro-targeting of content in the form of recommendations 
(Susser et al. 2019, p. 6). This process often occurs without the knowledge of the 
common user, which can interfere with their ability to self-determine and make truly 
autonomous choices (Susser et al. 2019, p. 13). 

3.5 Polarization and Manipulation of Democratic Processes 

Recommender systems and social media filters, by the nature of their design, take 
the risk of isolating users from exposure to different viewpoints. Even when the 
system correctly labels individuals, the effects produced by personalization may 
produce individual and collective harm by creating or exacerbating filter-bubbles3 

3 The idea of “filter bubble” was created by Eli Pariser to designate the phenomenon of algorithmic 
filtering of information, carried out on digital platforms such as social media and search engines, 
responsible for customizing the content that each user has access to, according to their interests, 
which causes the individual to be trapped in a “bubble” of information with which he agrees, while 
what he dislikes, shocks or disagrees with is hidden.
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(Pariser 2011; Magrani 2014, pp. 118–119) and echo chambers (Sunstein 2007, pp. 
43, 60, 217–218; Milano et al. 2019, pp. 13–14).4 

Contents recommended on digital platforms, limited by these phenomena, repre-
sent high risks to public debate and the democratic process, as they may reinforce 
discriminatory biases and individual prejudices, increasing the susceptibility to 
polarization, hate speech and manipulation of public speech. As demonstrated by 
the Cambridge Analytica scandal, RS of streaming platforms and social media may 
become a place for sending targeted political propaganda (Milano et al. 2019, pp. 
13–14). 

Today, due to information overload, there’s no doubt that recommender systems 
may mitigate this problem and help people manage their time efficiently. However, 
in this scenario, as much as technological recommendations can benefit users (help-
ing individual performance in the process of choice, improving and diversifying 
decision making), they are also potentially questionable, as they influence people in 
a specific direction, and generate individual and social harm, such as information 
segregation, bubbles and behaviour manipulation. Thus, to ensure harmony with the 
principles of beneficence and non-maleficence, the system must be well designed 
not only to improve people’s lives, but also to maintain full and effective control 
over themselves (Milano et al. 2019, p. 10), while avoiding harm and limiting risk. 

4 Recommender Systems: Legal and Regulatory Challenges 

Considering the growing importance of RS for our daily lives, simultaneously with 
the increase in their adverse effects, there is a huge need for action. Legal regulation 
initiatives must consider not only official ethical guidelines, but also the effective 
protection of human rights, starting from the basic premise that AI systems must 
work to do good, avoiding harm, not causing it. 

Thus, as RS require the processing of personal data, the issues arising from 
these technologies have been addressed by data protection rules worldwide (Bioni 
and Luciano 2019, p. 2). In this scenario, the European Union (EU) GDPR plays 
an important role as a regulatory model that has inspired many others around the 
world (Silva 2020, p. 214), phenomenon known as the Brussels Effect.5 Although 
the regulation does not specifically address RS or AI itself, it does address their 
fundamental processes, such as the processing of personal data for automated 
decision-making, profiles creation and the recommendation of personalized content.

4 The term “echo chamber” is used by Cass Sunstein to designate an environment in which 
individuals only find ideas, beliefs and opinions that coincide with their own, which reinforces their 
views and does not consider alternative ones. For him, this phenomenon can lead to fragmentation 
and polarization, being a threat to democracy. 
5 The term “Brussels Effect” was coined in 2012 by Professor Anu Bradford of the Columbia Law 
School (Bradford 2012). 
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Hence, to protect fundamental rights, guarantee informational self-determination 
and the free development of personality, the GDPR brings a series of obligations 
imposed on controllers and processors, which include a list of principles (art. 5), 
rights of the data subjects (chapter III) and legal basis for processing of personal data 
(articles 6 and 9). Thus, RS’ platforms must adapt to these rules to protect personal 
data of individuals and, consequently, other human rights potentially threatened by 
RS (Human Rights Watch 2018). 

First, RS’ providers need to ensure that all activities with personal data (auto-
mated or not) comply with the principles, especially the obligation of a lawfully, 
fairly and transparent processing (lawfulness, fairness and transparency) and the 
definition of a specified, explicit and legitimate purposes, in accordance with the 
legal bases of articles 6 and 9 (purpose limitation). Also, data must be limited 
to what is strictly necessary to achieve this purpose (data minimization) and kept 
only for the necessary period for it (storage limitation). Finally, the process must 
guarantee data accuracy and quality, compliance with security standards (integrity 
and confidentiality), besides ensuring accountability that enables eventual liability 
for damages. 

Along with the adequacy to the principles, to be considered lawful, the processing 
of personal data by RS must occur in accordance with one of the situations described 
in art. 6. At this point, it is important to mention that GDPR, as a rule, prohibits 
the processing of special categories of data in art. 9 and fully automated decision-
making with detrimental effects on the data subject in art. 22, except in specific 
situations listed in both articles. For the last, exceptions include obtaining the 
explicit consent of the data subject; when it is necessary for entering into or the 
performance of a contract; or is authorized by Union or Member-State law (WP29 
2017, pp. 34–35). 

Besides, RS providers need to ensure, throughout data process, an effective and 
facilitated exercise of data subjects’ rights, which are considered a logical outcome 
of the principles (WP29 2014, pp. 16–17). For example, as a consequence of the 
legal and ethical principle of transparency, the right to information (articles 13 
and 14) stipulates that users must be kept informed and aware of the possible 
risks associated with data processing carried out by RS. With that, users may not 
limit themselves to short-term gains obtained with these systems that could, slowly, 
undermine their fundamental rights, such as autonomy, freedom and privacy. 

Thus, it is the duty of providers to proactively inform, even without request, about 
rights, the existence of data processing and other related information, including 
clear, meaningful and understandable purposes and explanations on the functioning 
of RS algorithmic techniques, in particular the definition of profiles (WP29 2014, 
pp. 16–17; Tejeda-Lorente et al. 2018, p. 6). Furthermore, this information, when 
not actively disclosed, must be provided to the subjects upon request for access, 
according to art. 15 and recital 63. 

When analysed together, information and access rights are considered powerful 
tools for individuals to exercise greater control over their data related to RS, as it 
allows them to have larger awareness and knowledge about the processes involved in 
sending personalized recommendations, allowing better decision-making that could
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protect their rights (Van Ooijen and Vrabec 2018, p. 94). Also, with the information 
received or requested, users can exercise other rights of GDPR, such as rectification 
(art. 16), erasure (art. 17), restriction of processing (art. 18), portability (art. 20), 
object (art. 21, when possible) and contest fully automated decisions (art. 22.3). 
This ensures users’ greater autonomy and control, preventing harmful and biased 
recommendations. 

That said, as the automated creation of profiles and the sending of personalized 
recommendations based on these profiles are steps of RS, article 22 is a key element, 
as it permits automated decision-making, including profiling, that produces legal 
effects on data subjects, only in the specific hypothesis authorized by the regulation, 
such as when based on data subject’s explicit consent. In this context, the individual 
has the right to obtain human intervention, express his or her point of view and 
to contest the automated decision of the RS. Still, considering the risks involved, 
GDPR creates for controllers the obligation to adopt safeguard measures to protect 
data subjects’ rights, freedoms and interests, which may include, privacy by design 
techniques (art. 25) and the carrying out of data protection impact assessment (art. 
35). 

Furthermore, as these systems rely on algorithmic probability and often machine 
learning models to send recommendations, it is essential to grant the data subject the 
right to clear and adequate explanation of the fully automated decisions involving 
their data. This right to explanation may be extracted from the interpretation of 
articles 13, 14 and 22, together with recital 71 and the principle of transparency, 
creating a controller’s obligation to significantly inform about the logic involved 
in all the automated processes until the effective decision making. Such explanation 
does not necessarily involve the complete opening of the algorithms, but just enough 
for the user to understand the reasons underlying the decision that affects him 
(WP29 2018, p. 25), which guarantees the exercise of other rights of GDPR, besides 
the protection of other human rights (Monteiro 2018, pp. 12–13). 

Thus, within the scope of RS, the application of art. 22 and the right to explana-
tion is essential to minimize the risks of the increasing use of algorithms to classify 
people into behavioural profiles (Silva 2020, p. 210), based on inference analyses 
and predictions about their characteristics, tastes, behaviours and interests, and then 
send personalized recommendations potentially harmful to users, which silently 
interfere with their autonomy, manipulate their decisions and violate guarantees of 
non-discrimination and privacy. 

That said, there is no doubt that the GDPR creates a favourable background for 
data protection in the EU, becoming a worldwide inspiration, applicable to AI tools, 
including recommender systems, imposing significant obligations and requirements 
on data controllers (Bernal 2014, p. 14). Though, besides protecting and defending 
fundamental rights, according to art. 1, the regulation also produces positive effects 
for companies and governments, as its application prevents violations of rights and, 
thus, sanctions’ imposition, helping in the use and development of technologies that 
are beneficial to society. For example, the right to challenge automated decisions 
allows RS users to contest inaccurate or discriminatory recommendations, as well 
as an opportunity for the provider to revise their system (Souza et al. 2021, p. 476).
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However, with big data, growing importance of digital platforms and the rapid 
expansion of AI techniques, despite the regulation trying to improve the context of 
data protection and, hence, human rights, there is still a lot to be done. Some of its 
rules are still difficult or not convenient for RS providers to comply with, especially 
those related to AI techniques for profiling and automated decisions. In this context, 
RS providers may face difficulties in ensuring compliance with principles and rights 
in practice, due to technical opacity or trade secret rules, for instance. Yet, there are 
many open questions concerning the interpretation of legal provisions, especially 
regarding the rights of data subjects, such as the right to contest automated decisions 
and explanation. 

4.1 Lack of Transparency 

Although ethical principles and legal rules demand the transparency of AI systems, 
some of their uses may be opaque for individuals, regulators and even for their 
designers, which makes it difficult to challenge results. So, RS may have three 
distinct sources of opacity: (1) intentional opacity, usually associated with trade 
secret; (2) opacity as technical illiteracy; and (3) opacity that arises from the design 
and characteristics of the system, especially in the case of machine learning (Privacy 
International 2018, p. 26). 

This absence or lack of transparency in RS makes it difficult to question 
the political, economic and cultural agendas that exist behind the personalized 
recommendations sent to each user of the platform, in addition to hiding possible 
algorithmic discriminations and silent manipulation of behaviours. Besides the 
potential for damaging fundamental rights, opacity hampers the detection and 
correction of biased data, invalid assumptions and flawed models (Paraschakis 2017, 
p. 214). 

4.2 Trade Secret 

Information about the functionality of RS algorithms is often intentionally poorly 
accessible to the public (Mittelstadt et al. 2016, p. 6). Software, algorithms and data 
involved in recommender systems applications are considered proprietary assets 
with high added value, being essential to maintain an organization’s position in the 
competitive market (European Parliament 2020, p. 33). 

Consequently, most companies and providers of these systems are still reluctant 
and refusing to disclose information related to the functioning of AI because of 
trade secret (Milano et al. 2019, p. 2), which leads to an intentional opacity of RS. 
In particular, the lack of transparent business models and practices represents a sig-
nificant barrier to detecting cases of human rights violations, such as discriminatory 
recommendations and inferences (Wachter 2020, p. 2).
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4.3 Constantly Changing Technology 

The current state of technological development of the AI, which bases the RS, does 
not clarify what the next big evolution will be and what kind of use and levels 
of understanding of the technology we will be able to make in the future (Euro-
pean Parliament 2019, p. 8), which hamper the imposition of damage prevention 
obligations to organizations that use AI. Furthermore, the “black box” mentality, 
whereby AI systems are beyond human comprehension, still limits human’s control 
over technology (Floridi et al. 2018, p. 692). 

4.4 Difficulties of Implementation of Data Subjects’ Rights 
in Practice 

As a rule, a typical RS system work as a black box, as the final recommendation 
(output) is the only part available to the user (Paraschakis 2017, p. 214). Whatever 
the reason for creating opaque RS, this lack of transparency is an obstacle to the 
fulfilment of the right to explanation of GDPR, which also hinders human control 
over how data is treated and the exercise of other rights. 

Furthermore, currently, there is an imbalance of decision-making power and 
knowledge in favour of RS providers and to the detriment of users. This infor-
mational asymmetry, driven by the opacity of AI systems, is also reinforced by 
the absence or poor understanding of individuals regarding their rights and how 
the technology works in practice (Mittelstadt et al. 2016, p. 6), that is, how the 
algorithms and data processing techniques act when predict and infer behaviours, 
create profiles and send personalized content. 

When the logic behind recommender systems is not understandable to the user, 
the control and autonomy of the human being are disrespected. Therefore, when 
RS provider relies on consent for the processing of data, this consent is not, 
in fact, freely given, specific, informed and unambiguous, as the user does not 
have sufficient information and appropriate means to assess the risks involved in 
processing data that adheres (Mittelstadt et al. 2016, p. 7).  

In addition, given the concern of companies to implement data protection 
rules that require essential information and explanation disclosure, individuals face 
an overload of consent requests, usually through extensive and complex privacy 
policies and cookie notification (Van Ooijen and Vrabec 2018, p. 94). Considering 
the limits of human rationality and lack of time, the user’s evaluation and effective 
control are impaired, which ends up in the failure to make informed decisions (Bioni 
2019). 

Also, despite living in the era of hyperconnectivity, most people still have little 
technical knowledge, access to digital education and minimal understanding of data 
processing processes (Bioni 2019), making it even more difficult to make informed 
decision-making in the context of RS, especially when based on consent. In practice,
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the consent incorporated in most RS providers’ privacy policies neither empowers 
users nor guarantees the effective exercise of rights and their informational self-
determination, functioning as an apparent legitimacy of the business models to the 
GDPR rules (Bittencourt and Gomes 2019, pp. 26–33). 

Therefore, individuals are placed in a situation of informational, technical and 
economic asymmetry (Edwards and Veale 2018). Although data protection rules 
aim to protect fundamental rights by establishing rights of data subjects, there is 
still a lack of effectiveness in different situations, for example, when it comes to 
inferential data analysis using AI techniques. 

With the current legal context, data subjects lack sufficient control and infor-
mation about how their data is being used by RS to make inferences, predictions 
and assumptions about them. Thus, individuals face obstacles to exercising their 
data protection rights, especially explanation and challenge of automated decisions, 
which is even harder when confronted with the interests of controllers related to 
intellectual property and trade secret (Wachter and Mittelstadt 2019, pp. 5–6). 

Hence, specifically regarding the rights of explanation and automated decision 
challenge, there are still many open questions, as its parameters are still under 
discussion. Given this uncertainty, the recognition of the right to explanation in 
practice is impaired, which also makes it difficult to exercise other rights, especially 
contesting and review automated decisions, since the user must access information 
about automated decision, and the RS itself, to gather conditions to expose how his 
or her data should be process and eventually find errors, discrepancies and erroneous 
correlations to be solved (Souza et al. 2021, p. 473). 

4.5 Difficulties of Rules’ Application 

Some specific characteristics of RS, such as opacity (black box effect), can make it 
difficult to apply and verify compliance with ethical guidelines and legal rules, espe-
cially those arising from the GDPR. Due to their high complexity, unpredictability 
and autonomous behaviour, authorities and people affected by these systems may 
not have specific means to verify how a particular personalized recommendation was 
achieved and, thus, whether these rules were complied with (European Commission 
2020c, pp. 10–12). 

The current regulatory debate emphasizes the role of data protection in estab-
lishing the rights of data subjects, legal basis and principles, focusing on the role 
of accountability, which highlights the ethical principle of non-maleficence. For 
example, Article 58 (2) of the GDPR establishes supervisory authorities’ corrective 
powers, such as the imposition of fines, to be applied according to the circumstances 
of each case, always in an effective, proportionate and dissuasive manner. 

Considering RS, digital platforms should ensure that their content and activities 
respect human rights, especially data protection, privacy and equality, and are not 
susceptible to external attacks. An interesting point is that some challenges related 
to these systems are more difficult to address using only technological solutions,
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requiring a more qualitative analysis based on the social context in which they 
operate (Milano et al. 2019, p. 16). 

In this case, the application of the GDPR by the authorities must seek a 
fair balance between the rules of the law and technological advances, preventing 
companies from suffering from regulations that burden them excessively with 
administrative requirements and unrealistic data protection standards. The open 
question is whether States will enforce this measure without burdening corporations 
or impeding technological innovation. 

4.6 Beyond Damage Prevention 

The current RS regulation for data protection in the GDPR focuses on measures 
to prevent damage and ensure accountability in the event of its occurrence, in 
accordance with the AI’s non-maleficence idea. However, technologies must also 
be regulated through beneficence, which enables the maximization of benefits for 
individuals and society. 

Given the undoubted potential of AI, mainly through recommender systems, it 
is worth regulating it so that its benefits are increased, avoiding potential pitfalls. 
In due course, AI regulation also needs to focus research not only on making the 
technology more capable and accurate, but also on maximizing its societal benefits 
(Russell et al. 2015, p. 106), which may be accomplished throught prior human 
rights’ assessmentns. 

5 Strategies and Possible Solutions to the Challenges Created 
by RS 

Currently, GDPR represents a strong system of fundamental rights’ protection in 
the context of AI and automated decisions. In addition to establishing relevant 
principles, such as legality, data minimization, transparency, security, fairness and 
accountability, it also stipulates a series of rights that strengthen the user’s control 
over their data and establishes obligations for those responsible for processing such 
data, which includes the publication of information, transparency and implementa-
tion of security measures (Souza et al. 2021, pp. 470–471). 

However, given the progressive and constant complexity of recommender sys-
tems based on AI, regulation solely by data protection law is no longer sufficient. 
So, there are other ways to address the problems associated with RS, which also 
includes specific legal rules related to AI and business models that use it, besides 
other strategies beyond law, such as social norms, market initiatives and the ways 
systems’ architecture (code) are developed.
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5.1 Best Practices Beyond Law 

In this scenario, all stakeholders related to RS must pay attention to ethical standards 
applicable to AI algorithms. As stated, there is a wide debate around these ethical 
guidelines that should guide the entire lifecycle of AI-based RS, including their 
development, implementation, and effective use. There is an urgent need for these 
tools to focus on human beings, protecting their interests and fundamental rights, 
in order to benefit the entire society (Beil et al. 2019, p. 1). Given the relevance 
of ethical parameters, such as transparency, accountability, non-discrimination, 
precaution, privacy and security, many of them have already been incorporated in 
regulations, as happened in GDPR principles, rules and rights. 

That said, as recommender systems are embedded by autonomous and intelligent 
algorithms, creating legal and ethical issues, initiatives from multidisciplinary areas 
of expertise, such as data scientists, lawyers, legal research experts, social scientists 
and ethics experts are required (Currie et al. 2020, p. 752). In this sense, AI solutions 
must be developed and implemented through an intersectoral and multidisciplinary 
teams with the goal of optimizing their results towards ethics and legality (European 
Parliament 2020, p. 52). 

5.1.1 Regulation by Technology: Strategies by Design and by Default 

In the context of these “new” technologies that actively interfere in our daily lives, 
recommending personalized content and making automated decisions about us, 
ethics and human rights play an important role in their application in favour of 
the public good. Thus, RS regulation must also involve the design of the tool itself, 
aligned with ethical guidelines and the human rights from the beginning, as a central 
element of the systems architecture (Magrani et al. 2019, p. 128). 

This “value-sensitive design” approach, including privacy, security, ethics and 
human rights (Magrani 2019, p. 235), suits the idea that the benefits and positive 
effects of AI should not only be guaranteed by compliance with the regulatory 
framework, but also ensured by default (Cavoukian 2009, p. 1), from the beginning 
of the development of the system and reinforced during its use, according to 
strategies by design and by default. 

Consequently, ethical and legal principles, based on human rights and values, 
should serve as design criteria for the development of innovative uses of AI and also 
for the review of existing ones, in order to place the human being at the centre of the 
creation of RS models, guiding their implementation and use (Guszcza et al. 2020, 
p. 80), in accordance with what is already provided by art. 25 of GDPR. 

Thus, in the short term, design can play a crucial role in addressing ethical and 
legal issues potentially triggered by RS. For instance, pop-up messages alerting 
users about the results of recommendations that consider their behavioural profile 
help to raise public awareness and exercise of rights. However, in the long term, 
it is essential that RS infrastructure apply by default ethical norms and principles,
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such as transparency, non-discrimination, and justice, in all phases of the system 
(European Parliament 2020, p. 30). 

5.1.2 Implementation of (Human Rights) Impact Assessments 

Considering the high risks for users and society created by the recommender 
systems, which include manipulation, violation of privacy and data protection, 
discrimination and reduction of individual autonomy, the prior carry out of human 
rights impact assessment and evaluation of compliance with legislation and ethical 
guidelines are fundamental for RS to be used (European Commission 2020c, p.  
23). Currently, however, these systems are still being implemented to the public 
without proper ethical, legal, and technical evaluation that can assess the possible 
impacts and risks associated with this technology in practice, which puts the rights 
of individuals at stake (Reisman et al. 2018, p. 4).  

As much as art. 35 of the GDPR determines to carry out personal data protection 
impact assessments in some specific cases, it is understood as good practice that 
RS providers carry out assessments and audits on all automated AI decisions, 
including profiling, which may be done by testing, inspection, or certifications 
(European Commission 2020c, p. 23). Therefore, it is recommended to implement 
algorithm audits and algorithmic impact assessments so that the risks associated 
with these tools may be mapped, prevented and mitigated (Ada Lovelace Institute 
and DataKind UK 2020, p. 23). 

In this sense, the algorithm audit in RS must assess both the data and the 
algorithms to look for possible biases (bias audit), in addition to assessing the 
level of adequacy of the system to existing legal regulations and ethical guidelines 
(regulatory inspection), especially in terms of human rights. In addition, vendors 
must also implement algorithmic impact assessment, including risk and impact 
assessment of algorithms, which may end up evaluating potential social impacts 
of recommender systems before and during their implementation in practice (Ada 
Lovelace Institute and DataKind UK 2020, p. 3).  

Furthermore, such processes must be developed before and during the technol-
ogy’s interaction with users (Ada Lovelace Institute and DataKind UK 2020, p. 3). If 
the recommendation system is not approved in such assessments, failing to comply 
with legal and ethical requirements, identified failures must be solved or mitigated, 
through new tests or imposition of safeguards and safety mechanisms (European 
Commission 2020c, p. 23). 

In addition to the prior control carried out by the recommendation providers 
themselves, it is important that a subsequent control is also carried out, not only 
through technology assessments, but also through documentation verification and 
even external audits by specialized organizations. Such compliance monitoring 
should be part of an ongoing market supervision framework for these technologies 
(European Commission 2020c, p. 23).
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5.1.3 Guarantee of Greater Transparency and Explanation of AI 
(Explainable AI) 

RS should be designed to explain its reasoning and allow humans to interpret results 
(recommendations). As previously mentioned, the explanation of functions and 
processes is vital to ensure the exercise of rights, transparency and accountability, 
which is in line with the legal interpretation of GDPR that established the right to 
explanation. 

The explanation of recommender systems and their decisions, as a dimension 
of the principle of transparency, would enable greater balance between economic 
and social interests by allowing the existence of automated decisions and, simul-
taneously, reducing informational asymmetries between those responsible for data 
processing and the users of the system, as it makes the disclosure of information a 
legal obligation (Souza et al. 2021, p. 472). 

According to the European Commission, the opacity of AI systems can be 
mitigated through transparency obligations (European Commission 2020c, p. 15), 
which include accessibility and understandability of information (Mittelstadt et al. 
2016, p. 6). Without proper transparency in processes and decisions, in addition to 
concrete mechanisms that ensure clarification and effective information, users may 
have difficulties understanding the systems they use and their recommendations, 
which would make harder to ensure accountability in case of damage. Thus, 
explainable recommendation techniques are an essential approach to improve 
transparency, effectiveness, reliability and user satisfaction with systems (Zhang and 
Chen 2020, p. 77). 

Explainable recommendations, for example, are essential for e-commerce, as 
they increase the persuasiveness of suggestions and, at the same time, help 
consumers to make efficient and informed online decisions. This strategy would 
facilitate the process of making AI technologies socially responsible by ensuring 
both commercial profits and benefits to users. In addition, some RS can provide 
essential and crucial information for sensitive decision-making, such as in medical 
treatment processes, where the explanation of recommended results is vital to ensure 
the effective safeguarding of other people’s lives and health (Zhang and Chen 2020, 
p. 81). 

5.1.4 Codes of Conduct (Self-Regulation) 

In addition to legal regulation by the State and the creation of ethical standards by 
interested organizations, it is recommended that RS providers also act proactively in 
the implementation of systems that respect ethics and human rights. The creation of 
codes of conduct and ethical standards for the sending of recommendations by the 
platforms themselves may be an important self-regulation tool, also helping com-
panies to comply with the law when it is effectively applied (Privacy International 
2018, pp. 13–28).
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An example in this regard was the creation of the “Partnership on Artificial 
Intelligence to Benefit People and Society”, originally established by some of the 
big tech companies, such as Microsoft, Google, Amazon, Facebook and IBM, to 
study and formulate best practices for AI, in accordance with ethical principles 
(Privacy International 2018, p. 13). Among the objectives, it seeks to advance 
the public’s understanding of technology, in addition to serving as a platform for 
discussion about AI and its possible impacts on people and society (Partnership 
on AI). However, it is crucial that these self-regulation codes and principles are 
effectively applied on practice. 

5.1.5 Digital Education in AI 

From citizens to top technology executives, society must be educated about the 
beneficial use, misuse and potential harm of AI, especially RS (European Parliament 
2020, p. 84). It is critical that there is increased awareness of AI at all levels of 
education, in order to prepare citizens for the current digital age, making them better 
able to make informed decisions that will be increasingly impacted by technology 
(European Commission 2020c, p. 6).  

In this context, the recent Digital Education Action Plan launched by the 
European Commission, to be applied between 2021–2027, is a good example of 
an educational project applicable to recommender systems. One of the main goals 
established was to improve the digital skills of citizens from childhood, which 
includes investing in basic knowledge of AI, ethical values associated with these 
technologies and awareness of the existence of digital rights (European Commission 
2020a). Such measures would work as a relevant strategy for reducing information 
asymmetries, in addition to preventing risks by increasing public awareness, 
empowering users and the consequent effective exercise of rights. 

The educational approach is even more important for private professionals 
who participate in the development processes of these technologies, as they must 
understand not only how to create accurate systems, but also build them in 
accordance with ethical and legal guidelines, based on human rights and democratic 
values. For example, another initiative encouraged by the European Commission is 
to transform some of the ethical principles into a “curriculum” to be followed by AI 
developers, as one of the stages of their training (European Commission 2020c, p.  
6). Furthermore, whether through public or private initiatives, the development of 
ethics-related research in AI tools, such as RS, is essential. 

5.2 Specific Legal Regulation for AI Systems 

Due to the rapid implementation of RS and other AI’s tools in different sectors, 
especially in digital platforms, and its harmful consequences, there are some 
initiatives to analyse possible forms of regulation of the technology, with especial
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attention to the protection of vulnerable groups. To illustrate that, European Union’s 
regulatory initiatives will be analysed as an example, given its potential to influence 
other regulations around the world due to the Brussels Effect, as occurred with the 
GDPR. 

In this context, the regulation of disruptive technologies was first set through the 
establishment of ethical principles, guidelines and opinions on the development and 
use of AI, such as, for example, the 2019 Ethical Guidelines for Trustworthy AI 
by the Independent High-Level Expert Group on Artificial Intelligence – AI HLEG 
(2019) and the European Commission’s White Paper on AI of February 2020. In 
this scenario, as mentioned in the previous topics, all stakeholders related to RS 
must pay attention to these ethical standards applicable to AI. 

Yet, after the sedimentation of basic principles and guidelines applicable to AI, 
the EU is now trying to implement binding legal rules specifically applied to this 
technology, besides the already applicable data protection legislation, which the 
main example is the GDPR. Thus, recently, EU legislature approved and started the 
process of creation of legislations directed to AI and places where it is used (such 
as digital platforms). In the context of RS, the recent approved Digital Services Act 
(DSA) and, more directly, the proposal of Artificial Intelligence Act (AIA) are the 
most important examples. 

5.2.1 Digital Services Act (DSA) 

The DSA (2022) is an European Regulation that creates rules for the providers of 
certain information society services (digital services), especially through digital 
platforms. One of its innovative measures is the creation of rules that directly 
addresses recommender systems provided by online platforms. First, the regulation 
defines RS on Article 3 (s) as “a fully or partially automated system used by an 
online platform to suggest in its online interface specific information to recipients 
of the service or prioritise that information ( . . . )”, which is in line with the premise 
of Recital 70 that RS are the core part of the online platforms’ business, since it 
facilitate and optimise access to information for the recipients of the service. 

Consequently, as RS influences in the way the information flows in digital 
platforms,6 the Regulation focus on the importance of transparency, creating on 
Recital 70 and Article 27 obligations related to the information required in digital 
platforms’ terms and conditions (that should be written in plain and intelligible 
language) and options that these platforms must provide to the users in order to allow 
them to understand, modify or influence the recommendations’ parameters. Also, 
specifically in the case of providers of very large online platforms and online search

6 According to Recital 70, recommender systems of online platforms act algorithmically sug-
gesting, ranking, prioritizing and curating information to facilitate the user’s search of relevant 
content and improving user experience, besides the amplification of certain messages, the viral 
dissemination of information and the stimulation of online behaviour. 



The Ethical and Legal Challenges of Recommender Systems Driven. . . 161

engines (article 33) that use RS—such as Meta and Google—article 38 require them 
to provide at least one option for each of their RS which is not based on profiling. 

In that way, online platforms should consistently ensure that recipients of their 
service are appropriately informed about how recommender systems impact the way 
information is displayed and can influence how information is presented to them. 
They should clearly present the parameters for such RS in an easily comprehensible 
manner to ensure that the recipients of the service understand how information is 
prioritised for them. Those parameters should include at least the most significant 
criteria in determining the information suggested to the recipient of the service and 
the reasons for their respective importance. 

As RS have a significant impact on people’s behaviour and how they interact and 
find information online, the DSA intends to empower users through information and 
choice, enhancing GDPR’s rules related to users’ control over personal data. For 
example, the regulation sets obligation to providers of RSs of very large platforms 
to conduct risk assessments (article 34 (2) (a)), mitigate the risks founded through 
testing and adapting their algorithmic systems (article 35 (1) (d)) and explain, by the 
request of the European Commission or the Digital Service Coordinator, the design, 
the logic, the functioning and the testing of their systems (article 40 (3)). 

Considering the problems related to RS, strengthening transparency obligations 
on online platforms and providing greater choice to users is an important first step 
to address the concerns fostered by this technology (Article 19 2021). 

5.2.2 Proposal of an Artificial Intelligence Act (AIA) 

The EU already has important regulation applicable to AI, such as GDPR, which 
provides some level of protection. However, according to the European Commission 
(2021), it was insufficient to address all the challenges that the technology may 
create, as saw in the previous topics. Thus, on April 2021,7 the Commission 
proposed the first legal regulation specifically directed to AI, which aims to provide 
AI developers, deployers and user with clear requirements and obligations regarding 
the technology in order to both encourage innovation and protect potentially 
threatened fundamental rights and freedoms, creating an environment of trust. 

The proposal is set in a risk-based approach, addressing the risks specifically 
created by AI applications, which may be considered unacceptable, high, limited 
or minimal to people’s safety and fundamental rights. In accordance with Recital 
14, although most AI systems existing today are considered of limited or minimal 
risk, being useful for society, depending on the intensity and the scope of the risks 
that AI may generate, it would be necessary to prohibit some AI practices; impose 
requirements for high-risk AI techniques and obligations for its operators; or also 
transparency obligations to certain AI systems.

7 “Currently, the processing of the AI Act is in its final phase, following amendments by the Council 
of the European Union and the European Parliament”; Council of the European Union (2022). 
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Differently of what happens in the DSA, the AI Act Proposal does not specifically 
address recommendation systems, but it will inevitably apply to these tools, as 
they are based on AI and the generation of “recommendations” is covered by 
the Proposal’s definition of AI on Article 3 (1) as one of its possible outputs.8 

Consequently, it is possible that recommendation systems will have a different 
treatment according to one of the four levels of risk they may create in the specific 
case. 

With that said, at first, RS of minimal or no risk associated would be free to 
be developed and used. Yet, considering the potential manipulative uses, it may 
be prohibited when it is developed with “subliminal techniques beyond a person’s 
consciousness with the objective to or the effect of materially distorting a person’s 
behaviour”9 or when it “exploits any of the vulnerabilities of a specific group of 
persons due to their age, disability or a specific social or economic situation, with 
the objective to or the effect of materially distorting the behaviour of a person 
pertaining to that group”10 in a way that causes or is reasonable likely to cause 
physical or psychological harm. 

In addition, there is a great chance that recommendation systems will be 
classified as high risk of harm to the health, safety or fundamental rights of 
individuals, according to the criteria of the AIA Proposal, defined on Article 6 and 
complemented by a list of high-risk application on Annex III. 

If this is the case, high-risk recommender systems would be subject to a (third-
party) conformity assessment with a series of obligations before they are put 
on the market or put into service—such as appropriate data governance (Article 
10), elaboration of adequate risk management and mitigation systems (Article 9), 
technical documentation (Article 11), appropriate human oversight (Article 14) and 
provision of clear and adequate information to users (Transparency—Article 13)— 
but also would be subjected to enforcement after such RS is already in use. These 
ex-ante requirements related to transparency and risk-assessment would create an 
obligation to RS’ providers to promote compliance by design in the case of high-
risk recommender systems (Reinhold and Müller 2021). 

Although the proposal has several memorable aspects, being the first regulation 
specifically directed to AI, serving as an international inspiration, there are still 
points of attention, such as the use of vague terms, the absence of an obligation 
to carry out a human rights impact assessment or the little mention of the possibility 
that people affected by AI systems have the power to challenge their harmful 
outcomes—with, for example, the establishment of the right not to be subject to

8 Article 3 (1) of the Artificial Intelligence Act Proposal: “‘artificial intelligence system’ (AI 
system) means a system that is designed to operate with elements of autonomy and that, based 
on machine and/or human-provided data and inputs, infers how to achieve a given set of objectives 
using machine learning and/or logic- and knowledge based approaches, and produces system-
generated outputs such as content (generative AI systems), predictions, recommendations or 
decisions, influencing the environments with which the AI system interacts”. 
9 Article 5 (1) (a) of the Artificial Intelligence Act Proposal. 
10 Article 5 (1) (b) of the Artificial Intelligence Act Proposal. 
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a non-compliance AI system, right to explanation or the right to lodge a complaint 
with a supervisory authority) (Algorithm Watch 2022b). 

For instance, if a RS has substantial effects on people’s lives, it must not only be 
offered transparency concerning the implementation of the system, but mainly the 
possibility to challenge its decision (Reinhold and Müller 2021) (Algorithm Watch 
2022a). Considering RS, thus, there must be legally and easily accessible options 
for affected people to question the recommendations and, if it is the case, to demand 
reversal, reconsideration through a different procedure, or even compensation. 

In the case of RS of online platforms, through DSA, it is already possible to 
the users to modify or influence the main parameters of the system. However, mere 
technological solutions do not enough to ensure that AI systems are used in favour 
of the individuals, not just the providers. At this point, similar to what happened 
on DSA, accountability frameworks, empowering those directly affected by such 
systems, are an important aspect in this AI context (Reinhold and Müller 2021). 

Furthermore, civil society still criticizes the last text of the AIA proposal, as 
there are yet some loopholes necessary for an adequate fundamental rights-based 
approach, especially in terms of meaningful accountability, public transparency and 
meaningful and balanced civil society participation (Algorithm Watch 2022a). 

Thus, there is a current trend towards regulation of AI systems, such as 
recommendation systems, moving forward from a guidelines-principled approach 
in the direction of the development of binding legislative acts, as happens in the EU. 
However, it is necessary that these regulations do not act as a barrier to innovation, 
creating too rigid obligations, nor are they just the false appearance of regulation, 
creating vague and inoperative rules. Adequate regulation is essential for responsible 
innovation–which can be achieved with effective governance instruments, through 
regulation that is proportional to the systems’ level of risk. 

Recommender systems can fulfil a crucial role in democratic society and not 
only endanger, but also contribute to the realisation of fundamental rights and public 
values when well developed and used (Helberger et al. 2021). The new legislative 
initiatives must ensure that these systems work according to these values and not 
against it. Therefore, the union of the DSA and the proposed AIA may enhance 
users’ empowerment and effective choice/control, mitigating potential risks and 
damages. It is a commendable first step, but we still have a long way to come. 

6 Conclusion 

In a hyperconnected world, with big data and information overload, recommender 
systems are increasingly present in our lives, silently predicting and inferring our 
interests, characteristics, and actions, influencing our decisions and categorizing 
us in behavioural profiles to send personalized content. Despite unquestionable 
benefits in terms of convenience, time management and organization, these tools 
pose considerable risks to fundamental rights, such as autonomy, privacy, data 
protection and non-discrimination.
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Consequently, given the growing importance of these systems at the same time 
as the risk of adverse effects increases, there is a need for effective application and 
improvement of viable policies to face the multifaceted challenges they may cause. 
In other words, artificial intelligence applied to recommender systems must be 
regulated to prevent private interests from being privileged over the basic principle 
of “do not harm”. 

In this environment, GDPR represents a fundamental regulatory framework to 
address many of the human rights risks posed by the recommender systems’ AI 
(Andersen 2018, pp. 30–31). As data is the engine of this technology, GDPR 
introduces a positive structure in favour of greater control of users over their 
data by establishing a series of rights, principles and requirements for the legal 
processing of personal data, especially in the case of automated decisions and 
creation of profiles. Many of these legal rules are drawn from ethical guidelines, 
based on human rights and values, such as transparency, justice, non-maleficence, 
beneficence, accountability, privacy, freedom, autonomy, dignity and solidarity, 
which are also fundamental to address the threats brought by RS. 

These legal rules and ethical guidelines must also be reinforced by regulations 
coming from the technology itself, through “value-cantered design” strategies, 
where the architecture of RS considers these parameters in their way of functioning. 
Furthermore, for these tools to work in favour of the human being, it is also 
necessary to guarantee their adequacy based on impact assessments and algorithm 
audits, added to the establishment of codes of conduct by the market actors 
themselves. Besides that, “media literacy” policies are essential for the development 
of a society that will be able to understand the logic of these systems and, thus, 
make effectively informed decisions to reclaim control of their lives. Not least, the 
creation of specific regulation of AI systems or of their application environments, 
such as digital services provided by online platforms, is also essential to guarantee 
the good application of all these rules, since many of them will be integrated in these 
regulations. 

Therefore, with the aim to maximize the benefits and mitigate the risks associated 
with RS, so that these tools are beneficial and not harmful to individuals and society, 
a multisectoral and multidisciplinary approach is essential, placing human being 
in the centre and involving all sectors of society, including contributions from 
ethical guidelines, technological functionalities, market self-regulation initiatives, 
educational policies and, to ensure effective application, the Law, Especially those 
directly created to the technology.11 

11 See generally, on the different applications of Machine Learning and, AI in this book A Oliveira 
and M A T Figueiredo—Artificial intelligence: historical context and state of the art; I Trancoso, 
N Mamede, B Martins, H S Pinto and R Ribeiro—The impact of language technologies in 
the legal domain; J Gonçalves-Sá and F L Pinheiro—Societal Implications of Recommendation 
Systems: A Technical Perspective; A T Freitas—Data-driven approaches in healthcare: challenges 
and emerging trends; M Correia and L Rodrigues—Security and Privacy; M Lanz and S Mijic— 
Risks associated with the use of natural language generation: Swiss civil liability law perspective; 
M S Fernandes and J R Goldim—Artificial Intelligence and Decision Making in Health: Risks
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1 Introduction 

One of the puzzles yet to be solved regarding Artificial Intelligence (AI) is 
whether or not robots can be considered accountable and have, eventually, legal 
personhood. With inputs from Philosophy, Psychology, Computation and Law, the 
paper proposes an interdisciplinary approach to the question of legal personhood 
in AI. In this paper, we examine, firstly, the concepts of Object (a mere tool, not 
subject to legal personhood) and Agent, in order to understand in which category AI 
may belong to. 

Secondly, as the concept of Agent presents many difficulties, namely because 
it seems to have a different meaning according to each of the above mentioned 
domains of knowledge, a common denominator was identified, which it was found 
to be the voluntary act. If there is a voluntary act, we must, then, conclude that we 
have an Agent before us. Accordingly, and as long as AI acts voluntarily, it makes 
sense to argue that complex robots (in the sense of strong AI) are Agents, thus not 
mere tools. 

Thirdly, since children, animals and people with mental illnesses act voluntarily 
but are still not held accountable (either have no legal personhood or limited exercise 
of such personhood), the paper investigates what is missing in these cases, in order 
to draw a line between accountable and non-accountable agents. 

At last, we analyze how Metacognition, a concept borrowed from Psychology, 
which is broadly defined as the cognition about cognition, resulting in mental 
processes that control an entity’s thoughts and behavior, can be applied to law as 
a minimum requirement for accountability and eventually legal personhood. For 
instance, we shall see that both children and people with mental diseases, besides 
being two categories of subjects that have a very restricted legal capacity, also show 
some limitations when it comes to Metacognition. In other words, we argue that the 
main difference between a responsible and non-responsible Agent depends on the 
metacognitive processes that can be carried out by the entity. Ultimately, we discuss 
how to transpose this idea to AI, debating the possible terms of legal personhood of 
AI. 

There’s no doubt that the Law depends, to a certain extent, on the description and 
classification of the problem (Birks 1997) we have before us. In other words, when 
confronted with a given situation, we are forced to list its essential features and see 
if those features match the legal norm. If it does, we have found ourselves a legal 
solution for the problem; if not, we must keep searching for a match. 

When it comes to legal personhood, there are some basic requisites which, in 
absence, rule out any chance of even considering ascribing it to a certain entity. 
For instance, no one thinks about describing a deceased person as a legal person, 
though some rights might be extendable after death (such as right to honor). Legal 
personhood regarding human beings implies being alive, as this status begins when 
we are born. Whenever something doesn’t quite fit the categories that we, humans, 
created, for instance if we’re somewhat alive and not yet born (the unborn child), it 
becomes unclear for us what must be done regarding that entity.
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In this sense, it has been argued (Boulangé and Jaggie 2014) that the first step in 
order to build a legal framework, in the case of any sort of robots, is to determine 
its status, meaning define its concept and boundaries and then confront it with the 
available legal options. In this regard, Pagallo (2013) developed extensive work on 
understanding the main traits of each type of robot that is planned in the near future, 
in his book The Laws of Robots: Crimes, Contracts, and Torts. 

Globally, the author divides the possibilities into three categories: (1) Legal 
Person, (2) Proper Agent and (3) Source of Damage. What it means, in practice, 
is that we must check whether a given robot shares sufficient attributes with human 
beings, therefore leading us to grant it Legal Personhood (Hypothesis 1). If it has 
much more similarities, meaning more features in common, with the concept of 
tool, thus being considered a mere object, then the answer is to treat it as such 
(Hypothesis 3). What can also happen is the robot not being completely alike to any 
of those categories and yet share a fair number of attributes with each one. We have, 
then, a Proper Agent (Hypothesis 2), whatever legal terms we might want to apply 
to it. 

Accordingly, in a preliminary stage, it is relevant to understand what it means 
to be an Agent. If an entity is an Agent, it is, therefore, not a thing, because the 
logic law of non-contradiction doesn’t allow this to happen. Given the fact that one 
thing opposes to the other (and they do, since they show different and opposite 
properties) the sentence The robot A is an Agent and the sentence The robot A is 
a thing cannot, ever, be true at the same time. For instance, an Agent, as we shall 
see, acts voluntarily, while a thing doesn’t act at all. It seems obvious that one entity 
cannot act voluntarily and don’t act at all at the same time. 

By understanding what an agent is and arguing that a robot is an Agent, we 
exclude, automatically, the idea that it can be a thing. In a second phase we’ll look 
into what it means to be a legally responsible Agent. 

On the other hand, and endorsing the idea stated by Asaro (2007), the mere 
comprehension of the concept of Agent might as well help us to draw the boundaries 
of legal personhood, since the first concept walks hand-in-hand with the latter. In 
other words, Agency might conceal important clues in this domain. 

Predictably, understanding the concept of Agent and list its main features is 
nearly impossible. Every single area of knowledge uses the notion of Agent, and 
yet, consensus has not been found. To name a few, Psychology, Philosophy, Law, 
Computation, Economy and Neuroscience, each stole the concept of Agent and 
filled it out with the attributes that most suited the domain. In this regard, Shardlow 
(1990) has a very interesting thesis where he reached, precisely, to this conclusion, 
even though the author investigated mainly three areas: Philosophy, Psychology 
and Computation. Confronted with this fact, we would be forced to argue that the 
concept of Agent is a dead end. Nevertheless, there may be something that can be 
done about this dead end. 

There’s this method in programming and computation, that programmers use 
when they must describe a complex problem: they draw the base-case. The base case 
is, simply put, the description of the simplest possible case in the complex situation. 
In a second stage, then, comes the building and writing in code of complex cases
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and respective exceptions. What is, then, our base case in matters of Agency? What 
is the one thing or, rather, the only feature that, regardless of the area we look into, 
is always there? 

As it shall be argued, is it the voluntary act. However, it will be also shown that 
this is not enough, since children, animals and people with mental disabilities do act 
voluntarily but are not considered legally responsible. 

The following step was to determine what was missing in these cases, with 
resource to the domain of Psychology, which was found to be certain types of 
metacognitive processes, related to the ability of feeling guilt and the capacity of 
planning complex behavior. 

In this sense, besides the capacity of acting voluntarily, any responsible entity 
has to show a specific kind of metacognitive processes. Only then accountability is 
an option. For a comprehensive understanding of the paper, the next page provides 
a visual outline of its structure. 

2 What Is the Common Denominator in Agency? 

Intuitively, each one of us has an idea of what it means to be an Agent. It’s an entity, 
whatever kind, capable of acting and execute actions, opposing to others entities that 
merely tolerate or accept events that happen to them. 

In order to find a consensual definition, however, we must increase the level of 
abstraction. In this abstract sense, and for this purpose, an Agent is an entity which 
acts continuous and autonomously in time, in a dynamic environment, where other 
processes exist, and other Agents are present (Coelho 2008). 

In Philosophy, two of the most prominent theory are the Standard Conception 
and the Standard Theory. Both argue that and Agent is a being which is capable 
of intentional action.1 The difference between these two theories has to do with 
whether or not the intentionality of the action includes unwanted actions. 

For instance, let’s imagine Asimov wishes to reach for his glass of water, in the 
middle of the night, and turns on the light in order to do so. We would assume that 
the latter was desired by him, and intentional, since he had, before actually acting, 
the thought about turning on the light in order to get the glass of water. However, 
if there was a burglar on the outside of his house and he was not aware of this fact, 
he might as well let the burglar know he was home, even though it was not what he 
intended to do. 

Even though he wanted to turn on the light, Asimov’s thought was definitely 
not about alerting the burglar and yet he did it. This is what an unwanted action is. 
The Standard Conception argues that intentional action includes both turning the

1 Intentional action not in the sense of having the intention to do something but instead in the sense 
described by Anscombe (1957) and Davidson (1963), which relates to acting for a reason (a mental 
state of believing that the specific action is the best to achieve a certain goal). 
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light for the glass and turning the light and warn the burglar; on the other hand, 
the Standard Theory holds that only the first is an intentional action. Despite not 
agreeing about the meaning of intentional action, both theories believe an Agent 
is an entity capable of intentional action. Thus, according to these perspectives, an 
entity is an Agent if it can act voluntarily, since the act depends on the belief that 
the specific action in question is the best to achieve a certain goal. 

Naturally, and especially not in Philosophy, this is not the sole theory at the center 
of the debate. Other theory was described by Dennett (1987). This author argues that 
we have an Agent before us if we can predict his behavior, accurately, by means of 
its mental states. Accordingly, Allen and Bekoff (1997) used this idea, arguing that 
it could be applied to non-human Agents. 

More recently, Barandiaran et al. (2009) focused on extremely simple entities, 
such as bacteria. In the author’s opinion, the fact that these kind entities can’t 
be included in the category of Agent, given the before mentioned Philosophical 
theories, doesn’t mean they shouldn’t be regarded as Agents. In this sense, Baran-
diaran outlined three main requisites for what he calls minimum Agency. Besides 
individuality (which is the clear distinction between the Agent and its environment) 
and normativity (meaning the existence of goals and rules that the Agent uses to 
guide its action) he also argues that interactional asymmetry is crucial. This last 
precondition for Agency concerns the ability to exchange energy and matter with 
the environment. In other words, the Agent must be able to collect the necessary 
energy to act and being a passive entity in the environment is not enough. 

So far, in Philosophy, it seems that the voluntary act is a relevant requisite to 
ascribe Agency. As we shall see later on, this is not the only domain of knowledge 
where this ability is a precondition. 

In fact, that’s precisely what happens in Computation. While Minsky (1967) saw  
the artificial Agent as a Finite State Machine (FSM), a description often seen as 
reductive, other authors such as Russell et al. (1995, p. 33) see the Agent as an 
entity that analyses the surrounding environment and acts according to the input of 
that same environment. 

Another very praised view is the one described by Wooldridge and Jennings 
(2009) which defines the Agent as the entity that presents properties such as 
autonomy, social skills, reactivity to the environment and proactivity (ability to 
initiate action). According to the authors, an entity that shows these cumulative 
attributes has what they call weak Agency. Conversely, if we’re looking for a strong 
Agency, the Agent must show some degree of cognitive processes, including beliefs, 
desires and intentions (Taylor 1966, p. 98; Shoham 1993). 

It is not possible to simply look into every single area of knowledge in order to 
discover what it means to be an Agent in each one. There’s, still, one more to go 
and is an especially complex domain: Law. 

In Law, an Agent is typically considered the author of an illicit action (for 
instance a crime), which he did by means of a voluntary act. The biggest issue 
in this matter is that in order to be considered an Agent, in the sense used by Law, 
there’s the implicit idea that the Agent has legal personhood. Since we’re trying to
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do the opposite, meaning we’re trying to get to accountability and legal personhood 
through the notion of Agent, this isn’t particularly helpful. 

What we can do, instead, since the concept of legal person can be considered as 
the basic unit of law, in order to act in legal relationships (Derham 1958), is examine 
what makes the difference when it comes to giving legal personhood to an entity. In 
other words, it’s important to investigate the reasons behind the lawmaker’s decision 
to grant or not this legal status to an entity. 

The first reason to give legal personhood is, obvious and naturally, because the 
entity is a (born and yet not deceased) human being (Solaiman 2017). Artificially, 
we also consider companies to have legal personhood, with theories justifications 
that go back to Savigny and that by no means this paper intends to discuss. 

In this sense, there are two main theories, regarding the matter, in analytic 
jurisprudence: the will theory and the interest theory (Kramer et al. 1998). Most of 
the nineteenth-century German legal academics who wrote on this topic based their 
theories on the Kantian ideas of freedom and autonomy as the central concepts. 
Human beings possess, according to this theory, innate moral freedom, which 
grounds their capacity to hold rights and thus their legal personhood. Yet, the 
minority view, advocated an interest-based understanding of rights. Modern analytic 
theories of rights are usually classifiable as either one of these theories. However, 
hardly any of the theories can be said to have ‘won’ the debate (Kurki 2019). 

Additionally, these theories are still not enough in order to draw the line between 
responsible entities and non-responsible ones. Anglo-Saxon Judges reflected exten-
sively upon the concept of Agent, long before it became a foregone conclusion to 
us. Salmond (1913), argued that in order to be a juridical person, one must show the 
capacity of being a part in juridical relations. In another direction, Dewey (1926) 
described how we do not think about conceding legal personhood to things, since 
their behavior would be exactly the same, whether you ascribe or not legal duties 
to it. In the author’s words, we grant legal personhood to either entities whose 
behavior can be modulated by the legal norm or to entities through which we wish 
to regulate human’s behavior, this being the reason why ships were once given legal 
personhood. 

More recently, Dario and Palmerini (2012), based on the before mentioned 
theories of Legal Personhood related the concept of legal personhood to the idea 
of duty and the thought of being able to act in order to enforce that same duty. 

Today, and in general, several authors (for instance, Mathew Kramer and Joel 
Feinberg, this last author regarding animals) have supported a specific conception 
of legal personhood: the one that argues that any entity who is capable of carrying 
legal rights should be granted legal personhood (Kurki 2016). 

This vision has been somewhat applauded, constituting, inclusively, the main 
grounds for a case in December 2014, in the NY Supreme Court about a chimpanzee 
named Tommy. Tommy’s representation asked for the extension of the concept of 
legal person, in order to be able to request habeas corpus later on. The representative 
argued, precisely, that animals can carry at least one legal right, and that this was 
enough to get a specific type of legal personhood, in accordance with the rights
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proclaimed (Kurki 2016). Pietrzykowski (2017) described a similar case in a Court 
of Argentina, about an Orangutan in a Buenos Aires’ Zoo. 

There’s intense literature when it comes to this debate. Other relevant views 
include Rationality as the main criteria for legal personhood (Morse 2000) and 
Intentionality2 (Calverley 2008; Chopra and White 2011). 

It’s important to state that we cannot, ever, disconnect the Law from the reality 
where it operates. Law is permeable to reality and culture (Ferreira and Pereira 
2017) and this is a crucial relation if we want to avoid an obsolete and useless 
legislation. This is why all these different theories in Law are so important in this 
research. 

It is also relevant to point out that it seems that regardless of the view supported, 
there’s always this idea of being able to act (in the sense that if one is capable of 
carry a legal right or obligation one must be capable of acting accordingly) hovering 
over all the mentioned theories. The same occurs in Computations and Philosophy, 
though wearing different vests. In conclusion, it appears that different words are 
used to name the same thing. 

As described before, each area of knowledge took the concept of Agent to itself 
and designed it in its image and likeness. Despite this fact, however different the 
definitions of Agent might be, the condition of having the power to act, voluntarily, 
is always present. 

3 What Is a Voluntary Act? 

Markby, in Elements of Law—Principles of Jurisprudence (1889) defined voluntary 
act as the body movement that follows the will. Coincidentally, on another domain 
of knowledge—in Classic Philosophy—Davidson used this exact same description, 
84 years later, when writing his theory of Agency. The same was argued again 
and again throughout the twentieth and twenty-first centuries—in Law, though with 
different words—namely by Cook (1917) and Yaffe (2012). 

In Psychology, James et al. (1890) described the voluntary act as the opposite 
of involuntary act, in the sense that the latter occurs without foresight. In recent 
Philosophy, the similar was argued by Olsaretti (1998), who supports the idea that 
we have a voluntary act if we have not an involuntary act. The action will not be 
voluntary, in the author’s thesis, if there is no other acceptable option, according 
to some objective criteria (though the author doesn’t exactly explain what is this 
objective criteria). For Olsaretti, an unacceptable option is the one that causes 
specific damage to the Agent or when a moral rule is imperative to the point that 
makes all other options unacceptable. She also states that the voluntary act is deeply 
related to the motivations of the Agent, in the sense that it depends, inevitably, on the 
beliefs the Agent has about his options. If the Agent is mistaken about his options,

2 In the sense previously described in Philosophy. 
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he might have a good option but be unaware of its existence. Thus, an act can be 
involuntary for misinformation. 

That’s precisely what Aristóteles (2004) argued, in Nicomachean Ethics: that the 
only two reasons that would make an act involuntary would be ignorance or major 
external forces. 

In conclusion, an act seems to be voluntary when there’s a bodily movement, 
guided by will, as long as it is not undermined by ignorance or an external force. 

The following question is: does AI act voluntarily? AI might have a previously 
defined (by humans) structure of their beliefs, desires and intentions, but after that 
initial definition, more complex (or stronger) AI is able to act upon the environment 
autonomously, and possibly according to the goal they set for themselves. We have 
come to the point when AI is so advanced that in some cases not even creators 
know exactly why the robot did what it did. In normal conditions, the robot is well 
informed about his choices, as it is capable of collect the essential information in 
order to create a model of the world. Also in normal circumstances, they will not be 
coerced to do anything, though they might be. 

So, do robots belong in the category of Agent? It appears that in the cases of 
strong or complex AI robots (the so-called robust AI) seem to have the minimum 
requisite to be considered as one: they act voluntarily. 

It’s important to disclaim that by referring to complex AI, namely, machines 
that use cognitive processes or machine learning, we are not describing objects that 
clearly act as tools and that are perceived and intended to act as such, like smart air 
conditioners which adjust according to the temperature or lights change intensity 
according to the hour of the day. 

As mentioned before, if complex AI belongs in the category of Agents, it cannot 
be considered merely a tool. What matters now is to learn how much responsibility 
they can take, if any at all. 

4 What Makes an Agent a Legally Responsible One? 

The next step is trying to understand what makes the Law ascribe responsibility or 
not to an individual. 

According to the previous definition of Agent, it seems obvious that children and 
animals are also Agents. However, we don’t consider them as legally responsible 
Agents. In other words, simply being an Agent and acting voluntarily isn’t enough 
for the Law. In this sense, where should we draw the line between responsible agents 
and non-responsible ones? 

There is one very relevant legal concept that might help us in this query, which 
is the notion of imputability. However, the sense that we want to grasp here is 
the lack of imputability, which relates to a specific category of people to whom, 
either because they are under aged or suffering from a mental illness, we cannot 
ascribe legal responsibility to, even though they have legal personhood. Though 
there are many reasons and theories on why Law does not deem these individuals as
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accountable, one of the major reasons concerns is the fact that these subjects do not 
present the capacity of feeling guilt (Pizarro de Almeida, 2000 p. 21). 

In the legal sense, guilt is understood as the capacity that the subject has of acting 
in a responsible way, meaning he is able to understand what an illicit behavior is 
and therefore opt by not performing that behavior. In this sense, the subject must be 
capable of reflecting upon a certain conduct and assert a positive or negative value 
to that same conduct. 

In other words, we can only ascribe any legal responsibility when we assume that 
the Agent has the minimum requirements, from a physical and psychological point 
of view, in order to respond positively to normative rules. In the presence of this 
set of minimum requirements then we have an imputable Agent (Muñoz Conde and 
Arán 1996). 

Other than helping in the judgement in criminal cases, the guilt also relates to a 
negative valuation that the society develops towards the Agent’s behavior. There’s 
no point, at all, in addressing a negative valuation of conduct towards an Agent that 
is not capable of understanding that judgement. It simply will not be effective. In 
these cases, the cognition of the Agent might be so compromised that even though 
he can act voluntarily, according to some desires or goals, he cannot reflect upon 
those (primary) mental states that originated the behavior. 

In Philosophy, as well as in Cognitive Psychology, these mental states about other 
primary mental states, goes by the name of Metacognition. 

5 Metacognition: Shaping Legal Responsibility 

It seems fair to say that we are allowed transpose concepts from one domain of 
knowledge to another. Most of the foundations of Modern Law came from authors 
such as Kelsen, Hart and Austin, all of them also philosophers, who set the grounds 
for Philosophy of Law. On the other hand, we cannot legislate about the world 
around us without fostering concepts of the mundane. For instance, we wouldn’t 
be able to legislate Medicine if we were not capable to grasp the concepts of that 
specific area of knowledge. Moreover, some authors such as Morse (2003) argue that 
Law itself uses models of actions that derive from Folk Psychology.3 In other words, 
it is legitimate for us to use concepts long used in other areas of knowledge, is this 
case, the notion of Metacognition, which is a relatively old concept in Philosophy 
and Cognitive Psychology. 

In general, Metacognition is the cognition about cognition (Fleming et al. 2012), 
being useful in order to control and/or monitor behavior and mental processing 
(Nelson and Narens 1990).

3 Folk Psychology is traditionally used to denote our everyday (intuitive) understanding, or 
rationalizing, intentional actions in mentalistic terms (Hutto and Ravenscroft 2021). 
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Frankfurt (1971), a philosopher, argued that the main difference between human 
beings and other types of Agents is rooted in the structure of the will, in the sense 
that only human beings reflect upon their own motivations, which results in second 
order mental states. For instance, let’s imagine Wall-e has to study for an exam. In 
order to succeed in this exam, Wall-e must, beforehand, list the study methods he 
knows, analyze his own strong characteristics and his weaker ones, so he can choose 
the best study method for him, considering the specific subject he has to study. 
Learning is, in itself, a cognitive process. By reflecting on this cognitive process 
(choosing a study method), he is using this second order mental states or, as many 
authors describe, secondary cognition. To Frankfurt, the difference between human 
beings and other Agents, which also act voluntarily, is Metacognition. We can, then, 
argue that there is a distinction, between Agents who act voluntarily but do not 
show Metacognitive Processes, and Agents who act voluntarily and do present this 
capacity. 

Agents who act voluntarily and present metacognitive processes can do so in 
several ways, as this type of cognition has many shapes and forms, and not all will 
be described in this paper. However, as we shall see, to hold an entity accountable, 
at least two kinds of metacognitive processes are required: strategic and monitoring 
processes. Both will be explained henceforth by this order. 

As Cox (2005) stated, any intelligent Agent, when confronted with a choice (any 
choice, therefore including the choice to practice an illicit act or not), he must decide 
three things: (1) which action, given the possible ones, is the most adequate in 
the present situation, (2) if the choice he is making is sufficiently informed or if 
more information is required and (3) if something has gone wrong, understand why 
it happened. This is a critical auto-reflexive type of thought, which translates the 
analysis that an individual makes in terms of the quality of the options presented in 
decision-making. In turn, this process is undoubtedly linked to Metacognition. 

Accordingly, one of the most essential components of Metacognition described 
by literature is knowledge of cognition (Lai 2011). This implies awareness of 
our own capacities and limitations, including internal and external factors that 
may affect or reduce our cognitive performance (Flavell 1979). This component 
is extremely relevant when it comes to defining strategies in action, since it is the 
reason we chose one strategy to the detriment of other strategy (as it happens in the 
above mentioned example of the study methods). 

What is important to point out is that any person who wants to commit act 
illegal act has, necessarily, the strategic analysis that was described in the previous 
paragraph. A mentally ill person can act wrongfully but his intention was to act 
merely and not to act illegally. On the other hand, someone who plans an illegal 
act, thinks about the final goal, reflects on his own capacities and limitations and 
other external factors that might affect his performance, defines a strategy, all things 
considered in the light of the possibility of being caught. 

Supporting this idea, it might also be useful to look into the theory of planned 
behavior, from the area of Psychology (Ajzen 1991). Summarily, the author argues 
that the Agent’s intention is modulated, mainly, by three things: (1) individual 
attitudes regarding the behavior at hand, (2) individual pressure concerning the
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specific conduct and (3) behavior control. Simplifying, what we have is a certain 
behavior, linked to an intention which in turn is modulated by these three factors. 
There hardly can be any doubts about the existence of strategic metacognitive 
processes on planned behavior, including illicit planned behavior. 

On the other hand, Metacognition is said to have three levels of consciousness in 
any storyline. The first one concerns the story or the behavior itself. The second one 
relates to the thoughts that the Agent has towards that occurrence. The third and last 
one is about the reflexive work about the thoughts of the second level (Cox 2005). 

Translating the theory to a practical example, let’s imagine we have a subject, 
HAL, shopping at the local store. Someone tries to steal something, and the police is 
called to the store. The thief is caught and taken into custody. HAL watched closely 
everything that happened. This is the first level of consciousness, the occurrence, 
story or behavior (in this case, someone stealing in the shop). HAL then kept on 
with his life, meditating about the event, its legal value, and the punishment he saw 
being applied to the thief. We have, then, a level two of consciousness. Finally, as 
a healthy human being, HAL is also capable of having second order thoughts about 
that first reflection. For instance, he might initially have thought that the punishment 
was not fair but then feel ashamed by his own thought. Or realize he didn’t think 
stealing was wrong and then feeling scared that he might act in a similar way. 

What we have at hand is a judgement made about other judgements, with the 
purpose of monitoring behavior. As explained through the example above, being 
able to feel guilt, can also be considered to have this purpose. 

As previously described, one of the reasons why law does not account people 
with mental disabilities is, precisely, the inability to feel guilt, which implies a kind 
of complex agency. This complex agency implies the capacity of understanding 
what an illicit behavior is and opting by not performing that behavior, which in 
turn implies metacognitive processes, in this case, not in the sense of strategic 
analysis (needed when planning and illicit behavior) but rather in the sense of 
monitoring behavior (which concerns the process of reflecting upon behavior and 
decide whether or not commit the crime). 

In conclusion, among the several forms of metacognitive processes that an 
individual may have, to perform and understand an illicit behavior, an individual 
will need, at least, two types of metacognitive processes: strategic and monitoring. 
This is the core of accountability. 

Without knowing, Law has been using this concept of Metacognition across time. 
Animals are not directly responsible, nor children are, having instead someone who 
is responsible for them. In the first case, animals are able to understand that the 
occurrence getting a biscuit happened because they rolled over when asked to. 
However, they cannot, in general, have complex and second order thoughts about 
the best way or method to do it, which leaves us only with a second level of 
consciousness and hardly any metacognitive processes. Accordingly, animals are 
not held accountable for their acts, nor are granted legal personhood. 

Children’s situation is clearly different, as they show some type of Metacogni-
tion, and it gets more complex while growing up. There are many studies in this 
regard, for instance the ones described by Georghiades (2004), in From the general
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to the situated: three decades of Metacognition, which shows precisely this. They 
are, inclusively very early in their lives, able to learn (and learning implies a certain 
kind of Metacognition). They do not present, however, strategic Metacognitive 
processes, which, as described in the previous paragraphs, is the specific kind we’re 
looking for when discussing legal accountability. We’re talking about a formally 
stated operational thought (Piaget 1976), which rarely is attributed to children 
(Brown and DeLoache 1978). Studies also show that strategic Metacognition starts 
developing around 14 years old, even though it might not be completely developed 
until later on (Schraw and Moshman 1990). Although children do have legal 
personhood, truth is, by chance or not, the law only ascribes criminal responsibility 
to underage individuals when they turn 16 years old, believing that at this age they 
are sufficiently developed to understand the consequences of their actions. 

This type of strategic Metacognition is also missing in the case of some mental 
illnesses (Saxe and Offen 2010), though the consequences in consciousness might 
change from disease to disease and from person to another person (David et al. 
2012). 

In programming and computation, Metacognition relates to what the system 
knows about its own cognition and also about cognition in general. As Crowder 
et al. (2011) describe it, in AI this concept is intertwined with introspection, in the 
sense that allows the machine to form beliefs about its own internal states, instead 
of simply analyze the environment where it moves. 

Traditionally, in computation, metacognitive processes are used for specific 
problem solving, such as algorithm selection from the efficiency point of view (Cox 
2005). 

In this sense, Crowder & Friess argue that there are at least three types of 
Metacognition in this domain of knowledge: 

(a) Metacognitive knowledge, which relates to what the system knows about itself, 
as a cognitive processor (Kosko 1986); 

(b) Metacognitive regulation, regarding the control of cognition and learning, 
which may include the knowledge the system has about what it knows and does 
not know (LaBar and Cabeza 2006); 

(c) Metacognitive experience, which concerns past experiences that somehow 
relate to the present mission of the system (Crowder et al. 2011), allowing the 
system to create expectations or predictions about what may happen, given those 
experiences that took place before that moment of analysis. 

In this sense, its seems fair to acknowledge that AI can has some degree of 
metacognitive processes. However, it does not match the type of Metacognition 
necessary in order to consider an entity as accountable. In fact, none of these 
processes translate in strategic or monitoring metacognitive processes. Hence, AI 
should not, at least for now, be held accountable for its behavior, the same way kids, 
animals and people with mental illnesses are not.
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6 Accountability and Legal Personhood 

Up to this moment, we linked Agency, to voluntary act, the latter as a minimum 
requirement for the first, and accountability to metacognition. There is still one 
round left, regarding the connection between accountability and legal personhood. 

We are fully aware that legal responsibility and legal personhood are not the same 
concept, an often-made mistake regarding AI, either by scholars or official entities, 
as Pagallo (2018) pointed out in his research. In fact, they’re different concepts 
and might also mean different legal consequences. But they must be intrinsically 
intertwined. 

In this paper, we described how animals, children and people with mental 
illnesses were not to be considered accountable from the legal standpoint. In this 
sense, it was also highlighted that, even though children and people with mental 
disabilities do have legal personhood in most jurisdictions, they do so within a 
limited scope and a restricted exercise of their rights. We also pointed out how 
animals do not have legal personhood, at all, in most jurisdictions, although some 
extensions of this instrument were granted in specific cases. 

In fact, it appears that legal personhood in its full sense exists to the extent that 
the entity is capable of exercising its rights. As we have seen, there are entities 
(e.g. children and people with mental disabilities) that while being granted legal 
personality, do not present legal capacity or have their legal capacity restricted, and 
therefore are not considered legally responsible. In other words, the scope of their 
legal personhood is limited. 

On the other hand, any entity who is considered to have some sort of account-
ability, e.g. people in general, have both personality and capacity. Their legal 
personhood is at its fullest. 

This means, in principle, that even though legal personhood can be granted either 
way, if we don’t have accountability, we hardly can have legal capacity. In other 
words, accountability fills the capacity of the entity, thus determining the actual 
content and size of the legal personhood. 

This is consistent with the idea described by Visa A. J. Kurki of what constitutes 
an active legal personhood, opposing to a passive legal personhood, being a concept 
that “requires that one can perform acts-in-the-law (being endowed with legal 
competences) and be held legally responsible (onerous legal personhood)”. In his 
research intitled “A Theory of Legal Personhood”, the author states that the key 
elements of active legal personhood are centred on legal responsibility and legal 
competences. 

In fact, one cannot be interested in the idea of a “shallow legal personhood”. Take 
the example of the robot Sophia, the humanoid robot built by Hanson Robotics, 
which “jokingly” stated AI would destroy humans in the near future. Sophia was 
granted citizenship by Saudi Arabia, in 2017. Besides all the hype and attention 
this circumstance has received, from a legal stance, this citizenship is hollow, in 
the sense that there is no actual point in granting such status. In reality, the word 
“jokingly” must be used with caution since the robot Sophia as no idea what a joke,
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in practice, means, let alone the meaning of a legal duty. Sophia may have been 
granted citizenship but has no means to exercise its rights as a citizen. 

The same logic should be applicable to legal personhood in the case of AI. If 
no legal consequences can be drawn from it, similarly to the citizenship of the robot 
Sophia, there is no actual benefit in granting it. Moreover, we should only do it, when 
we recognize the utility of this step, as it occurred in the case of corporations. Legal 
persons, gained its fictional legal personhood, when humans started to understand 
the importance of attributing legal obligations to companies. In other words, when 
humans started to recognize the utility in it. 

Still, we could argue that both children and people with mental illnesses lack 
either or both the competence and the accountability elements of legal personhood, 
and still it is granted to them (although, as Kurki puts it, it is a kind of passive legal 
personhood), meaning that there would be no reason to avoid doing the same in the 
case of AI. 

However, there are specific reasons for such thing to happen. As Savigny and 
many other authors stated, the original concept of legal person is typically a match 
with the concept of human being, based on the presumption that human beings 
possess legal capacity (Kurki 2019). In this sense, to both children and people with 
mental disabilities, legal personhood is attributed by the mere fact that they’re both 
categories of born human beings, a criteria that, surely, cannot be applied to AI. This 
circumstance tells us that we must look for a different criteria in this case. In this 
paper, it is argued that this criteria should be the possibility of playing an active role 
in legal personhood, through competence but, in special, legal responsibility. 

Additionally, to children, legal personhood is typically attributed according to 
the Hegelian understanding that there is a potential of rationality and freedom and 
that children start to accumulate the capabilities required of a duty-bearer at some 
point (Kurki 2019). 

In conclusion, without metacognition, there can hardly be any legal responsibil-
ity. On the other hand, without accountability, there is no reason why AI should 
have legal personhood, because without this element, there are no useful legal 
consequences to be drawn from it. Such legal consequences may only exist the day 
we find AI to be accountable. Otherwise, legal personhood in AI will mean nothing 
more than an empty shell. 

7 Conclusions 

This paper sought to draw a line between accountable and non-accountable AI, using 
several areas of knowledge, such as Philosophy, Psychology, Computation and Law. 

In this sense, the paper argues that the problem of whether or not to ascribe legal 
personhood to AI can be solved through the notion of metacognition, a concept that, 
without knowing, Law has been using all along to decide upon this matter. 

To achieve this purpose, we started by examining the meaning of Agent, in order 
to assess whether or not AI should be considered as such. As the concept presented
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many difficulties, a common denominator was needed, which it was found to be the 
voluntary act. If there is a voluntary act, we must, then, conclude that we have an 
Agent before us. Accordingly, and as long as AI acts voluntarily, it makes sense to 
argue that complex robots are Agents, thus not mere tools. 

However, as stated before, this does not necessarily mean that an AI must be 
held accountable just because it fits the category of Agent. Animals, people with 
mental illnesses and children are intuitively considered Agents and yet not held 
accountable. 

Hence, the other argument that was made is that in order to ascribe responsibility 
to an Agent, that entity must show, at least, strategic and monitoring metacognitive 
processes. These elements take part in the ability of being accountable, which in 
turn composes, along with the concept of legal competence, the notion of an active 
Legal Personhood. 

Considering the above conclusions, two other ideas must follow. If the entity 
does show Metacognitive processes, then we might consider grant the said entity 
with legal personhood. On the other hand, if it doesn’t show this capacity, then we 
need an autonomous and, if necessary, new, applicable law, as we have in the case 
of children, animals and mental illnesses. 

When it comes to the state of AI, today, it seems that it does not yet stands in 
a sufficiently complex level in terms of metacognitive processes in order to being 
held accountable for their actions, notwithstanding showing simple metacognitive 
processes.4 
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Artificial Intelligence and Decision 
Making in Health: Risks 
and Opportunities 

Márcia Santana Fernandes and José Roberto Goldim 

Abstract The use of systems that include Artificial Intelligence (AI) imposes an 
assessment of the risks and opportunities associated with their incorporation in 
the health area. Different types of AI present multiple ethical, legal and social 
challenges. AI systems involved incorporated with new imaging and signal process-
ing technologies. AI systems in the area of communication have made it possible 
to carry out previously non-existent interactions and facilitate access to data and 
information. The greatest concern involves the areas of planning, knowledge and 
reasoning, as AI systems are directly associated with the decision-making process. 
So, the central objective of this chapter is to reflect and suggest recommendations, 
with the foundation of the Complex Bioethics Model, about the decision-making 
process in health with AI support, considering risks and opportunities. The chapter 
is organized in two parts: (1) The decision-making processes in health and AI; (1.1) 
The health area the use of AI and decision-making processes: opportunities and risks 
to treat electronic health records (EHR) and (2) Complex Bioethics Model (CBM) 
and AI. 

1 Introduction 

Complexity, in the sense proposed by Edgar Morin, translates the moment we 
are living the so-called fourth Revolution. The aversion to Manichaeism and the 
understanding that complexity is not everything, it is not the totality of reality, but 
it is the best that can, at the same time, open up to the intelligible and reveal 
the inexplicable. The uncertainty of everyday life is an element of acceptance, or 
even its ambiguity. Artificial intelligence (AI), its potential uses and, in the same 
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proportion, the legal, ethical and social challenges should be reflected in an ambient 
and ambience complex. 

Technology and medicine has a long history of connection, but one of the 
milestones was the work of Lee Lusted, who in his article Medical Electronics 
(1955), reported on a series of large numbers of medical electronic devices 
developed in that time, indicating a rapid expansion of this field. He said at the time: 
Electric phenomena in the human body had long been of interest, but the low signal 
amplitude made study difficult (Lusted 1955). At the same period of time, Turing 
(Turing 1950) established the pillars for computer science and Artificial Intelligence 
(AI). 

AI driven technologies impose an evaluation of the risks and opportunities 
associated with its incorporation in the life and living of human beings. The theme 
incorporates old-new questions, as Ulrick Beck pointed out in The Risk Society 
(1986),1 and further developed in World at Risk (2007),2 to the debate involving the 
impact of technology in the life of human beings: how do we want to live? What is 
there of human in the human being, of natural in nature, that needs to be protected? 
(...) These old-new questions can be tossed back and forth between everyday life, 
politics and science. In the most advanced stage of the civilization process, they once 
again enjoy priority on the agenda - also or precisely at times when they are cloaked 
in the camouflage of mathematical formulas and methodological controversies 
(Beck 2011, p. 34). 

So, for some time, it has been possible to have a person-machine interaction 
by means of natural language systems (Chat-bot). On many occasions, there is 
no clear perception that this communication is being made with a machine and 
not with other people. In the 1970s, Jacques Monod already warned that it was 
increasingly difficult to establish the limit between the natural and the artificial 
(Monod, 1970). The simulation or substitution of real activities, increasingly similar 
to those performed by artificial mechanisms and systems, generates this ambiguity 
of perception. 

The technological arrogance, according to Hans Jonas (Jonas 1994), causes 
these results to be understood as unquestionable. The infallibility of computers 
has been discussed since the beginning of their use, when they were still called 
“electronic brains”. At that time there was already the proposition that the quality 
of the information generated was not unquestionable, but depended on the quality 
of the input data and the processes used. This became known by the acronym GIGO 
(Garbage In, Garbage Out). That is, if the data or systems are inadequate, the results 
generated will be compromised (The Hammond Times 1957). 

These old-new questions have been at the heart of discussions involving AI 
and decision making. In this perspective, Floridi et al. (2018) in text, published 
in 2018, maintain that AI is a reality without return and for this reason it is 
necessary to form reflections towards an AI Society for Good (Good AI Society).

1 Beck (2011). First edition in 1986. 
2 Beck (2009). First edition in 2007. 
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The opportunities and risks to protect the dignity of the human person and 
provide for their development should be permeated by the traditional principles of 
North American Bioethics—beneficence, non-maleficence, autonomy and justice 
(Beauchamp and Childress 1979), in addition to the principle of explicability. 

In this analysis, in our view, two perspectives should be added: (1) European 
perspective, proposed by Peter Kemp and Jacob Dahl Rendtorff, use four other 
principles: Dignity; Autonomy, understood as Freedom; Integrity; and Vulnerabil-
ity; because in this perspective, principles are not weighted, but there must be a 
coherence in their application (Kemp and Rendtorff 2008) and (2) an approach 
based by Complex Bioethics Model (CBM), in other words, bioethics understood 
as complex, shared and interdisciplinary reflection on the adequacy of actions 
involving life and living (Goldim 2006a, 2006b). 

Life and living complement each other, they give the adequate dimension of 
each person. Life is described by the organic aspects, that is, by the biological 
characteristics. On the other hand, living refers to the relational aspects, the 
biography of each one (Agamben 1998). The ensemble of these characteristics is 
what gives the uniqueness of each person. The Complex Bioethical Model (CBM) 
(Goldim 2006b) embodies a perspective of a complex interdisciplinary field3 of 
reflection on life and living. 

It is precisely this desire to know and study population health and human 
health that marks scientific studies and establishes the foundations for research and 
experimentation. The need to respond to the challenges generated by epidemics, 
famine, wars, population growth and urban centres was the motivation for the chain 
to the invention of science (Wooton 2015). 

Its central objective throughout time is to identify determinants of diseases 
and, more recently, of health at the population level. So, historically, the specific 
contribution of epidemiology has been the progressive constitution of a coherent 
set of methods and concepts, with the aim of assessing the determinants of health, 
where robust systems, like technologies driven by AI, are central to process and 
organize healthcare personal and sensitive data and information. 

The processing of a lot of data in an efficient and precise way is fundamental 
for the development of scientific medicine, so computational tools for machine 
learning and mining large volumes of data, in an approach known as Big Data, 
and the joint evaluation of large volumes of data has allowed the establishment of 
new relationships, of new, previously unidentified understandings. 

Another important development in this area is the increasing use of algorithms for 
decision making. These tools, increasingly improved and based on highly complex

3 Bourdieu (1996, 2004). We use the expression field from Pierre Bourdieu. The field for Bourdieu 
is organized by principles such as economic capital and cultural capital, assuming struggles in 
social space, according to social positions. And composing the sense of field is the sense of habitus. 
Bourdieu’s habitus can be understood as a system of dispositions, socially constituted, which 
establish the generating and unifying principle of the set of practices and ideologies characteristic 
of a group of agents. The habitus, from Bourdieu’s perspective, produces the individual and makes 
him internalize the values and rules of belonging to society. 
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processes, have provided optimized solutions to countless problems, including 
modifying the decision making processes themselves. Most of these systems work 
in the quest to recognize patterns of similarity. This is the area that became known as 
Artificial Intelligence. Strictly speaking, artificial intelligence is not an intelligence 
in itself, but automated decision making processes. Pierre Levi makes a blunt 
criticism of the use of the expression “artificial intelligence”, he does not recognize 
in these systems the possibility of generating new knowledge or of having an 
understanding of the world (Lévy 2022). Algorithms are made by people in the 
service of institutions, which have their belief systems and values, which end up 
directing the processing and interpretations. 

Therefore, use of systems that include Artificial Intelligence (AI) imposes an 
assessment of the risks and opportunities associated with their incorporation in 
the health area: health care; experimental and clinical research and personalized 
medicine. AI systems involving areas of communication capable of performing par-
allel computations for data processing and knowledge representation (denominated 
artificial neural networks (ANN)); that have made possible to carry out previously 
non-existent interactions and facilitate access to data and information; technologies 
for detecting image, sound; performing heath assistance with robotics and areas of 
planning, knowledge and reasoning, when AI systems are directly associated with 
the decision-making process. 

Ramesh et al. (2004), presented a literature review in 2004 on the use of 
the ‘artificial intelligence’ and ‘neural networks (computer)’ and an overview of 
different artificial intelligent techniques along with the review of important clinical 
applications. Their results show “the proficiency of artificial intelligent techniques 
has been explored in almost every field of medicine”. The authors indicate areas 
of activity: clinical diagnosis; prognosis; ultrasound images; predict survival in 
patients; used for the administration of anaesthetics in the operating room; used form 
of evolutionary computation for medical applications in genetics e natural evolution, 
nominated ‘Genetic Algorithms’. (Ramesh et al. 2004). 

In this context, different types of AI present multiple ethical, legal and social 
challenges in the world, as pointed out by OCDE.4 However, the diversity and 
vulnerability of social, economic and access to the Universal health coverage (UHC) 
that exists in South America made analises of health technologies AI-driven more 
complex. The standard to accomplish in terms of access of health are the UN’s 
Sustainable Development Goals (SDGs), which, by 2030, a member state must 
guarantee: (1) access to health services for all people in need of health, independent 
of socio-economic characteristics, location, wealth or any other vulnerability; (2) 
financial protection, i.e. all people should be safe from financial risk when incurring 
health care expenses; (3) access to quality of health services, that is to say health 
care has to be effective in providing care and improving outcomes, while it is also

4 OECD. Recommendation of the Council on Artificial Intelligence, OECD/Legal/0449, 
2021. information, please consult the Compendium of OECD Legal Instruments at http:// 
legalinstruments.oecd.org. 

http://legalinstruments.oecd.org
http://legalinstruments.oecd.org
http://legalinstruments.oecd.org
http://legalinstruments.oecd.org


Artificial Intelligence and Decision Making in Health: Risks and Opportunities 191

cost effective and sustainable, because access without quality can be considered an 
empty universal health coverage promise (OECD and The World Bank 2020). 

The report Health at a Glance: Latin America and the Caribbean 2020 compares 
key indicators for population health and health systems across the 33 Latin America 
and the Caribbean (LAC) countries. It presents comparable data on health status 
and its determinants, health care resources and activities, health expenditure and 
financing, and health care quality, along with selected health inequality indicator, 
including the pandemic COVID-19: 

A main barrier for accessing such health services arise from out-of-pocket health 
expenditures, which in LAC represent on average 34% of total health spending, 
well above the 21% average in OECD countries. The high level of out-of-pocket 
expenditures in LAC are an indication of weaker health systems, lower levels of 
health services coverage and, overall, a worse baseline scenario to confront this 
pandemic when compared to most OECD countries (OECD and The World Bank 
2020). 

Particularly, in Brazil some parts of the country have more access to health and 
health technologies than others, despite the fact that Brazil has the biggest public 
health system in the World, the Unified Health System (Sistema Único de Saúde— 
SUS), has as principle an universal access—an universal health coverage (UHC) to 
national and foreigners, that serves more than 190 million people, 80% of whom 
depend exclusively on it for any health care. The SUS is an achievement of the 
Brazilian people, guaranteed by the Federal Constitution of 1988, in Article 196, 
through Law No. 8.080/1990, that must be guaranteed and improved constantly. 

So, the central objective of this chapter is to reflect and suggest recommenda-
tions, with the foundation of the Complex Bioethics Model, about the decision-
making process in health with AI support, considering risks and opportunities. The 
chapter is organized in two parts: (1) The decision-making processes in health and 
AI; (1.1) The health area the use of AI and decision-making processes: opportunities 
and risks to treat electronic health records (EHR) and (2) Complex Bioethics Model 
(CBM) and AI. 

The central assumption is to maintain balance and preserve the characteristics 
of humanity present in the act of deciding, taking into account ethical, legal and 
social aspects, cross by the principle of trust, when using AI systems in health. The 
justification for using personal and sensitive health data and information must be 
associated with actions on behalf of individuals and society, in terms of assistance, 
research involving human beings, whether of a sanitary, epidemiological, clinical or 
biobank nature. 

We hope that our recommendations can contribute to the development of regu-
latory frameworks—ethical and legal—good practices and compliance for the use 
of AI in health. Our perspective is to analyze examples at national and international 
levels, focusing on the diversity and vulnerability of social, economic and access to 
health existing in South America and particularly in Brazil.
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2 Decision-Making Processes in Health and AI 

Decision making involving IA should consider Generative AI. The characteristics 
of the Generative AI systems are to establish connections, by means of new 
computational tools, based on large volumes of data, concepts and structures already 
built, to propose new contents, which are expressed in a language as natural as 
possible. 

The term generative was created by Noam Chomsky, in 1965, when he proposed 
“generative grammar”, or also called “generative grammar”. This proposal sought 
to explain that language is established through skills and performances to produce 
sentences and what are the paths used to establish them (Chomsky 2015). This 
idea was based on the thought of Wilhelm von Humboldt, who, in 1836, said that 
language makes infinite use of finite means (Humboldt 1836). 

The new Generative AI systems of, such as ChatGPT and Perplexity, constitute 
a new level of complexity in dealing with data, in the quest to extract information 
that can guide actions. These new systems not only label or classify pre-existing 
data, but generate new content, by aggregation and combination, from the available 
elements. 

What are the ethical implications associated with Generative Artificial Intelli-
gence? The texts prepared by ChatGPT and Perplexity respond: 

ChatGPT: Artificial Intelligence (AI) presents three main areas of ethical concern for soci-
ety: privacy and surveillance, prejudice and discrimination, and philosophical challenges. 
AI can lead to unemployment as machines take over jobs that were previously done by 
humans. Inequality is also a concern, as AI can be used to perpetuate existing power 
structures. AI can also lead to algorithmic bias, where models incorporate and deploy 
human and social biases at scale. 

Privacy is a fundamental human right recognized in the UN Declaration of Human 
Rights, but AI apps can pose a real threat to this right. Misinformation is another ethical 
problem with AI, as machine learning models can easily generate incorrect text. 

To ensure the ethical use of AI, education and awareness about the ethics of AI must 
be increased. Examples of ethical AI include using AI to improve health outcomes or 
reduce energy consumption. It is important to remember that ethical issues with AI are not 
limited to negative impacts; there are also incidental benefits, such as enhanced analytical 
capabilities or increased efficiency in decision-making processes. (https://chat.openai.com/ 
chat/c4bf8bd6-df96-4cec-b96d-dd54ec97ef2f; Feb 14th, 2023) 

Perplexity: Bias and discrimination: AI systems can perpetuate and amplify existing 
biases in society, leading to discriminatory decisions and outcomes. For example, facial 
recognition technology has been shown to have higher error rates for black people and 
women. 

Privacy and data protection: AI systems often rely on large amounts of personal data to 
make decisions, and there are concerns about how this data is collected, stored and used and 
who has access to it. 

Employment impact: AI has the potential to automate many jobs, leading to unemploy-
ment and social unrest. There is also a risk that AI will reinforce existing power imbalances 
and exacerbate economic inequality. 

Accountability and responsibility: when AI systems make decisions that have significant 
consequences for individuals and society, it can be difficult to determine who is responsible 
for those decisions and how they can be held accountable.

https://chat.openai.com/chat/c4bf8bd6-df96-4cec-b96d-dd54ec97ef2f
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Human rights: AI has the potential to infringe on human rights, such as freedom of 
expression and privacy, and there are concerns about the use of AI for surveillance and 
control by governments and other organizations. 

It is important to address these ethical implications through ongoing dialogue and debate 
and by establishing clear ethical guidelines and principles for the development and use of 
AI. This includes considering the potential impacts of AI on individuals and society and 
ensuring that AI is developed and used in a responsible and ethical manner. (https://www. 
perplexity.ai/?s=u&uuid=a6d1842e-bf56-4e0a-9fd4-2ff4f00a8e13; Feb 14th, 2023) 

As we can see there are connections, from the ChatGPT and Perplexity answers, 
between ethical issues and concepts, such as privacy, surveillance and control, 
freedom of speech, prejudice and discrimination, were interpreted and new content 
arranged. All these issues already preexisted the use of generative AI, however they 
have been discussed in different levels of depth and application. Perhaps, the current 
challenge is to think about these issues in this new perspective. 

Whenever an innovation is incorporated by society, discussions about its suit-
ability arise. When the printed book was made available to society, when the first 
encyclopedias appeared, when the internet gave access to a volume of data never 
before imagined, there was questioning about the appropriateness of using these 
means of disseminating data, knowledge, and information. A good example is the 
current discussion of the impact of Generative AI on education, it is generating 
anxiety among schools, parents and teachers. This same discussion has occurred in 
other historical moments and incorporation of new technologies. There are already 
educational models that allow incorporating these situations brought by Generative 
AI in a creative way. Instead of copying or generating content, perhaps the challenge 
of education is to evaluate the quality of the information generated. It is to use this 
challenge to incorporate a critical and complex reflection in the different levels of 
life to establish security, transparency and trust in the use of AI-Generated. 

The Study on e-Health Interoperability of Heath Data and Artificial Intelligence 
for Health and care in the European Union—Final Study Report (European Union 
2021) points out the lack of trust in AI-driven decision support is hindering 
the wider adoption in heath, and also integrating new technologies into current 
clinical practice; research and personal medicine are indeed legal, ethical and social 
challenges. These challenges are increased by the necessary internationalization of 
the health area and the challenges of sharing data and information in order to achieve 
global health. 

Recommendations have also been developed by countries and organizations, 
highlighting the recommendation proposed by the European Commission, in 2020, 
in the “White Paper—On Artificial Intelligence—A European approach to excel-
lence and trust”, with the purpose of establishing the political paths to seek 
the appropriate use of AI. In this document, the Commission recommends the 
establishment of standards and guidelines for investment in the area of AI, aiming 
at two central objectives: promoting the adoption of AI and addressing the risks 
associated with certain uses of this new technology (European Commission 2020). 
The Commission also established a High Level Expert Group that published Guide-
lines on trusted AI in April 2019, composed of seven key requirements: respect

https://www.perplexity.ai/?s=u&uuid=a6d1842e-bf56-4e0a-9fd4-2ff4f00a8e13
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for the dignity of the human person; robust technical and security systems; privacy 
and data management; transparency; respect for diversity, non-discrimination and 
equity; social and environmental well-being; and accountability. 

The Common Digital Market is one of ten priorities of the European Union. 
In this context, the following decisions are taken: Decision No 922/2009 / EC of 
the European Parliament and of the Council of September 2009 on interoperability 
solutions for European public administrations (e-Health European Interoperability 
Framework) (European Union 2012) and Decision (EU) 2015/2240 of the European 
Parliament and the Council of 25 November 2015 establishing a program on 
interoperability solutions and common frameworks for public administrations, 
businesses and citizens (ISA program) as a means of modernizing the sector. 
European e-Health Interoperability Framework (ReEIF) (European Union 2015). 

The European Union seeks to integrate the electronic medical records of 
European citizens, recognizing the weaknesses related to various aspects of data use, 
whether for security, privacy protection, ethical suitability, management, storage 
and disposal, and interoperability between state information systems to establish 
trustable structure of E-Health. These measures are part of the goal of creating a 
digital single market.5 

Decision-making processes, particularly in the health area, are based on trust and 
the relationship of trust—which are necessarily identified with all those involved in 
this relationship. The relationships occur in all spheres, between the public admin-
istration and the administered; between private entities; between private entities 
and human beings and between human beings. The pre criteria for establishing the 
basis of trust, in situations involving IA, are not different, on the contrary should be 
intensified, because must be composed of concrete mechanisms to inform, account 
for the use, motivation, process and transparency of the criteria used in decision 
making. 

The principle of trust lies at the basis of legal relations, whether these are 
public or private. In turn, the principle of the protection of trust is presented 
in the individual dimension, or in the subjective aspect of legal security. This 
principle depends on the exercise of trust, with concrete indication of the breach of 
expectations in law or clear demonstration of the requirements for its demonstration. 

O’Neill understands that trust cannot be confused with the mere disclosure or 
transparency of information and accountability (O’Neill 2004). From the philosoph-
ical perspective, trust is a central element in human relations, whether interpersonal 
or between individuals and the state, involving trust in institutions and their 
representatives. However, this state of trust is not presented merely by the disclosure 
of data and information, but must be underpinned by an intelligible narrative. 

In the juridical perspective, the principle of trust, says Martins-Costa, has the 
immediate scope to ensure expectations. In the case in question, the situation of

5 The example and efforts made by the European Union to integrate regulatory, technical, ethical 
and social aspects in the area of digital health are important to reflect in the design of systems, 
similar or not, for other parts of the world. 
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trust is materialized between the individual and the public administration, when 
personal data are provided for precise purposes—as health care, research or social 
security (Martins-Costa 2015). It also presents itself in legal businesses, involving 
the provision of personal data in exchange for specific health services. 

2.1 The Health Area the Use of AI and Decision-Making 
Processes: Opportunities and Risks to Treat Electronic 
Health Records (EHR) 

Undoubtedly health care; research involving human beings or public policy 
design—data and information are central. In turn, the use of AI in this scenario 
relies and requires the data and information spent in electronic health records 
(EHR). Therefore, the treatment of health data and information, sensitive data, must 
be based on the principle of trust. So, studying some aspects related to the use of 
EHR, combined with AI technologies, is a good example to establish opportunities 
and risks of this technology in the health area. 

Electronic medical records serve as a collective memory of the assistance 
provided to the patient. Thus, they must gather general and health data records, the 
description of relevant personal and family facts, collected by health professionals 
during the patient’s anamnesis. It is this history that opens the record of the 
assistance activities. Besides this information, other information is added, either 
as a record or as annexes, such as diagnoses, under the form of reports, images 
or data, prognoses, care plans, exam results, consultations performed by different 
professionals, participation in research or notes that are relevant to the case, with 
the primary purpose of better assisting the patients (Fernandes and Goldim 2019). 

2.2 The Opportunities 

The EHR must be protected and guided by a relationship of trust, based on respect 
for the person. The respect for the person is expressed by the deontological duties 
of confidentiality, by the legal duties of personality and by the bioethical principles. 
The patient provides the information considered as relevant based on the trust placed 
in the professional who is attending him/her. From the professional’s point of view, 
this information is always considered to be privileged. 

The use of genetic data in care, such as those used in genetic counselling and 
Personalized Medicine, has introduced new data, which may generate information 
that affects not only the patient but also other people related to him or her. Thus, the 
concept of personal privacy expands to that of relational privacy. This increases the 
responsibility associated with the registration and future use of this information.
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As well as, the data EHR may assist in research-related interventions. This may 
involve the use of medicines, cells and other biological products, the performance 
of surgical or diagnostic procedures, the use of devices, changes in the care process, 
preventive care, among other activities. In all of them the sharing of these data can 
generate new and useful information. 

The development of clinical research and also of personalized medicine, extends 
the care with the protection of personal data in the area of health, as they involve the 
need to use data and information of patients, collected in an protected environment 
by the principle of trust. Likewise, this principle creates expectations in the research 
participant—on a personal level, when the results of the research can affect or be 
beneficial to him/her, or on the social and community level of collaborating with 
scientific development. 

Besides, EHR have been used as qualified sources of information for the 
establishment of public policies and research. Public policies are essential to 
guarantee access to health. It is worth noting that, from the perspective of Law, 
the issue of access to health is dealt with in the context of fundamental and civil 
rights. The importance, for example, of epidemiological cause-effect relationships 
studies, which make it possible to establish public policies, protocols, guidelines or 
norms for the prevention and treatment of diseases and/or for health promotion, are 
unquestionably important and they change the course of human development. 

Moreover, from the epidemiological approach, Evidence-BasedMedicine (EBM) 
emerged, proposed by McMaster University, Canada, in the 1990s, to record and 
systematize clinical evidence and the epidemiological knowledge derived from it, 
to improve results in the diagnosis and treatment of diseases and health care. It is an 
attempt to guide patient-associated decision making at the individual level based on 
collective data (Evidence-Based Medicine Working Group 1992). 

So, the need to systematize the collection, storage and use of health data and 
information is directly connected with the development of medicine and the global 
increase of knowledge in health, both in terms of individual patient care, population 
health and global health. And today we have at our fingertips and in constant use 
tools such as AI to do that. 

2.3 The Risks 

The protection of personal data and information contained in EHR should consider 
the new context generated in the Information Society, for risk prevention (Fernandes 
2019). The constant development and incorporation of new information and com-
munication technologies, the use of new data protection techniques, including AI, 
blockchain, the use of social media, the interconnection of integrated health systems, 
in addition to the sharing generated by the Big Data environment itself (Roehrs et 
al. 2019). 

So, these expanded possibilities of interconnecting, storing and processing a large 
and complex volume of data and information originated from EHR, amplifies the
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national and international concern, demonstrated in the literature, about the security 
and preservation of patient data and information contained in PEPs. Particularly, 
the respect and the adequate use for its purpose—in favor of the patients—are 
highlighted topics. The literature review carried out in 125 scientific articles, 
selected from a total of 5278 articles, in the PubMed and Scielo databases, indicates 
as recurrent themes information security when dealing with electronic records and 
access to medical records (Caballero 2018). 

EHR presents the data and information in a structured way, however, as the 
medical history should be developed in a text contextualized in the patient’s life 
and living, the qualitative or even quantitative analysis may be hampered. Also, 
personal data and information, especially in health, should be considered as distinct 
concepts. Information does not exist in isolation, it needs a receiver, someone to 
give meaning and significance to the data. Isolated data describes characteristics 
of something, someone, some fact or situation. However, it is the information that 
gives meaning to this data. The information acts on the data, it is the result of the 
analysis and interpretation of the data. In short, it is the organization, categorization 
and systematization of data for a specific perspective and purpose that generates 
information. These definitions are a relevant starting point for understanding the 
importance of data and information in the area of health (Fernandes 2019). 

Likewise, it is important to consider various notions and concepts related to 
the environment of large volumes of data—Big Data—generated in EHR and in 
the health system (Kulynych and Greely 2017). Big Data is an expression used 
generically to indicate the grouping of data, information, databases, open internet 
networks and other accessible data that initially aimed to improve strategic planning, 
marketing and commercial business (Manyika et al. 2011). This context, marked by 
fluidity, uncertainty and fugacity of data and information, required multiple sources 
to seek to understand complex and broad phenomena that AI systems can help to 
interpret. 

The new perspective generated by the Big Data phenomenon has stimulated 
scientific work in various areas of knowledge. As pointed out by Mittelstadt and 
Floridi in a literature review article of 2016, AI in the health area is already a 
reality, besides others that would be on a horizon possibilities and others that are 
still only potential. Examples of situations that are already a reality include those 
related to the activities of Biobanks, Public Health studies and hypothesis testing 
in the health area. Possible situations include the interconnection of equipment 
and applications for personal health; the existence of online profiles connected to 
medical records; the creation of social media in the health area and the online and 
offline connections of personal profiles via wifi. Finally, they indicated as potential 
situations the connections between online medical records with other sources of 
personal data, as well as the involuntary connections of these data, both online 
and offline, originating from personal profiles for health surveillance purposes 
(Mittelstadt and Floridi 2016).
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Floridi says: 

Clearly, the future of AI lies not just in “small data” but also, or perhaps mainly, in its 
increasing ability to generate its own data. That would be a remarkable development, and 
one may expect significant efforts to be made in that direction. As well as, translated 
difficult tasks into complex tasks. (...)How is this translation achieved? By transforming 
the environment within which AI operates into an AI-friendly environment (Floridi 2019, 
2020). 

For this and other reasons, accurate risk impact analysis and preventive actions 
should be taken, in the normative, good practices, compliance and ethical spheres, 
mainly to avoid bias in decision making. Algorithmic bias is one of the fears, 
particularly in the processing of sensitive personal data, suche as health, genetic 
and biometric data. As well as, algorithmic bias that may negatively discriminate 
and/or cause harm to individuals or certain groups—e.g. organised by gender, sex, 
age, physical or mental health status and economically or socially vulnerable peaple 
or groups (e.g. prisoners and the poor). 

Norori et al. (2021), in an article entitled Addressing bias in big data and AI 
for health care: A call for open science point out that the future, and we would 
say the present, research is needed to set standards for AI in healthcare that enable 
transparency and data sharing, while at the same time preserving patients’ privacy. 

The authors present the distinctions between statistical bias and social bias as the 
starting point of the analysis. Statistical bias being that refers to cases in which the 
distribution of a given dataset is not reflecting the true distribution of the population 
and in turn, social bias refers to inequities that may result in suboptimal outcomes 
for given groups of the human population Norori et al. (2021). 

The authors point out some examples of AI algorithms that are biased by design, 
regarding sex, age and race. The bias can be observed in studies that discriminate 
against the female gender in favor of the male, including in pre-clinical research, 
when in experimental models using animals there is a predominance of males. 
As well as in research for the development of medicines, when the majority of 
participants are men without a methodological reason that justifies it. Also, they 
pointed out, by the example, studies in the area of sleep disorders, when young 
patients are in favour of older patients. Moreover, racial bias when algorithms, in the 
area of skin cancer, are programmed to identify images of light skin and not dark 
skin, even if black population has a higher mortality rate from melanoma cancer. 
Also in the area of negative discrimination by race, there are algorithms in the area 
of hospital costs that induce to determine that black patients are healthier than white 
patients and for this reason, these receive a better treatment Norori et al. (2021). 

These examples are enough to demonstrate that fears and lack of confidence in 
AI driven decision making are not in vain, or even disproportionate—they are a 
reality that should be normatively and ethically avoided. 

Negative discrimination, as we have pointed out, in Latin America is aggravated 
by the large number of people who do not have access to health technologies or are 
discriminated against in “broad daylight” because of their condition and economic 
deprivation, lack of education and lack of sanitary conditions—as can be seen in 
the slums and peripheries and which is evidenced in the COVID-19 pandemic—
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ironically data that has also been evidenced with the help of AI driven technologies 
(OECD and The World Bank 2020; Norori et al. 2021). 

So what to do? Where should we act—nationally and internationally? What 
parameters should we have as a starting point? To try to answer and/or reflect on 
these questions, we turn to our second point, the Complex Bioethics Model (CBM) 
and AI. 

3 Complex Bioethics Model (CBM) and AI 

We are at a historic stage in which digital immigrants and digital natives coexist 
(Zur and Walker 2019). Digital immigrants had the opportunity to live in a society 
where all decisions were made only by human beings. Digital natives, on the other 
hand, naturalize the decisions made by algorithms. 

The naturalization of decisions made only by artificial intelligence can involve 
several important ethical issues, such as technological arrogance, the vision of 
certainty and the impartiality of algorithms. 

By using algorithms, machines follow a pattern of predictable, pre-programmed 
steps. Even with the incorporation of associated machine learning processes, 
these decisions carry with them only the rational elements associated with the 
decision-making process. In some models, values, affective issues and even cultural 
traditions can be included as elements of this decision-making process (Weber 
1978). However, these non-rational actions are considered as if they were rational 
by the computational model. The computer doesn’t hesitate, humans hesitate (Han 
2015). 

The processes used in artificial intelligence are the result of programming. 
Programming does not tolerate ambiguity or uncertainty, which are always present 
in the real world. Even using fuzzy logic-based methodologies, strictly speaking, it 
is a programmed uncertainty. 

There is a belief that human beings are fallible but machines are not. Any and all 
decision-making process using artificial intelligence is based on a set of assumptions 
established by human persons. Even when there are self-programming systems, 
the root of the process is based on choices made by people who planned and 
implemented them. There are different levels of complexity, but they converge to 
a root where there is the presence of non-rational characteristics of its developers. 

From an ethical point of view, any and all human action, or resulting from it, 
must be evaluated for its adequacy (Vasques 2000). This assessment requires not 
only the consideration of the facts, but the whole set of circumstances. One of these 
circumstances is the historical dimension, it is the perspective of insertion of these 
activities over time. It is a critical need to understand the complexity of the problem 
being evaluated. 

This apparent dichotomy between artificial and natural is increasingly tenuous 
(Monod 1970). It is increasingly important to have a complex perspective in
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understanding situations that have increasingly presented themselves to human 
society. 

Using a complex approach to Bioethics, it’s possible to have ethical arguments 
using different theoretical framework, Any of them, based on virtues; intention and 
consent; principles; responsibility; human rights; consequences and alterity could 
be used in order to understand the human-computer systems relation. 

Virtues can be used to justify the personal behavior adequacy involved in the 
design and application of decision-making systems. Prudence, temperance and 
justice are fundamental virtues to be considered in these situations. Systems must be 
based on practical reasoning, must use the resources involved properly and, above 
all, do not discriminate against any person or group of persons. Virtues presupposes 
a desire for humanity, which projects itself in time, which always has a historical 
perspective (Comte-Sponville 1996). 

The intentions and consent associated with the action must be considered in 
evaluating the moral worth associated with an action (Abelard 1995). The intention 
of whoever designs or uses a system must be adequate, it must aim at the good of 
the people. On the other hand, the use of the system is only considered appropriate 
when it has the consent of the people affected by it. This combination of wills, of 
those who do the action and those who suffer the action, is fundamental. 

Principle-based ethics should also guide the assessment of the appropriateness 
of using systems. The four-principle framework—Dignity, Freedom, Integrity and 
Vulnerability—can be very helpful in these assessments (Kemp 2005). Coherence 
in the application of these principles, understood as guiding human actions, must 
be sought. Dignity unites us to all people, it is what gives the character of 
humanity to all of us. Freedom is the possibility to choose, to make choices free 
from coercion. Integrity, understood in its physical, mental and social dimensions, 
must always be based on the search for its preservation. Vulnerability should be 
considered whenever there is any possibility that dignity, freedom or integrity could 
be compromised. In a risk society, we are all always vulnerable, in different degrees 
and situations. 

The ethics of human rights is based on expectations of action. Human rights can 
be approached from an individual or collective perspective or even in a transpersonal 
way (Bobbio 1992). From the right to life and privacy to the right to solidarity or 
to have a preserved environment, rights are expressions of other people’s actions 
towards me. Artificial intelligence systems may not have this multiple perspective 
present when making decisions. Sometimes one right is privileged and the others 
are not taken into consideration. It may happen that, by guaranteeing the right to 
privacy, a system will end up abandoning the dimension of solidarity (de Oliveira 
Ascensão 2009). 

Consequentialist ethics is based on risks and benefits associated with actions 
directed to individuals or collectivities. The consequentialist decision-making pro-
cess, from a micro or macro point of view, is based on the analysis of utility (risk 
versus benefit) (Singer 1993). The most important issue is to aim for a balance 
between these two perspectives, to establish a win-win strategy.
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Ethics of responsibility focuses on actions. Both perspectives, whether retro-
spective or prospective, assess the repercussions of the actions carried out. The 
retrospective approach focuses on causes and the prospective on effects. The usual 
approach to responsibility is to see who did it and how the action was done. More 
recently, the focus has shifted from the cause to the action’s repercussions. If 
scientists are responsible for the social consequences of science (Marcuse 2009), 
so too are the people who design artificial intelligence systems. In this perspective, 
a new imperative was established in response to human actions: “In your present 
options, include the future integrity of the human being among the objects of your 
will” (Jonas 2006). In other words, we shouldn’t do everything that technique allows 
us to do (Ropohl 1981). 

Finally, alterity is another theoretical approach to evaluate the ethical basis of 
artificial intelligence. Systems are built to be permanent, to have an identity, an 
immutability and to assume the totality of associated actions. This is the perspective 
of sameness. Otherness, on the other hand, assumes impermanence, singularity, 
mystery and infinity (Levinas 1961). Otherness opens us to the other and reaffirms 
us as people. This perspective allows establishing an ethical co-presence, a co-
responsibility, a perspective that goes beyond the simple relationship to become an 
effective interaction (Levinas 1991). From the perspective of artificial intelligence, 
sameness prevails over otherness. In alterity perspective it’s impossible to approach 
new technologies from a neutral point of view. 

The Complex Bioethics approach allows the integration of these different 
theoretical perspectives in the search for arguments to reflect on the adequacy of 
the use of artificial intelligence technologies (Goldim 2006b). It’s a good way to get 
a comprehensive perspective on proposals that are often seen only in their technical 
aspects. 

Contemporary ethical discussion should be guided by reflection on the new 
“information regime”, as characterized by Han (Han 2021). This is our challenge: to 
reflect on this new model of society, where relationships have changed enormously. 
AI, Generative AI and other species, is just one of the multiple challenges that need 
to be discussed and deepened. 

4 Conclusion 

Artificial intelligence is defined in the sense that machines can perform tasks similar 
to those performed by human beings (McCarthy et al. 2006). In the beginning of 
computing, computers were called “electronic brains”. Later, computer metaphors 
were used to explain how the human brain works. One of the current risks is to carry 
out this inversion again, that is, to want to explain human intelligence using artificial 
intelligence models. 

Another challenge in transposing human intelligence to artificial intelligence is 
recognizing that humans can fail, then machines can fail too. If this transposition 
occurs, it could be the realization that there would be a proposal for an “artificial
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stupidity” (O’connell 2017) associated with “artificial intelligence”, like human 
stupidity and intelligence. Ethics and Bioethics could help in the reflection of the 
adequacy about the limits and borders between natural or artificial and intelligence 
or stupidity. 

More important than discussing punctual ethical aspects, it is fundamental to 
reflect on the broader aspects of the use of AI, such as: 

(a) to define ethically appropriate standards to guide the responsible creation of 
content by these systems; 

(b) to establish monitoring strategies for the data and information generated by the 
AI and Generative AI to verify the veracity; 

(c) to create guidelines that allow continuous audits of the processes of these 
systems in order to prevent that their processes can be used for purposes 
contrary to the interests of people, societies and humanity (Gocklin 2023). 

In the bioethical approach to new technologies, it is essential to associate the 
principle of precaution with the principle of hope (Patrão-Neves 2021). That is, 
precaution seeking to guarantee the life of each one and hope seeking to maintain 
everyone’s living.6 
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The Autonomous AI Physician: Medical 
Ethics and Legal Liability 

Mindy Nunez Duffourc and Dominick S. Giovanniello 

Abstract Artificial intelligence (AI) is currently capable of autonomously perform-
ing acts that constitute medical practice, including diagnosis, prognosis, therapeutic 
decision making, and image analysis, but should AI be considered a medical 
practitioner? Complicating this question is that fact that the ethical, regulatory, 
and legal regimes that govern medical practice and medical malpractice are not 
designed for nonhuman doctors. This chapter first suggests ethical parameters 
for the Autonomous AI Physician’s practice of medicine, focusing on the field 
of pathology. Second, we identify ethical and legal issues that arise from the 
Autonomous AI Physician’s practice of medicine, including safety, reliability, trans-
parency, fairness, and accountability. Third, we discuss the potential application 
of various existing legal and regulatory regimes to govern the Autonomous AI 
Physician. Finally, we conclude that all stakeholders in the development and use of 
the Autonomous AI Physician have an obligation to ensure that AI is implemented 
in a safe and responsible way. 

1 Introduction 

Artificial intelligence (AI) generally describes, “the capability of a computer 
program to perform tasks or reasoning processes that we usually associate with the 
intelligence of a human being (Lupton 2018).” Although it is unlikely that AI will 
completely replace human physicians anytime soon, it is now possible for AI to 
independently perform tasks that fall squarely within the scope of medical practice, 
most notably diagnosis, prognosis, and consultation in response to individualized 
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medical information.1 In April 2018, the U.S. Food and Drug Administration (FDA) 
approved IDx-DR, the first artificially intelligent device capable autonomously 
diagnosing patients with diabetic retinopathy without the input of a human doctor 
(U.S. Food & Drug Administration 2018). In Europe, Oxipit, an AI capable of 
autonomously producing “final reports for healthy patient X-ray studies” received 
a CE mark, clearing the way for its use in clinical practice (Oxipit 2022). Deep 
learning (DL) is the subset of AI most likely to produce technologies, like IDx-DR 
and Oxipit, capable of autonomous medical decision making by training machines 
with artificial neural networks to analyze large amounts of medical and health data 
to detect patterns.2 

The introduction of artificial intelligence using DL in modern medicine holds 
promise for improving the accuracy, efficacy, and efficiency of medical diagnosis, 
prognosis, therapeutic decision making, image analysis, and patient monitoring 
(Chang et al. 2019; Jackson et al. 2021). On the other hand, it also introduces a host 
of ethical and legal concerns surrounding safety, transparency, bias and discrimi-
nation, data privacy, consent and autonomy, and responsibility and accountability 
(Lawry et al. 2018; Gerke et al. 2020; Jackson et al. 2021). Further amplifying these 
concerns is the fact that the existing ethical and legal regimes that govern medical 
practice and medical malpractice are not designed for nonhuman doctors. 

Pathology, as a data-rich subspecialty of medicine, is a hotbed for the devel-
opment and implementation of medical AI (Chauhan and Gullapalli 2021). As a 
result, Jackson et al. (2021) call on pathologists to provide both developmental 
as well as regulatory and ethical leadership for the uptake of AI in clinical and 
laboratory medicine (Jackson et al. 2021). This chapter combines the medical and 
legal expertise of its authors to recommend parameters for the Autonomous AI 
Physician and identify the ethical and legal issues that arise from the practice of 
medicine by the Autonomous AI Physician. Following this, the authors identify and 
suggest the potential application of concepts from the various regulatory and legal 
regimes that currently govern medical practice and medical malpractice to the future 
practice of medicine by the Autonomous AI physician.3 

1 Lawry (2018) opining that AI will not replace doctors. 
2 See Gerke (2020) defining machine learning and deep learning. See also Duffourc (2020) 
reviewing various definitions of medical practice in the US and Europe and noting that diagnosis 
and treatment fall within the scope of medical practice under most definitions. 
3 See Generally on the of the imitation of humans by Robots II.1—M C Patrão Neves and A B 
Almeida—Before and Beyond Artificial Intelligence: Opportunities and Challenges; III.2—B A 
Ribeiro, H Coelho, A E Ferreira and J Branquinho—Metacognition, Accountability and Legal 
Personhood of AI.
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2 Artificial Intelligence in Pathology 

Pathology uses a data-intensive, complex, and comprehensive workflow to diagnose 
and study disease processes (Pallua et al. 2020). Both anatomic and clinical 
pathological findings and data heavily inform diagnosis, prognosis, and therapeu-
tic recommendations of all medical specialties (Chauhan and Gullapalli 2021). 
Digitization has already improved workflows in pathology by allowing virtual 
microscopic analysis of whole slide imaging, which has proven to be comparable 
to the conventional microscope, long considered the gold-standard for detecting 
pathological changes in tissues and cells (Pallua et al. 2020). The introduction of 
AI into this morphologic analysis promises to further improve accuracy by reducing 
diagnostic inconsistency caused by human observer variability (Chang et al. 2019). 
For example, AI can be trained with digitized images and associated diagnoses 
rendered by human pathologists to analyze new images for pathological patterns 
that lead to quicker and more accurate diagnoses (Jackson et al. 2021). Recently, 
AI has proven that it can outperform human physicians in even more complex tasks, 
including predicting the stage and grade of lung cancer, using DL techniques (Chang 
et al. 2019). 

Pathology’s digitization combined with its generation of large amounts of 
medical data make the field, along with radiology, a “prime target[] for disruptive 
innovation of health care AI applications over the next decade (Chauhan and 
Gullapalli 2021).” Allen articulates three progressive levels of AI integration in 
pathology (Allen 2019). The first level keeps pathologists in the workflow loop by 
integrating AI as one of the many diagnostic tools that pathologists use for medical 
decision making (Allen 2019). The second level describes AI that can independently 
render pathologist reports but keeps human pathologists on the workflow loop to 
provide quality oversight for AI-generated medical decisions (Allen 2019). The 
third level of AI involvement removes human pathologists from the workflow loop 
which is entirely controlled by autonomous AI (Allen 2019). 

Other medical experts doubt a future in which AI completely replaces human 
pathologists noting that AI has yet to master the unique ability of the human 
brain to synthesize information across various sectors of knowledge (Chauhan and 
Gullapalli 2021). Though Chauhan and Gullapalli (2021) admit that the future role 
of AI in pathology is unpredictable, they dare to make one prediction: “The need for 
a wary and cautious eye on the quality and process control by pathologists is unlikely 
to be automated anytime soon (Chauhan and Gullapalli 2021).” Pathologists in 
clinical laboratories are also responsible for the generation and safekeeping of “one 
of the largest single sources of objective and structured patient-level data within the 
healthcare system (Jackson et al. 2021).” As a result, pathologists are not only well-
positioned but, as the custodians of highly coveted medical data, ethically obligated 
to help usher in a new age of AI.4 

4 See Chauhan and Gullapalli (2021) noting that pathologists are the custodians of patient data that 
will drive innovation and debates surrounding medical AI.



210 M. N. Duffourc and D. S. Giovanniello

3 The Autonomous AI Physician: Parameters 

While the concept of a self-sufficient robot doctor may be the stuff of science 
fiction, AI is already capable of autonomously practicing medicine, including 
diagnosis, prognosis, and provision of treatment recommendations.5 Deep learning 
allows AI to mimic human brain function to independently process data and 
reach decisions using algorithmic reasoning that continuously improves as the AI 
collects more data (Ahmad et al. 2021). Although AI manufacturers may attempt 
to describe AI as “cognitive computing” or medical support tools, the reality is 
that AI can now independently consult millions of pages of literature to suggest 
individualized medical treatments (Chung and Zink 2018), analyze and interpret 
radiology images and pathology slides (Griffin 2021; Oxipit 2022), diagnose and 
stage cancer (Ahmad et al. 2021), and predict patient outcomes (Ahmad et al. 2021). 
And with investment in healthcare AI outperforming any other sector in the global 
economy, the capability of medical AI will only continue to grow (Griffin 2021). 
Some futurists predict artificial general intelligence to be a reality by 2029 (Chung 
and Zink 2018). 

Now is the time to set parameters for the autonomous practice of medicine by 
AI. While recognizing that AI may be able to “fill much of the gap between human 
performance and perfection (Jorstad 2020),” it will never be capable of providing 
the integral human components of medical practice, “like touch, compassion, and 
empathy (Griffin 2021).” Griffin explains that: “Medicine is not purely a science 
that can be managed with statistics, mathematics, and computer algorithms, and 
overreliance on AI may lead to harm in instances when human compassion, human 
touch, or human interpretation of data context is necessary (Griffin 2021).” From 
the perspective of diagnostic pathology, Ahmad, et al. note that, “[t]he diagnostic 
process is too complicated and diverse to be trusted to hard-wired algorithms alone. 
It is hoped that AI and human pathologists will be natural cooperators, not natural 
competitors (Ahmad et al. 2021).” As recognized by the EU’s Special Committee on 
Artificial Intelligence in a Digital Age, human oversight of autonomous AI medical 
decisions is indispensable (European Parliament Special Committee of Artificial 
Intelligence in a Digital Age 2021). As a result, the Autonomous AI Physician, as 
used in this Chapter, describes artificial intelligence that is capable of performing 
acts ordinarily considered medical practice (diagnosis, prognosis, development of 
a treatment plan, etc.) using algorithmic reasoning to make medical decisions 
without a human involved in that medical decision-making process. Additionally, 
the Autonomous AI Physician should currently not stand alone as the sole medical 
decision maker for an individual patient but should instead be situated within a larger 
treatment team that includes human medical practitioners.

5 Lawry (2018) opining that AI will not replace doctors. 
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4 Ethical and Legal Implications of the Autonomous AI 
Physician 

The proliferation of AI technologies capable of performing tasks typically reserved 
for human medical professionals can translate to cheaper, more accessible, and 
higher quality healthcare (See Jackson et al. 2021). In addition to diagnostic AI 
ranging from IDx-DR’s ophthalmologic diagnoses to Oxipit’s radiology reports, 
AI applications in medicine can read eye scans, predict early-stage coronary artery 
disease, and detect cardiac arrest over the phone in real time (Gerke et al. 2020). 
Gains realized by innovative AI technologies in medicine; however, do not come 
without risks to patient safety and privacy. As a result, medical, legal, and data 
experts call for robust ethical and regulatory oversight of AI in the health sector to 
ensure that new technologies are implemented fairly, safety, and securely (Lawry et 
al. 2018; Allen 2019; Jackson et al. 2021). Although regulatory agencies are now 
attempting to address AI risks, the early “development of AI, broadly speaking, has 
occurred substantially outside of any regulatory environment (Allen 2019).” 

Regulating the development of AI in any sector is inhibited by the “pacing 
problem,” which describes the proclivity of technological innovation to disengage 
from regulatory regimes and social norms that lag behind the development of 
new technology.6 Additionally, innovation in the tech industry is driven by values 
markedly different than those in the healthcare industry (Jackson et al. 2021). 
“Mov[ing] fast and break[ing] things” doesn’t exactly translate to an acceptable 
patient safety strategy.7 Still, successful ethical, regulatory, and legal strategies for 
guiding the implementation of AI in medical practice will need to balance the 
benefits of encouraging innovation in the health sector with the risks to patient safety 
and privacy (Allen 2019). Interestingly, the tech industry, including AI researchers 
and data-scientists, have initially led discussions surrounding the importance of 
ethical and responsible AI, but experts warn that the industry in charge of developing 
AI cannot alone guide the ethical implementation of the same technology (Chauhan 
and Gullapalli 2021). Allen opines that accomplishing such a task “is likely to 
require an unprecedented level of governmental, professional societal, and industrial 
cooperation and trust-building (Allen 2019).” 

Though the ethical and legal aspects of integrating autonomous AI in medicine 
cannot be neatly separated, we nevertheless organize the ethical discussion consider-
ing the core principals of medical ethics—autonomy, beneficence, nonmalfeasance, 
and justice—to conclude that ethical AI must be transparent, reliable, safe, and free 
of bias, while organizing the legal discussion around data privacy and liability for 
patient harm.8 

6 Allen (2019) describing the pacing problem. Jackson (2021) noting that AI applications have 
developed faster than social norms and regulations have been able to evolve in response. 
7 Jackson (2021) quoting Mark Zuckerberg. 
8 Jackson (2021) listing foundational principles of medical ethics.
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4.1 Ethical Consideration: Transparency 

The requirement that medical AI maintain a level of transparency sufficient to ensure 
patient autonomy is twofold. First, AI developers should be transparent about the 
use of patient data for training medical AI systems (Jackson et al. 2021). Second, 
patients should have sufficient information about the use of AI in clinical care, 
including the risks and benefits of AI-based medical decisions as well as information 
about how those decisions are made (Jackson et al. 2021). 

The question of whether patients need to give permission for AI developers to use 
health data generated during their medical treatment depends on the jurisdiction’s 
rules governing disclosure of personal health information. In the United States, 
because patient data is typically deidentified before being shared with AI developers 
for training new technologies, the primary law protecting health data, the Health 
Insurance Portability and Accountability Act (HIPAA), does not prevent disclosure 
(Jackson et al. 2021). Jackson, et al. argue that the risk of reidentification of patient 
data by cross-referencing multiple data sets mandates that a patient’s consent be 
obtained prior to using their health data for training AI (Jackson et al. 2021). 
This consent requirement, should it be recognized, cannot be satisfied by obtaining 
patient consent for processing data for individual medical treatment and payment, 
but instead requires additional consent (Jackson et al. 2021). In Europe, the General 
Data Protection Regulation (GDPR) generally requires explicit patient consent for a 
specifically identified purpose before an individual patient’s health data is processed 
for any reason (The European Parliament and the Council of the European Union 
2016, Art. 9). Although the GDPR does not regulate “anonymized data,” which can 
no longer be connected to an identifiable person, it does restrict the use of data that 
has a reasonable likelihood of being re-identified (The European Parliament and the 
Council of the European Union 2016, Recital 26). 

In addition to having control over their health data, patients should also be 
informed about the role of AI-sourced decision making in their medical care. When 
and to what extent patients are informed about the use of AI in making diagnoses 
and therapeutic decisions is unsettled, leaving medical and legal experts concerned 
about infringement upon a patient’s ability to exercise the autonomy needed to 
make informed decisions about their treatment (Gerke et al. 2020). Minimally, a 
patient should be informed when AI is used to generate diagnoses or treatment 
recommendations including an explanation of any risks attendant with accepting AI-
sourced medical decisions. Ideally, patients should also be given a plain-language 
explanation of how the AI reached its conclusions; however, the reality is that AI 
technology that uses DL can conceal algorithmic decision-making criteria from even 
the AI’s developer creating the problem of opaque “black-box” AI, which describes 
the inability of humans to understand the basis for the AI’s decision. (Chauhan and 
Gullapalli 2021). Nevertheless, disclosures about data used to train the AI as well as
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the AI’s pre-market performance statistics should be given to patients whose care is 
influenced by AI medical decision making.9 

4.2 Ethical Considerations: Reliability and Safety 

The “black-box” problem also presents an impediment to ensuring that AI-sourced 
medical decision making is reliable and safe for patients because it conceals 
the process by which the AI system reached a decision, preventing analysis and 
oversight of the decision-making process. Some experts argue that the accuracy of 
the AI’s decisions is what matters regardless of the hidden process it used to reach 
those decisions (Gerke et al. 2020). Although, the algorithmic functions used in the 
AI’s analysis of data are not, and cannot possibly be, completely transparent with 
“black-box” AI, developers must still provide crucial information about how the 
AI was trained and potential biases of the software for independent oversight and 
analysis (Gerke et al. 2020). Typically, the quality of the training data given to the 
AI will directly correlate to the quality of the AI’s medical decisions (Gerke et al. 
2020). 

However, even when AI produces technically reliable decisions based upon the 
data it received, those decisions may be clinically unreliable and threaten patient 
safety (Lawry et al. 2018). While DL can enable an AI to develop and apply rules to 
detect patterns using large data sets, AI still cannot exercise clinical reasoning of a 
human doctor to determine the difference between causation and correlation (Lawry 
et al. 2018). For example, an AI system trained to triage patients with pneumonia 
determined that asthmatic patients were low risk because they had better recovery 
outcomes following a pneumonia diagnosis than the general population (Caruana et 
al. 2015). While the system was trained to consider underlying risk in its decision 
making, it failed to recognize that patients with a history of asthma, and considered 
high-risk pneumonia patients, received a higher level of care, thereby producing 
better outcomes. This inability of AI to properly recognize cause and effect can 
make the system unreliable, and therefore, unsafe (Lawry et al. 2018).10 

9 See Generally on ‘Black-Box’ effect II.2—E Magrani and P G F Silva—The Ethical and Legal 
Challenges of Recommender Systems Driven by Artificial Intelligence; II.8—R Nogaroli and J L 
M Faleiros Júnior—Ethical challenges of artificial intelligence in medicine and the triple semantic 
dimensions of algorithmic opacity with its repercussions to patient consent and medical liability. 
10 See also II.8—R Nogaroli and J L M Faleiros Júnior—Ethical challenges of artificial intelligence 
in medicine and the triple semantic dimensions of algorithmic opacity with its repercussions to 
patient consent and medical liability.
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4.3 Ethical Consideration: Bias 

Patient safety can also be compromised by systemic biases that manifest in AI 
medical decision making. Despite being nonhuman, AI can express subjective biases 
as a result of human-generated algorithms and data used to develop the AI (Chauhan 
and Gullapalli 2021). Algorithmic bias describes the systemic bias of AI decisions 
that reflect the human biases of the AI’s programmer (Nelson 2019). Algorithmic 
bias can be introduced through, “the data algorithm authors choose to use, as well 
as their data blending methods, model construction practices, and how results are 
applied and interpreted (Nelson 2019).” Chauhan and Gullapalli explain how AI 
algorithms with a “tunable variable” require researchers to make conscious choices 
that present an entry point for biases that can have “cascading effects downstream.” 

Another source of AI bias comes from the data used to train the AI, which 
consists primarily of data from electronic medical and billing records. Nelson 
describes the data used to train AI as, “the data that we have as opposed to the 
data that is ‘right (Nelson 2019).’” First, because data in electronic health records 
is not generated for the specific analytic functions of modern AI technology, but 
rather for medical treatment and billing, it reflects systemic biases—including racial, 
gender, geographic, and economic biases—that operate to further disadvantage 
underrepresented populations (Nelson 2019). For example, black women have 
historically been, and continue to be, victims of obstetric racism and subjected 
to unnecessary medical procedures (Campbell 2021). When data used to train 
AI contain bias, the AI will generate biased medical decisions in the absence of 
adequate measures designed to both identify and eliminate such bias (Lawry et al. 
2018). 

An overarching bias in health data used to train AI is that it comes from 
populations who have access to healthcare and is typically not representative 
of minorities and other marginalized subpopulations (Jackson et al. 2021). This 
problem is further exacerbated when wearable technologies source AI training 
data (Lawry et al.  2018). As a result, data used to train AI suffers from category 
imbalance and under specification, both of which can make the AI’s decisions 
unreliable and unsafe when applied to members of a minority or underrepresented 
population (Chauhan and Gullapalli 2021). 

4.4 Legal Considerations: Data Privacy 

Though most data used to train AI come from electronic health records, other 
sources of training data include purchasing records, income data, criminal records, 
and social media (Hoffman 2021). Third-party access to such data can reach far 
beyond the harm associated with an initial privacy violation to impact employment 
and credit decisions and insurance access and rates (Jackson et al. 2021). Additional 
negative impacts of third-party access to health data can include social stigma and
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psychological harm (Hoffman 2021). Hoffman notes that AI predictions regarding 
future medical conditions, including cognitive decline, substance abuse, and even 
suicide can cause both discrimination and psychological harm for individuals who 
are not offered counseling to manage the impacts of such findings (Hoffman 
2021). Although the GDPR offers more protection to individuals in the European 
Union than HIPAA offers to Americans, the cross-border capabilities of AI require 
international regulations to protect personal data used by AI developers (Gerke et 
al. 2020). 

4.5 Legal Consideration: Liability 

Though AI is currently capable of independently performing tasks, like diagnosis, 
that fall squarely within the practice of medicine, a clear legal framework to directly 
address legal liability for patient injuries caused by AI-based medical decision 
making does not exist (Lupton 2018). The introduction of AI into clinical decision-
making upsets the traditional notions of negligence by asking questions like: Can 
a computer be unreasonable? (Chung and Zink 2018). The European Commission 
(EC) has recently introduced proposed Directives to govern liability for AI-caused 
harm generally (European Commission 2022a (PLD); European Commission 2022b 
(AILD)). However, these proposed Directives still do not provide a clear liability 
framework for medical technologies like the Autonomous AI Physician in cases 
where the AI’s algorithmic medical decision making is designed to be unpredictable 
and opaque and cannot be sufficiently connected to either (1) a defect in the AI’s 
creation or (2) human fault (or negligence) as judged under existing law (Duffourc 
and Gerke 2023). 

Currently, there are several existing legal frameworks within which courts might 
assign liability for injuries caused by an autonomous AI physician, including strict 
liability, enterprise liability, vicarious liability, negligence, and no-fault liability. 
Some legal scholars question the extent to which AI-inflicted damages can be 
compensated by machines, which have no financial assets (Allen 2019). Chung, 
who advocates for legal personhood for AI, argues that risks can be assessed and 
insured to compensate injured patients within the existing medical malpractice and 
products liability frameworks (Chung and Zink 2018). To some extent, a negligence-
based regime can deter bad behavior by only punishing actions that are found to fall 
below a medically acceptable standard of care. On the other hand, a strict or no-
fault liability regime can force the industries responsible for creating and employing 
AI in healthcare to absorb the risk of injury caused by that technology. Applying 
vicarious liability or corporate negligence law can shift liability to the institutions 
who “hire” AI and operate under causes of action like negligent hiring or negligent 
credentialling (Gerke et al. 2020). 

The answer to legal liability for autonomous AI probably lies in the combination 
of several existing legal approaches depending on the cause of the injury. The 
uncertainty surrounding the legal liability situation for autonomous AI in healthcare
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will likely inhibit the uptake of emerging AI technologies, which if sufficiently 
regulated, can improve patient care (Lupton 2018; European Commission 2022b 
(AILD)). As a result, legal scholars in the U.S. and Europe call upon lawmakers to 
provide clarity regarding liability for medical injuries caused by AI (Lupton 2018; 
Gerke et al. 2020). 

5 Regulating the Autonomous AI Physician 

Proper regulation of the Autonomous AI Physician through a careful combination 
of governmental, industry, and legal rules and regulations must address the ethical 
and legal concerns identified in order to promote the successful integration of safe, 
reliable, and fair autonomous AI in medicine.11 To guide the development of AI in 
medicine, all stakeholders must collaborate to develop both ethical norms to govern 
the creation, implementation, and maintenance of AI as well as legal and regulatory 
mechanisms to ensure accountability for ethical violations and responsibility for 
injuries caused by the Autonomous AI Physician.12 

Robust industry and governmental guidance and regulations that aim to provide 
transparency, safety, reliability, fairness, and privacy are the first line of defense for 
patients of the Autonomous AI Physician. However, it is inevitable that patients 
will incur damages because of autonomous AI integration into healthcare. When 
damages manifest, the legal system must ensure accountability and compensation 
for injured patients. Because the Autonomous AI Physician is both algorithm and 
doctor, it should be regulated under regimes that both ensure ethical development 
and implementation of the software and hold it accountable as a self-learning 
autonomous decision maker. Since autonomous AI are “educated” and “trained” 
by software developers and engineers who write algorithms, regulatory bodies that 
test, approve, and oversee, the quality of the AI software and its development 
process are akin to medical boards that test, license, and oversee the practice 
of physicians. On the other hand, liability regimes that govern damages caused 
by products are generally not suited to encompass liability for damages caused 
by the Autonomous AI Physician. Instead, a combination of medical negligence, 
organizational negligence, vicarious liability, and enterprise liability are better 
equipped to handle patient damages caused by autonomous AI decisions, with 
products liability governing the small portion of cases that involve damage caused 
by the AI’s design and physical components.

11 See Ahmad (2021) discussing the importance of defining correct frameworks for the application 
of AI. 
12 Jackson (2021) opining that all stakeholders must collaborate to develop and enforce ethical 
norms. 
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5.1 Healthcare Industry Regulation 

Medical experts can help ensure the ethical and safe development of autonomous AI 
in healthcare. Some medical professional and regulatory organizations have already 
begun to tackle this challenge. In the U.S., the American Medical Association seeks 
to “[p]romote the development of thoughtfully designed, high-quality, clinically 
validated health care AI,” which includes AI conformity with best practices, 
transparency, reproducibility, fairness, privacy, and security (American Medical 
Association 2018). In the U.K., the National Health Service seeks to prevent 
unintended harm caused by data-driven technology in healthcare, including AI, 
by providing a framework for AI developers that addresses, “issues such as 
transparency, accountability, safety, efficacy, explicability, fairness, equity, and bias 
(Department of Health and Social Care and National Health Service 2021).” The 
Royal Australian and New Zealand College of Radiologists (RANZCR) drafted AI 
Standards of Practice to guide the development, regulation, and integration of AI 
into radiology practice according to similar ethical principles (RANZCR 2020). 
The Digital Pathology Association has established an AI/ML taskforce that seeks 
to aid the development of artificial intelligence and machine learning in pathology 
by providing its members with information and resources regarding, “regulatory 
insight, best practices, scholarly activity, vendor relationships, and ethics (Digital 
Pathology Association 2020).” 

At the provider level, healthcare organizations can implement several practices to 
help achieve the safe, ethical, and accountable AI envisioned by these professional 
societies. First, organizations should establish an institutional review board (IRB) 
to assess the scientific value, validity, and reliability of medical AI, the risks to 
patients’ health, autonomy, and privacy, and fairness and accountability associated 
with using AI to provide patient care (Jackson et al. 2021). Second, organizations 
should adopt policies, procedures, and protocols that clearly delineate levels of 
responsibility for ensuring that AI implementation reflects values driving the 
IRB’s assessments (Chauhan and Gullapalli 2021). These protocols should be 
continuously reviewed and updated to “reflect the current state of knowledge 
in healthcare practices (Chauhan and Gullapalli 2021).” One practical way to 
incorporate ethical values surrounding medical AI is to write them into transparent 
contracts with AI developers and vendors, which can include provisions regarding 
data quality, privacy, and sharing as well as mechanisms for oversight and audits of 
AI performance (Jackson et al. 2021). 

Another practical recommendation is the creation of patient-facing Health Infor-
mation Counselors (HICs) to provide patients with information regarding the use of 
AI in their healthcare, including AI performance, risks, benefits, and costs (Jorstad 
2020). HICs would be a new class of interdisciplinary healthcare professionals 
who are trained to understand the technological, analytical, and medical capacities 
of autonomous AI as well as the clinical and financial impacts of an individual 
patient’s care (Jorstad 2020). Jorstad cautions that while HICs “might prove an 
invaluable resource as a mediary between patients and medical professionals,” under
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current liability standards, physicians must still understand and explain the risks of 
medical AI necessary to obtain informed consent (Jorstad 2020). As such, practical 
implementation of HICs will “require broader structural and policy changes (Jorstad 
2020).” 

If the healthcare industry takes a proactive role in implementing ethical AI in 
patient care, it can also guide the development of AI regulatory regimes to prevent 
misregulation, which could act as a barrier to the continued uptake of future AI 
technology in healthcare, including the Autonomous AI Physician (See Jorstad 
2020). 

5.2 Government Regulation 

Governmental regulation of AI falls broadly under two spheres: safety and data 
privacy and security. 

5.2.1 Safety Regulation 

Government regulation of the Autonomous AI Physician to ensure its safety is a 
complex endeavor. The self-learning capability of autonomous AI that makes it a 
valuable asset to healthcare delivery is also the feature that makes it difficult to 
regulate. Current government regulatory systems were designed for static med-
ical devices and products, not the ever-changing deep learning Autonomous AI 
Physician (Jorstad 2020). Additionally, as Jorstad points out, AI does not have 
the historical benefit of proving itself through decades of peer review, scientific 
research, and clinical trials, which underly traditional government regulation in the 
health sector (Jorstad 2020). Instead, “deep learning has turned the scientific process 
on its end,” as Ahmad et al. explains, by using data to generate, rather than prove, 
hypotheses (Ahmad et al. 2021). As a result, regulatory bodies need to develop a 
more dynamic approach to pre-market authorization and post-market monitoring to 
ensure ethical and responsible adoption of autonomous AI in the healthcare industry. 
Lawry, et al. proposes a regulatory regime that includes: “systematic evaluation of 
the quality and suitability of the data and models used to train AI-driven systems; 
adequate explanation of the system operation including disclosure of potential 
limitations or inadequacies in the training data; medical specialist involvement in the 
design and operation process; evaluation of the role of medical professional input 
and control in the deployment of the systems; and a robust feedback mechanism 
from users to developers (Lawry et al. 2018).” 

Regulating “moving target” AI that involves self-learning algorithms that con-
tinue to change after placed in the healthcare market requires an approach focused 
on the quality of the development process pre-market and continued performance 
monitoring post-market (Homeyer et al. 2021). In the U.S., the Food and Drug 
Administration has already introduced a pilot certification program to streamline
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approval for software as a medical device (SaMD) (U.S. Food & Drug Admin-
istration 2021). The pilot program uses a “Total Product Lifecycle” approach, 
which consists of pre-market evaluation of companies that develop AI as well as 
continuous post-market product performance oversight of SaMD (U.S. Food &Drug 
Administration 2021). Under the program, a company can achieve “precertified 
status” if it can, “establish trust that they have a culture of quality and organizational 
excellence such that they can develop high quality SaMD products, leverages 
transparency of organizational excellence and product performance across the entire 
lifecycle of SaMD, utilizes a tailored streamlined premarket review, and leverages 
unique postmarket opportunities available in software to verify the continued safety, 
effectiveness, and performance of SaMD in the real-world (U.S. Food & Drug 
Administration 2021).” 

In Europe, the EC’s proposed AI Act13 attempts to provide uniform governance 
of AI to ensure, “a high level of protection of health, safety and fundamental 
rights,” and “free movement of AI-based goods and services cross-border (European 
Commission 2021).” The proposal classifies AI used in health care as a high-risk 
medical device that must comply with existing regulations, for example the Medical 
Device Regulation (MDR) and the Regulation on in vitro diagnostic medical devices 
(IVDR), as well as the AI-specific requirements contained in the proposal (European 
Commission 2021). The IVDR controls the certification process for AI in pathology 
and already requires an assessment of technical development, performance, and 
a post-market surveillance plan (European Commission 2017). The new proposal 
imposes additional “requirements of high quality data, documentation and trace-
ability, transparency, human oversight, accuracy and robustness (U.S. Food & Drug 
Administration 2021).” While the proposed AI Act is designed to establish public 
trust in technology, some experts view the new proposal as overregulation that will 
require duplicate certifications under various EU regulations and stifle innovation in 
the market (Taylor 2021). Indeed, striking the delicate balance between protecting 
patients and encouraging innovation is essential to the successful development and 
implementation of the Autonomous AI Physician. 

5.2.2 Data Regulation 

Regulators must also attempt to protect personal data used to develop and train 
AI. The framework for regulating health data in the U.S. is insufficient to address 
the ethical and legal concerns regarding data privacy and security raised by the

13 See also on AI Act I.3—P U Lima and A Paiva—Autonomous and Intelligent Robots: Social, 
Legal and Ethical Issues; II.5—A T Fonseca, E V Sequeira and L B Xavier—Liability for AI 
Driven Systems; III.5—D Durães, P M Freitas and P Novais—The Relevance of Deepfakes in 
the Administration of Criminal Justice; III.8—A Keller, C Martins Pereira and M Lucas Pires— 
The European Union’s approach to Artificial Intelligence and the Challenge of Financial Systemic 
Risk; III.9—J C Abreu—The “Artificial Intelligence Act” Proposal on European e-Justice Domains 
Through the Lens of User-focused, User-friendly and Effective Judicial Protection Principles. 
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Autonomous AI physician. On the other hand, Europe has taken a more proactive 
approach to regulating big data, which includes protecting health data of EU citizens 
from exploitation by the tech industry. 

American legal scholars have highlighted HIPAA’s inability to adequately pro-
tect individual health data in the United States (Gerke et al. 2020; Hoffman 2021). 
HIPAA’s failure to regulate data sharing by entities other than healthcare providers 
and insurers is the law’s most glaring weakness when it comes to data privacy. 
For example, technology companies are free to share individual health data for 
research or commercial purposes because they are not considered “covered entities” 
under the law (Gerke et al. 2020). HIPAA also fails to regulate user-generated 
health data or data that can be used to make inferences about health, leaving social 
media posts concerning health conditions or internet purchasing data up for grabs 
by tech companies for medical AI research and development (Gerke et al. 2020). 
Finally, de-identified data that would otherwise be protected under HIPAA’s privacy 
rules can be shared by covered entities for research and commercial purposes. 
However, de-identification can be insufficient to protect patients’ privacy when data 
can be re-identified by cross-reference to other available databases (Gerke et al. 
2020). Although states are free to impose stricter privacy protections than HIPAA 
requires for personalized health information, the failure to enact a comprehensive 
data protection framework at the federal level may both stifle the development 
of innovative AI health technologies as well as compromise individuals’ privacy 
rights (Gerke et al. 2020). Some legal experts call for expansion of HIPAA and the 
Americans with Disabilities Act to protect data and prevent discrimination based on 
future health conditions (See Hoffman and Podgurski 2007; Hoffman 2017). 

The GDPR in Europe offers a higher level of protection for personal data 
concerning European Union data subjects. The regulation’s general prohibition on 
sharing genetic data, biometric data, and data concerning health applies to any 
entity that handles personal data, including natural persons and business entities 
(The European Parliament and the Council of the European Union 2016, Sect. 4). 
The GDPR also prevents the processing of data for “automated individual decision 
making,” which can have a legal or other significant consequences on the data 
subject, absent necessity for entrance into a legal contract, authorization by the 
member state and measures to safeguard individual freedoms and privacy interests, 
or explicit consent (The European Parliament and the Council of the European 
Union 2016, Art. 22). Finally, the GDPR’s required impact assessments, including 
risk assessments and anticipated risk mitigation and data protection efforts, apply to 
the introduction of new AI-based technology in clinical health settings (Gerke et al. 
2020). Although the GDPR offers more protection to individuals in the European 
Union than HIPAA offers to Americans, the cross-border capabilities of AI requires 
international regulations to protect personal data used by AI developers (Gerke et 
al. 2020).
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5.3 Liability for Injuries 

Current legal regimes for medical liability are not designed for the Autonomous 
AI Physician’s expression of both software and human qualities. Current theories 
of liability for medical injury are either “human-centric” or “machine-centric,” and 
fail to provide a workable framework for liability of a hybrid entity (Chung and 
Zink 2018). Nevertheless, we agree with Griffin that, “[c]urrent legal frameworks 
are likely to provide the foundation of liability analysis of AI systems with some 
twists specific to AI (Griffin 2021).” Identifying the proper modification of legal 
frameworks prior to “a med-mal claim involving AI misdiagnosis arriving in court” 
is crucial to prevent courts from either banning the Autonomous AI Physician or 
creating, “such significant restrictions that AI’s functionality becomes more trouble 
to implement that it is worth (Jorstad 2020).” 

To-date, no courts have directly addressed liability for injury caused by 
autonomous medical AI (Jackson et al. 2021). Liability for damages caused by 
the Autonomous AI Physician will likely be distributed among AI manufacturers 
and developers, individual healthcare providers, and healthcare organizations 
(Schweikart 2021). Jorstad predicts that healthcare organizations will primarily 
bear the costs of injuries caused by their employment of an Autonomous AI 
Physician (Jorstad 2020). Maliha, et al., believe that under the current liability 
scheme in the U.S., physicians who rely on AI-decision making will be the 
primary targets, but questions whether it is fair to hold providers accountable 
for unpredictable autonomous AI decisions that are made using “black-box” deep 
learning algorithms (Maliha et al. 2021). Of course, the continuous self-learning 
features of the Autonomous AI Physician are precisely what makes it valuable in 
clinical practice (Maliha et al. 2021). 

Ultimately, the question of liability assignment is answered by asking: who has 
control over the particular function(s) of the Autonomous AI Physician that leads to 
a patient injury? (Schweikart 2021) Control can manifest in several ways. First, 
AI developers and manufacturers have control over the physical components of 
the Autonomous AI Physician as well as control over its “education and training” 
through the algorithmic development of the AI. Second, healthcare organizations 
exhibit control over “hiring” and organizational oversight through the selection and 
implementation of AI in clinical practice. Third, individual healthcare providers 
have limited control over AI recommendations for clinical action through human 
oversight and quality control. This, of course, leaves a gap in control for the 
Autonomous AI Physician’s independent medical decision-making, which can be 
opaque and obscured by the “black-box” problem.14 

Jorstad opines that given the “limited to nonexistent control physicians, hos-
pitals, or even AI manufacturers exert over the machine’s diagnosing, it may be 
unreasonable to hold them liable when error surfaces (Jorstad 2020).” Schweikart

14 See Jorstad (2020) “If an AI program is a black box, it will make predictions and decisions as 
humans do, but without being able to communicate its reasons for doing so.” 
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(2021) agrees that “black-box” AI decision-making makes it nearly impossible to 
fairly assign liability under tort law. The logical conclusion is that the Autonomous 
AI Physician itself controls its own decisions, but this presents a problem in the 
current liability framework because AI does not have legal personhood and is 
therefore incapable of being assigned liability (Chung and Zink 2018). Chung and 
Zink solve this problem by suggesting the creation of limited legal personhood for 
medical AI, which would allow the Autonomous AI Physician to be held legally 
responsible for harms caused by its independent medical decisions (Chung and Zink 
2018). Once the Autonomous AI is assigned limited legal personhood, and its risks 
can be insured as an individual healthcare provider, the existing medical liability 
system can effectively compensate patients for AI-caused injured under the control 
paradigm outlined above using a combination of products liability, organizational 
liability, vicarious liability, enterprise liability, and medical malpractice liability. 
Additionally, potentially liable entities can choose to allocate liability among 
themselves through contractual agreement. Finally, in countries that opt for no-
fault liability regimes, special adjudication systems can compensate patients for 
AI-induced injuries; however, for negligence-based regimes, such a broad structural 
change is probably not feasible. 

5.3.1 Products Liability 

Products liability operates to hold manufacturers liable for inherently dangerous 
products by imposing a strict liability standard for injuries caused by defective prod-
ucts and failing to warn consumers of the same (Schweikart 2021). Products liability 
for damages caused by the Autonomous AI Physician is difficult to prove absent 
evidence of a human-driven design element. While it is true that manufacturers are 
in the best position to explain “black-box” technology of autonomous AI (Jorstad 
2020), the AI’s decision cannot always be logically traced and is generally not 
foreseeable, even by its creators (Schweikart 2021). As a result, it would be difficult 
for patients to prove the AI was defective and the availability and feasibility of an 
alternative design as required under a products liability cause of action (Maliha et al. 
2021). Additionally, the learned intermediary doctrine holds healthcare providers, 
rather than manufacturers, responsible for informing patients about risks disclosed 
to providers (Schweikart 2021). Jorstad notes that even holding providers liable 
for failure to disclose the unforeseeable risks associated with autonomous AI 
medical decision-making is “difficult to rationalize (Jorstad 2020).” Finally, using 
a strict products liability regime for the Autonomous AI Physician can hamper the 
development of beneficial AI technology (Jorstad 2020). 

The imposition of binding regulations on the pre-market development and 
post-market monitoring of AI should provide limited immunity from liability for 
manufacturers who receive the proper authorizations.15 Still, AI manufacturers

15 Jorstad (2020) noting the availability of limited immunity for compliance with FDA regulations. 
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should be held strictly liable for defects concerning data input, original software 
code, output display, or mechanical failure (Maliha et al. 2021).16 

5.3.2 Organizational, Vicarious, and Enterprise Liability 

Organizational liability can include direct liability for a healthcare provider for fail-
ing to exercise due care in selecting and retaining competent physicians, maintaining 
appropriate facilities and equipment, training and supervising employees, and 
implementing appropriate protocols and procedures.17 These organizational duties 
can require comprehensive vetting of the Autonomous AI Physician’s capabilities 
prior to using it in clinical practice (Maliha et al. 2021). Once implemented, the 
organization can also be held liable for failing to continually monitor the AI’s 
quality and train the AI as needed to keep it up-to-date. Maliha, et al. recommend 
administration of “stress tests” to test the AI’s ability to produce reliable and 
accurate decisions in response to difficult situations not considered by the AI’s 
developers (Maliha et al. 2021). Additionally, organizations should be required 
to utilize the rich learning opportunities made available by the Autonomous AI 
Physician’s near-miss errors—errors that do not cause damage—to retrain and 
update the Autonomous AI Physicians to prevent error repetition.18 

Healthcare organizations can also be held responsible for negligence of their 
employees under the vicarious liability doctrine (Schweikart 2021). As a result, if 
the Autonomous AI physician is considered an agent or employee of the healthcare 
organization, damages caused by the autonomous AI decision-making could be 
covered by the organization. Such coverage would operate like a hospital’s vicarious 
liability for its nurses and staff doctors. Of course, the healthcare organization 
would have to maintain sufficient insurance coverage for acts of the Autonomous 
AI physician. 

Enterprise liability can hold all entities engaged “in pursuit of a common 
aim” jointly and severally liable for damages caused by that common enterprise 
(Schweikart 2021). This arrangement could allow for cost sharing between AI 
developers and healthcare providers and organizations who implement AI in clinical 
practice (Jorstad 2020). Allen believes that enterprise liability is a strong option for 
spreading risk associated with the “unpreventable calculable harm” that will occur 
as a result of autonomous AI medical decision making (Allen 2019).

16 Contra II.3—M Lanz and S Mijic—Risks associated with the use of natural language generation: 
Swiss civil liability law perspective. See also II.5—A T Fonseca, E V Sequeira and L B Xavier— 
Liability for AI Driven Systems. 
17 See Duffourc (2018) discussing theories of direct hospital liability. 
18 Wolf and Hughes (2008) noting that near miss errors occur much more frequently than injury-
causing errors and are a rich source of organizational learning. 
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5.3.3 Medical Malpractice 

Assigning limited legal personhood is necessary to hold the Autonomous AI 
Physician accountable for medical malpractice. Chung emphasizes that personhood 
for AI is a legal fiction to be distinguished from the colloquial understanding of 
what it means to be a person (Chung and Zink 2018). Giving legal rights and 
responsibilities to a non-human is not a novel concept. As Schweikart points out, 
both ships and corporations are assigned legal personhood (Schweikart 2021). 
Chung and Zink argue that IBM’s former AI, Watson, could have been given 
limited legal personhood considering its ability to work as an integral member of 
a patient care team capable of providing individualized interpretation and analysis 
of patients’ medical conditions and giving treatment recommendations (Chung and 
Zink 2018). They compared Watson to a medical student with specialized education 
and training, who is capable of making independent medical decisions but requires 
a level of supervision and oversight (Chung 2017). Based on this comparison, 
the framework for insuring risks and evaluating liability for damages caused by 
medical AI is already in place, eliminating the need for establishing new insurance 
and liability systems, an unlikely endeavor (Chung and Zink 2018). Chung and 
Zink further point out that limited legal personhood for AI is flexible enough to 
encompass future smarter and more independent AI (Chung and Zink 2018). 

Of course, allowing the Autonomous AI Physician to be held liable for its own 
medical decision making under the current medical malpractice regime requires 
some discussion of the applicable standard of care. The liability regime already 
applies heightened standards of care to specialists with extensive training in a 
specific medical field (Jorstad 2020). The Autonomous AI Physician is already 
capable of exceeding humans’ ability to review and process big data and has, in 
some instances, even surpassed the diagnostic abilities of human clinicians (Jorstad 
2020). On the other hand, it lacks the ability to physically examine patients with 
human senses, synthesize information across various knowledge sectors, prescribe 
medication, or order tests. As a result, the Autonomous AI Physician would need 
to be considered a unique medical specialist that requires unique corresponding 
standards of care. 

Jorstad provides some options for determining when the Autonomous AI Physi-
cian breaches the applicable standard of care (Jorstad 2020). The first option is to 
use the “nearest neighbor” method, which involves looking at the AI’s diagnostic 
history for comparable cases to compute the AI’s gross accuracy rate (Jorstad 2020). 
This case-based analysis should provide some measurement by which the alleged 
error can be compared and judged under the reasonableness standard (Jorstad 2020). 
The second option is “AI cross-testing,” which involves running the data from an 
injured patient’s case through other AI algorithms to discover whether the machines 
arrive at comparable results (Jorstad 2020). Two additional options involve human 
testimony of AI programmers or human medical experts to independently evaluate 
the AI’s decisions and opine regarding whether the AI’s processes and results, 
respectively, are reasonable (Jorstad 2020). In reality, attorneys will likely try some 
combination of these methods, and as a result, the standards of care will develop
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organically over time as the Autonomous AI physician becomes a common litigant 
in medical malpractice cases. Alternatively, professional and industry organizations 
can attempt to proactively establish standards of care by drafting AI practice 
guidelines. Still, courts will likely view non-compliance with such guidelines as 
evidence of negligence rather than being dispositive of the issue. 

Individual healthcare providers can still be liable under the current medical 
malpractice regime for failure to properly supervise or oversee autonomous AI. Such 
causes of action are already recognized in relation to subordinate medical providers. 
One area of human medical liability that requires special attention is informed 
consent. Although the Autonomous AI Physician can render independent medical 
decisions, it should remain within the scope of a human provider’s responsibility to 
inform patients of the risks and benefits of the AI’s medical decisions. Although, 
as discussed above, the law could change to allow delegation of this duty to 
HICs, under the current law, physicians must consult with patients to provide 
information necessary to obtain informed consent. At a minimum, this information 
should include notice that a medical decision was generated by an Autonomous 
AI Physician, the right to a second opinion by a human clinician when feasible, 
and disclosure of possible uses of health information for future AI training (Jorstad 
2020). 

5.3.4 Contractual Assignment of Liability 

Despite a legal framework for assigning liability following a patient injury, health-
care providers and AI manufacturers can still contractually divide or assign liability 
and insurance obligations for the Autonomous AI Physician. Jorstad opines that 
such agreements are the simplest option for dividing responsibility for AI-induced 
injuries (Jorstad 2020). 

5.3.5 Special Adjudication Systems 

Special adjudication systems can provide a no-fault approach to compensation for 
damages caused by the Autonomous AI physician. This can include compensa-
tion from an established fund and/or mandatory binding arbitration to determine 
damages caused by AI medical decision making (Jorstad 2020). The benefits of no-
fault systems include streamlined adjudication and increased access to recovery for 
those injured by an Autonomous AI Physician (Maliha et al. 2021). Additionally, all 
stakeholders would share in the costs of risks posed by AI in healthcare delivery by 
contributing to a common fund (Gerke et al. 2020). While there are some examples 
of no-fault systems like vaccine injury compensation in the U.S., incorporating 
medical injuries caused by autonomous AI into those systems may require large 
structural changes that cannot be easily or quickly developed and implemented. 
No-fault systems also fail to provide the benefit of deterring sub-standard behavior 
during a time of rapid development and implementation of new technology.
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6 Conclusion 

The Autonomous AI Physician is here, and it will only get smarter and faster as 
DL technology improves at an alarming pace. While AI holds great promise for 
improving healthcare access and quality, patient care cannot and should not be 
left exclusively to machines. All stakeholders in the development and use of the 
Autonomous AI Physician have an obligation to ensure that AI is implemented in 
a safe and responsible way, including through regulatory and legal mechanisms 
that provide the requisite levels of safety, reliability, transparency, fairness, and 
accountability.19 
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Semantic Dimensions of Algorithmic 
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Abstract Artificial intelligence algorithms have the potential to diagnose some 
types of skin cancer or to identify specific heart-rhythm abnormalities as well as 
(or even better) than board-certified dermatologists and cardiologists. However, one 
of the biggest fears in the healthcare sector in the Era of AI in Medicine is the so-
called black box medicine, given the obscurity in the way information is processed 
by algorithms. More broadly, it is observed that there are three different semantic 
dimensions of algorithmic opacity relevant to Medicine: (1) epistemic opacity for 
the insufficient physicians understanding of the rules an AI system is applying 
to make predictions and decisions; (2) opacity for the lack of medical disclosure 
about the AI systems to support clinical decisions and patient’s unawareness 
that automated decision-making are being carried out with their personal data; 
(3) explanatory opacity for the unsatisfactory explanation to patients about the 
technology used to support professional decision-making. Therefore, the aim of this 
study is to analyze each type of opacity, considering hypothetical scenarios and its 
repercussions in terms of medical malpractice and patient’s informed consent. From 
this, it will be defined ethical challenges of using AI in the healthcare sector and the 
importance of medical education. 
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1 Introduction: Advantages of Artificial Intelligence (AI) 
in Medicine 

The Digital Age of Medicine created the concept of smart health, following 
the transformation phenomenon from traditional Medicine towards P4-Medicine 
(preventive, predictive, personalized and participatory) (Hood 2013; Holzinger et 
al. 2015).1 In this new scenario, health care is no longer essentially limited to 
the treatment of pathologies (a task that has never been abandoned, of course) 
and is now focused on the adoption of measures aimed at preventing diseases 
(preventive medicine) (Balicer and Cohen-Stavi 2020) or making it possible to 
anticipate the diagnosis (predictive medicine). Regarding personal treatment, the 
patient is seen in a more individualized way (and less generic, therefore), based 
on his genetic and health data (personalized medicine). Finally, the doctor-patient 
relationship ceases to be something punctual and starts to develop in a continuous 
manner, with the patient’s active participation (participatory medicine) (Flores et 
al. 2013).2 With digital tools, patients can take a more active, participatory role in 
their health care and wellness decision-making. In this way, the diabetic patient 
can constantly monitor his blood glucose, enabling, in real time, algorithms to 
analyze the personal data provided, supporting the physician in faster, more efficient 
and personalized therapeutic decisions, regarding drug administration or dietary 
(Nogaroli and Kfouri-Neto 2021a). 

The transformation of medical care in this more proactive/participative, preven-
tive, precise model and focused on the individuality of each patient became possible 
from the combination of large volumes of health data and Artificial Intelligence 
algorithms. Human life, in the wake of the third millennium, will be conditioned to 
algorithms for solving problems and making more accurate decisions. Eric Topol, 
in his books about the present and future of Medicine (Topol 2013, 2016, 2019a, b), 
points to several scientific studies that attest the enormous AI’s ability to diagnose 
some types of skin cancer, or identify specific heart rhythm abnormalities, as well 
or perhaps even better than dermatologists and cardiologists (Huang et al. 2020). 

During the COVID-19 pandemic, AI also demonstrated its great potential in 
medical imaging around the globe. Due to the rapid increase in number of new and 
suspected COVID-19 cases, as an alternative to relieve pressure on radiologists and 
prevent further spread of the disease, AI-based algorithms were developed across

1 “The convergence of patient-activated social networks, big data and their analytics, and systems 
medicine has led to a P4 medicine that is predictive, preventive, personalized, and participatory. 
Medicine will focus on each individual. It will become proactive in nature. It will increasingly 
focus on wellness rather than disease”. 
2 By adding the “participatory” component, P4 Medicine “maximizes the effectiveness of systems 
medicine by expanding its application out from hospitals and clinics into homes, workplaces 
and eventually schools. With the addition of self-monitoring (activity, weight and calorie intake) 
and self-assessments in the participatory component, new quantities and forms of data will be 
aggregated and mined to generate new insight into health and disease. These insights will drive the 
development of new technologies, analytic tools and forms of care”. 
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the globe that supported these professionals in quickly identifying the pathogen 
disease by analyzing computed tomography images of symptomatic patients of 
COVID-19 (Harmon et al. 2020).3 Besides, in the last years, predictive algorithms 
have been used to target treatment more effectively toward high-risk patient groups 
for the prevention of major chronic disease complications. This approach is being 
applied in other relevant domains to allow for the identification of populations at risk 
and early identification of impending complications of multiple acute and chronic 
illnesses (Nogaroli and Nalin 2021; Nogaroli and Silva 2021). 

Nowadays, IBM is one of the major companies that creates more technological 
solutions for the healthcare sector and developed the so-called Watson for Oncology, 
a solution powered by information from relevant guidelines, best practices, and 
medical journals and textbooks. Watson evaluates the information from a patient’s 
medical record, along with medical evidence (scientific papers and clinical studies), 
thus showing possible treatment options for cancer patients, classified by confidence 
level. In the end, it will be up to the doctor to analyze the conclusions reached by 
the AI and decide which is the best treatment option for that specific patient (IBM 
Healthcare and Life Sciences 2021).4 

The brief demonstration of these examples of Artificial Intelligence being 
incorporated into medical practice is to illustrate some of the various benefits 
that this technology can provide to the healthcare sector. These potential benefits, 
however, are accompanied by relevant ethical and legal concerns to be faced. AI 
brings many benefits to the healthcare sector, but its risks cannot be ignored, which 
are even many of them intrinsic to the technology itself. In September 2021, it was 
published an UN report that analyses how AI tools affect people’s right to privacy 
and other human rights. The UN High Commissioner for Human Rights called for 
a moratorium on the AI systems, considering that the technology in several sectors 
has caused serious human rights risks and, therefore, it would be needed a pause in 
creating new AI tools until authorities can demonstrate that there are no significant

3 The algorithms were programed with thousands of tomography images labeled training images in 
two general classes: (1) COVID-19 and (2) Not COVID-19. Images marked as “Not COVID-19” 
represented cases of patients with healthy lungs. Preliminary studies indicate chest CT has a high 
sensitivity for detection of COVID-19 lung pathology and several groups have demonstrated the 
potential for AI-based diagnosis, reporting as high as 95% detection accuracies. Also included were 
examples of patients with other lung diseases, such as lung cancer, tuberculosis, bronchiectasis, and 
pneumonia of non-viral etiology. 
4 “Watson for Oncology was developed in concert with Memorial Sloan Kettering Center (MSK). 
To date, it has invested nearly 15 million pages of medical content, including more than 200 
medical textbooks and 300 medical journals. By combining MSK’s world-renowned cancer 
expertise with the analytical speed of IBM Watson, the tool has the potential to transform how 
doctors provide individualized cancer treatment plans and to help improve patient outcomes. In 
2015, nearly 44,000 oncology research papers were published in medical journals around the 
world, or more than 120 new papers each day, outpacing the ability of humans to keep up with the 
proliferation of medical knowledge. Watson’s machine learning capability means it is continuously 
learning about oncology over time, and doctors have access to peer-reviewed studies, clinical 
guidelines and expert perspectives, enabling them to make more specific and nuanced treatment 
decisions more quickly, based on the latest data.” 
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issues with accuracy or discriminatory impacts and that the AI systems comply with 
robust privacy and data protection standards (United Nations 2021). 

In recent decades, with the exponential creation of new predictive algorithms 
in medical practice, it is also possible to observe a moment of a global crisis in the 
credibility of this technology in Medicine. There is a scenario of potential expressive 
AI risks in supporting the medical professional decision, considering several factors, 
including deficiency in the process of creating and validating algorithms, relevant 
degree of fallibility, unpredictability and algorithmic opacity (Topol 2019a, b). 

Consequently, the present study proposes to investigate the potential risks of 
implementing AI in clinical practice, as well as the definition of ethical principles to 
be followed during the development of the technology and, after being introduced in 
the market, throughout its useful life cycle. From this, this paper will seek to draw 
some conclusions about the future of Artificial Intelligence algorithms in Medicine 
and the importance of medical education in digital health and new technologies. 

2 Triple Semantic Dimensions of Algorithmic Opacity 
and Its Repercussions to Patient Consent and Medical 
Liability 

One of the biggest fears in the health sector in the Era of artificial intelligence 
is the so-called ‘black box medicine’, given the obscurity in the way information 
is processed by the algorithms. More broadly, it is observed that there are three 
different semantic dimensions of algorithmic opacity relevant to Medicine: (1) 
epistemic opacity; (2) opacity for the lack of medical disclosure; and (3) explanatory 
opacity. Therefore, it is important to analyze each type of opacity, considering 
hypothetical scenarios and its repercussions in terms of medical malpractice and 
patient’s informed consent. 

(1) Epistemic opacity: there is a relevant complexity for physicians’ understand-
ing about how personal data are processed by algorithms, which can discover 
patterns within such a large number of variables that it becomes extremely 
difficult—or even impossible—for a human mind to understand it. In fact, this 
is a problem present in most Artificial Intelligence systems and it is called by 
Frank Pasquale by ‘black box problem’, in his book ‘The Black Box Society’ 
(Pasquale 2015, pp. 6–7). Thus, epistemic opacity occurs when there is not sufficient 
understanding of the rules that an AI system is applying to make classifications, 
predictions and decisions. As an example, this opacity can originate physician’s lack 
of comprehension about the machine learning process to arrive at a certain diagnosis 
or prediction about his patient’s clinical condition. The lack of transparency is also 
associated with the problem of reliability of algorithms predictions, and it raises 
understandable fears regarding the implementation of the technology in medical 
practice.
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There are two symbolic cases that exemplify the black box problem and the 
unpredictable behaviors arising from AI self-learning and the unreliability of the 
results generated by the algorithms. During an experiment conducted in 2002 by 
scientists at the Magna Science Center, in England, an unforeseen event occurred: 
two intelligent robots were placed in an arena to simulate a scenario of ‘predators’ 
and ‘prey’, in order to see if the robots would be able to benefit from the 
experience acquired from machine learning to develop new hunting and self-
defense techniques. However, Gaak, one of the robots, that was unintentionally left 
unattended for 15 min managed to escape and it adopted an unpredictable behavior, 
founding a way out through the arena wall and reached the parking lot, where it 
ended up being hit by a car (Čerka et al. 2015). 

It is also relevant to mention the incident reported by Sameer Singh, an assistant 
professor in the Department of Computer Science at the University of California 
(UCI), in the United States, in which a student created an algorithm to categorize 
pictures of huskies and wolves. Initially, it seemed that the algorithm was able to 
classify the two animals almost perfectly. However, after numerous and subsequent 
cross-analysis, Singh found out that the algorithm was identifying wolves based 
only on the snow in the background of the images and not on the animal’s own 
characteristics (UCI Beall Applied Innovation 2017). 

Undoubtedly, damages could rise to immeasurable levels if we consider the risks 
presented in the two cases above in the context of AI algorithms in Medicine. 
Now take for example a poorly programmed and tested algorithm, or one with 
expressive degree of fallibility, in the cognitive technology that was used in some 
countries to diagnose patients infected with the new coronavirus. Because of this, 
Nicholson Price and Roger Allan Ford explain that one of the biggest fears of the 
healthcare sector at this stage of artificial intelligence stems precisely from the 
unpredictable situations arising from black box medicine, given the obscurity in the 
way information is processed by the algorithms (Ford and Price 2016). Therefore, 
when algorithmic systems are implemented in clinical practice, it is essential that 
physicians know their limitations and what is effectively taken into account for 
predictions. Understanding the limits of algorithms will help physicians to better 
judge their decisions and proposals, thus avoiding simplistic and reductionist views, 
in addition to preventing patients from becoming ‘hostages’ of automated decisions 
made in the black box of algorithms. 

In addition, it is necessary to emphasize that AI in diagnostic analysis is not 
perfect. No matter how efficient an ‘intelligent’ system is for medical diagnosis and 
clinical predictions, it will continue to present a significant margin of inaccuracy, 
which can lead to adverse results. For example, Watson for Oncology is not 100% 
accurate. There is a significant inaccuracy margin of around 10%, according to a 
clinical research conducted by a team of 15 doctors at Manipal Hospitals in India 
over 3 years of 1000 patients diagnosed with cancer. In cases where there was 
disagreement between the AI and the doctors, the medical professionals changed 
in 63% of the cases their own diagnoses to follow the one given by Watson. There 
is a central point for this reflection: the AI system altered the final decision of 
oncologists in several cases. On the other hand, the same survey revealed that in
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37% of cases the physicians did not change its own diagnosis, in disagreement with 
the result obtained by Watson (Bicudo 2021). 

In this scenario, imagine a patient diagnosed with cancer and his doctor believe, 
at first, that he has a certain type of cancer. However, after putting the patient’s 
clinical data into predictive software, such as Watson for Oncology, this one gives 
another result, saying the patient has a different type of cancer. Then, a question 
arises from it: if the physician follows or disregards the result of the AI, and 
damage to the patient occurs, after inappropriate diagnosis and treatment, should 
the professional be held responsible? In other words, would be possible to consider 
a case of medical malpractice in the event of the supervenience of a harmful result 
for the patient that, in theory, could be avoided, if the diagnosis proposed by the AI 
had been followed? This complex issue has already been discussed in recent papers 
(Nogaroli and Silva 2020; Nogaroli and Nalin 2021). 

In order to answer properly this question, some basic concepts need to be initially 
indicated about medical liability for misdiagnosis. For the purposes of analyzing 
liability in AI services, the primary element of a medical malpractice claim is 
the breach of a legal duty to adhere to a professional standard of care, which is 
‘a set of guidelines specifying the appropriate or required treatment methods for 
a given condition based on medical research and professional practice’ (Jorstad 
2020). Moreover, in most jurisdictions, the law does not hold doctors legally 
responsible for all diagnostic errors. A misdiagnosis or delayed diagnosis itself is 
not evidence of medical negligence (Kfouri-Neto 2021). Skillful professionals can 
make diagnostic errors even when using reasonable care. When the doctor carries 
out a good examination of his patient, with all the healthcare data, medical exams 
and means available, and still makes a diagnostic error, the professional will not 
be held responsible. An obligation of infallibility or absolute accuracy cannot be 
imposed on the physician. 

However, when the misdiagnosis is gross, revealing inadmissible ignorance 
or negligence, it leads to the medical liability. The inexcusable diagnostic error 
can come from several causes: (a) superficial examination of the patient; (b) 
inexcusable ignorance of the physician with elementary information from medical 
science; (c) not resorting to the auxiliary diagnostic means made available to 
the professional; (d) disregards evident symptoms that required additional exams 
for a better determination of the clinical condition. Thus, the key is determining 
whether the physician acted competently, which involves an evaluation of what the 
professional did and did not do in arriving at a certain diagnosis. 

When analyzing the problem of medical liability for diagnostic errors in the 
context of AI, according to lessons from Nicholson Price, the doctor can be held 
responsible if he is not diligent in using the technology (Price et al. 2019). In the 
same sense, Fruzsina Molnár-Gábor argues that if doctors recognize, based on their 
medical expertise, that the result provided by the AI is incorrect in that specific case, 
they should not consider it as a basis for their clinical decision. On the other hand, 
the physician’s lack of diligence in thoughtlessly discarding the result obtained by 
the AI system may constitute a criterion for liability (Molnár-Gábor 2020).
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Thus, it is possible to conclude that, in order to verify whether a doctor has acted 
with negligence in a specific case, the standards of professional conduct required at 
the time of medical practice must be analyzed. In summary, the physician using the 
technology will be in a difficult position to justify: (1) why he followed the diagnosis 
or course of action suggested by the AI or (2) why—and based on what factors—he 
deviated from the algorithmic recommendation. The medical professional is free to 
choose his means of diagnosis and therapy proposals, but he is also responsible for 
his choices (Nogaroli and Nalin 2021). 

Beyond that, when algorithmic systems are implemented in clinical practice, it 
is essential that physicians know their limitations and what is taken into account 
for algorithm predictions. Understanding the limits of the technology will help 
physicians to better judge their decisions and proposals, thus avoiding simplistic 
and reductionist views based in the black box of the algorithms. Lack of in-depth 
knowledge of the benefits and risks of healthcare technologies can translate into 
worse outcomes for patients due to a lack of medical understanding about which 
tools add value to their practice or how to properly integrate AI into the clinical 
workflow. 

As an example, some hospitals in US implemented the so-called AI Dying 
Algorithms, which use patient’s health data and analyze around 5000 clinical risk 
factors to predict the chances of survival among hospitalized individuals, screening 
patients with palliative needs or even determining the time until death of patients 
with terminal or incurable diseases. There are potential benefits of these algorithms 
as a tool to support medical decision in the indication of palliative care, in order to 
avoid undue extension of life and provide terminal patients with the option of living 
the end of life with better quality, through the indication of palliative care. 

However, it is possible to observe expressive complications with this type of 
AI algorithm such as the one called Jvion CORE, created by the company Jvion for 
medical decision in the indication of palliative care. It has already been implemented 
in several oncology clinics in the United States (Jvion CORE 2021). However, there 
is a serious problem of using the AI Dying Algorithms in clinical practice. Jvion 
CORE presents an approximately 40% accuracy in its predictions about patients 
flagged as high risk to die in the following month. In order words, there is expressive 
percentage of 60% of algorithmic fallibility (Robbins 2021). 

Therefore, Eric Topol states that algorithms can help patients and their physicians 
make decisions about the course of medical treatment, both in palliative situations 
and in those where cure is the goal (Topol 2019a, b). However, the author states 
that there is not ‘a particularly good use for AI unless and until it is shown that the 
algorithm being used is extremely accurate’ (Robbins 2021). Besides, there is also 
a mismatch between the task of these models: predicting a patient’s odds of death 
and how they’re actually being used to try to identify who will benefit most from an 
advance care planning conversation (medical recommendation for palliative care). 
Consequently, there are considerable doubts about the role that artificial intelligence 
can play in the context of palliative care (Nogaroli and Kfouri-Neto 2021b). 

Last but not least, there is another relevant effect of epistemic opacity that 
deserves special consideration. Physicians have a legal duty to provide a certain
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standard of skill and care to their patients but have no obligation under law to 
guarantee the cure or other concrete results. Though, there is a risk that the physician 
does not understand the limitations of the AI system, using it as an end in itself—not 
as a tool—and, more than that, pass on the guarantee of total success to his patient 
precisely because of the technology used. Then, it arises the discussion about the 
possibility of considering a medical obligation of result, based on the promise of 
infallibility of the AI tool used in the clinical practice. As an illustration, it is worth 
mentioning that was discussed in the US about physicians who used the Da Vinci 
robotic platforms in surgeries and ensured positive results for patients, providing 
information only about the benefits of the technological tool (Nogaroli and Kfouri-
Neto 2019, 2020). 

The same logic seems to be applicable for the hypothesis of the physician 
using Artificial Intelligence tools, such as IBM’s Watson, creating in the patient 
the expectation that he will have an extremely accurate diagnosis of cancer and 
the best treatment proposal due to the use of AI, which, acting better than human 
beings, would be able to bring about a favorable result, practically guaranteeing the 
cure. In this scenario, there would be a violation of the ethical principle of ‘human 
control of technology’, since the professional does not understand AI-as-a-tool to 
support clinical decision-making, bringing the technology as a guaranteed success 
in medical practice. This result in the breach of the patient’s legitimate expectation 
and the possible qualification of the legal obligation nature for the doctor as an 
obligation of result. 

(2) opacity for the lack of medical disclosure: in the second semantic dimension 
of algorithmic opacity particularly relevant to Medicine, it is observed that there is 
considerable risk that AI algorithms are used to support medical decision without 
the patients’ knowledge, and patient’s unawareness that automated decision-making 
and profiling activities about them are being carried out with their personal data. In 
this scenario, first of all, it is important to consider that medical disclosure is the 
structured process of transparent communication between patients and physicians 
involved during medical care. However, a lot of criticisms have arisen because 
patients are often not informed or asked to consent to the use of Artificial 
Intelligence algorithms in their health care (Robbins and Brodwin 2021). In fact, 
some physicians use a paternalistic discourse that they don’t need to inform patients 
about all the resources used in the clinical decision process. Following this logic, the 
medical professional, in theory, could indicate palliative care for a patient, informing 
some aspects of their clinical condition and making medical recommendations 
without the need to disclose the specific information about the use of an AI Dying 
Algorithm (Cohen 2020). 

Though, informing the patient and providing their consent represents one of the 
mechanisms for the realization of the fundamental right to the free development of 
the human personality, having an instrumental nature as it is a way of realizing 
the right to autonomy. Currently, the modern doctrine around the globe about 
medical liability defends patients’ consent as an instrument that allows, in addition 
to the interests and medical-therapeutic objectives, to increase respect for the 
person in its holistic dimension. Patients need to be provided with the essential



Ethical Challenges of Artificial Intelligence in Medicine and the Triple. . . 237

information to properly understand his health condition or possible treatments 
available, so that he can exercise the faculty of consenting to the proposed treatment 
or intervention, choosing another of the existing alternatives, although less indicated 
by the attending professional, or even refusing to be treated. This doctrinal notion is 
a trend of thought that has taken shape in various jurisdictions around the globe in 
the last decades (Pereira 2004). 

Thus, the type of algorithmic opacity due to non-disclosure does not concern 
the intrinsic characteristics of AI systems but has its origin in the risks to the 
patient’s informative self-determination, that is, it derives from the way in which 
the medical decision regarding the diagnosis, prognosis and treatment proposals 
supported by AI can be carried out by the physician without the patients being 
aware of it, neither during the medical intervention nor after the harmful event. It 
is important to consider that there may be medical liability due for the deprivation 
suffered by the patient in his self-determination, because he was deprived of the 
opportunity to ponder the risks and advantages of an AI algorithm prediction about 
his clinical condition (Nogaroli and Dantas 2020). In conclusion, physician must 
inform the patient about the fact that the diagnosis, prognosis, treatment proposal or 
even his indication for palliative care are supported by several factors and resources, 
including an Artificial Intelligence algorithm (Nogaroli and Dantas 2021). This 
includes the ideal of shared decision-making in medicine. 

(3) explanatory opacity: in addition to the physician’s duty to disclose the 
information that he uses an AI algorithm to support his clinical decision, he 
also needs to explain about the technology used, according to the degree of 
understanding of each patient. If patients don’t received this properly explanation 
in Medical AI, it may occur the so-called explanatory opacity. There is a divergence 
in the doctrine about the amount of information that must be given to the patient, 
in order to the doctor comply with his duty to inform. However, we have already 
defended in a recent paper that, with the evolution of new technologies in the 
healthcare sector, physicians need to understand that the right to adequate infor-
mation (which corresponds to a duty to inform) also includes consent to the use of 
new technologies, based on the patient’s knowledge of their functioning, objectives, 
advantages, costs, risks and alternatives (Nogaroli and Dantas 2020). Thus, there is 
a demand for a new interpretation of the principle of patient self-determination in 
the context of new technologies: we moved away from the simple right to receive 
medical information, and we are going towards a greater informational range, since 
there is a right to explanation and justification (Astromskė et al.  2020). 

Therefore, if we go back to Watson for Oncology’s factual hypothesis, even if 
medical negligence is not configured, if the professional only informs—but does 
not adequately explain to the patient about the use of the technology to support the 
medical decision, he may be held responsible for the deprivation suffered by the 
patient in his self-determination, since the opportunity to consider the advantages 
and risks of treatment proposed or medical diagnosis supported by AI algorithms 
was taken away from the patient. 

Explainability can be understood as “a characteristic of an AI-driven system 
allowing a person to reconstruct why a certain AI came up with the presented
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predictions” (Amann et al. 2020). Nevertheless, it is essential to point out that 
explainability is not a purely technological issue, instead it invokes a host of 
medical, legal, ethical, and societal questions that require thorough exploration. 
Taking AI-based clinical decision support systems as a case in point, there is an 
ethical and legal obligation for the doctor to inform and explain for his patient 
something like: ‘look Mr. John, at first I see that your clinical condition indicates 
that you have a specific type of cancer, but we tried a certain chemotherapy treatment 
without much success. Therefore, we could put your personal data into Watson for 
Oncology and the AI would make a cross-reference with its huge database, in order 
to show us an eventual diverse diagnosis, or bring others recent treatments proposals 
based on confidence levels. But look Mr. John, Watson has a certain fallibility 
degree, and it has other risks...’. 

This is the appropriate model of the process of obtaining the patient’s consent in 
AI, explaining and dialoguing with him to clarify the nuances of the diagnosis and 
prognosis process supported by the technology. To sum up, for the physician not 
to be held responsible for violating the duty to inform, it is essential to pay special 
attention to the process of obtaining informed consent, converting it into an informed 
choice process, following the idea of a true process of dialogue between doctor and 
patient. From the beginning of the decision to use the AI-based algorithm, there is a 
need for an explanation and justification for those affected by the technology. 

3 Ethical Dimensions of Using Artificial Intelligence (AI) 
in the Healthcare Sector: Setting the Parameters for 
Data-Informed Duties in Tort Law 

The development and implementation of AI tools in Medicine are opening the 
doors to new ethical and legal challenges. These challenges include how to evaluate 
algorithm performance and to determine where AI can be safely and efficiently 
applied to clinical practice. There are three examples of ethical issues relate to: “(1) 
Biases in training data; (2) The potential replacing of human health care providers 
with AI tools; (3) Responding to an AI intervention that has failed. If we develop 
an AI tool that influences a clinical decision, and a poor decision was made, how 
do we (as humans) respond?” (Marcetich 2020). As mentioned before, designing 
machine learning tools used to support clinical decision-making can be thought of 
as an experiment whose risks need to be carefully evaluated before implementation 
in clinical practice. 

In June 2021, the World Health Organization (WHO) published its guidance 
on Ethics and Governance of Artificial Intelligence for Health (World Health 
Organization 2021). The report reflects the WHO’s intention to anchor their 
guidance within a human rights framework and it makes direct references to the 
Universal Declaration of Human Rights by exploring the question of autonomy, 
protecting populations from harm, and ensuring inclusiveness and equity. It states
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that ‘ethical considerations and human rights must be placed at the center of 
the design, development, and deployment of AI technologies for health’. The 
document offers 6 primary principles for the use of AI in Medicine: (1) protect 
autonomy; (2) promote human well-being, human safety and the public interest; (3) 
ensure transparency, explainability and intelligibility; (4) foster responsibility and 
accountability; (5) ensure inclusiveness and equity; (6) promote AI that is responsive 
and sustainable. 

Another strong point of the report is its detailed analysis of the risks and 
limitations of AI. Two major problems are raised: (1) the potential of discrimination; 
and (2) bias when datasets used to train AI fail to reflect the real world, and there is a 
lack of transparency in the data source used to program these algorithms, without the 
explanation of how they cross-reference the data and effectively reach to a certain 
result. In fact, nowadays AI is booming in Medicine but it’s also facing a credibility 
crisis because the algorithms are ‘often trained on small, single-origin data samples 
with limited diversity; some even reused the same data for training and testing, a 
cardinal sin that can lead to misleadingly impressive performance’ (Ross 2021a, b). 

The failure to test AI models on data from different sources—a process known 
as external validation—is common in studies published in leading medical journals. 
According to a research team from the University of Cambridge in England, an 
ever-growing list of papers rely on ‘limited or low-quality data, fail to specify their 
training approach and statistical methods, and don’t test whether they will work 
for people of different races, genders, ages, and geographies’ (Ross 2021a, b). This 
results in an algorithm that appears highly accurate in a specific study, but does not 
work to the same level of accuracy when exposed to real-world variables, across 
different types of patients in several locations. 

In a recent interview, Eric Topol presented worries about how AI might worsen 
some inequities and discrimination, since ‘algorithms are not biased, but the data 
we put into those algorithms, because they are chosen by humans, often are’ (Time 
Magazine 2019). There is the potential risk for discrimination of the AI algorithms 
in Medicine, since they can be programmed based on data from scientific studies 
and electronic health records of certain populations where some races predominate. 
Thus, there is a risk that decisions are contaminated by significant biases (Ledford 
2019; Obermeyer et al. 2019). As an example, it is argued that black women with 
breast cancer are more likely to be diagnosed late by the FDA approved algorithms 
in the market, precisely because they were programmed with data from a population 
where probably did not have black women, or it had very few (Brodwin 2021). 
This is something very serious and important to reflect on, since programming the 
algorithms with healthcare data from different populations and geographic locations 
is essential, considering the expressive variations in the way the diseases manifest 
in different races. 

Furthermore, in a recent study, it was found that between 2012 and 2020 only 73 
of 161 AI products approved by Food and Drug Administration (FDA) in the US 
have publicly disclosed the amount of data used to validate the product, with only 7 
of them reporting the racial makeup for their study populations. Moreover, among 
10 AI products approved for breast imaging, only 1 publicly disclosed the racial
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demographics of the dataset used to detect suspicious lesions and assess cancer 
risk (Ross 2021a, b). In another study conduct by Stanford University between 
January 2015 and December 2020, it was observed that almost all of the FDA 
approved AI devices (126 of 130) underwent only retrospective studies at their 
submission. None of the 54 high-risk devices were evaluated by prospective studies 
and only 17 device studies reported that demographic subgroup performance was 
considered in their evaluations. It was concluded in this second study that more than 
the importance of evaluating the performance of AI devices in multiple clinical sites 
and across representative populations, it is also essential encouraging prospective 
studies. The reason for this conclusion is that ‘prospective studies with comparison 
to standard of care reduces the risk of harmful overfitting and more accurately 
captures true clinical outcomes. Post-market surveillance of AI devices is also 
needed for understanding and measurement of unintended outcomes and biases that 
are not detected in prospective, multi-center trials’ (Wu et al. 2021). 

Discussion about the need for specific regulation regarding algorithms is a recur-
rent doctrinal theme in a lot of areas, including the healthcare sector (Benjamens 
et al. 2020). Its impacts challenge the understanding of the State’s own role in 
controlling technological development. If, on the one hand, it is expected that 
innovation will bring improvements to the overall quality of life, on the other 
hand, there is no denying that facing the issue from a regulatory point of view is a 
challenge (Tomasevicius and Ferraro 2020). Structuring a comprehensive approach 
to assess the current state of technological development does not seem like a 
plausible path for some more detailed demands and discussions about law-making 
affairs in this complex scenario, whereas tort law doctrine has been seeking to 
establish a systematic model for the delimitation of risk assessment contours in the 
development of applications centered on Artificial Intelligence systems. 

Frank Pasquale suggests the parameterization of data-informed duties for the 
creation of standard models that may support accountability assessments. In the 
author’s words, ‘such standards are particularly important given the potential for 
inaccurate and inappropriate data to contaminate machine learning’ (Pasquale 
2019). In this respect, it appears that data-driven heuristic process, if contaminated 
early in the processing stages, might generate biased results. In other words, data 
curation of inputs must prevail and be observed throughout the entire algorithmic 
processes—which must also be auditable—otherwise the final substrates obtained 
after processing such data (the so-called ‘outputs’) might not be reliable. 

Essentially, the parameterization of standard models no longer depends on 
regulatory efforts for the vast array of algorithmic structures, which vary in several 
aspects, and offers greater freedom for the development of self-regulated metrics for 
each type of activity. In this context, it would be possible to work with comparative 
bases that would offer more precise and well-mapped conditions to determine the 
performance in compliance with the equivalent risk duly measured for the type of 
algorithmic activity in question. 

Stuart Russell and Peter Norvig’s had already dealt with the troublesome ‘quan-
tification of uncertainties’ in the context of AI algorithm’s predictions: ‘Agents 
may need to handle uncertainty, whether due to partial observability, uncertainty
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nondeterminism, or a combination of the two’ (Russell and Norvig 2016). In 
summary, the conjectures from which data-informed duties are conceived are in 
line with a very important guideline, proposed by Frank Pasquale as the ‘fourth 
law of robotics’ (explainability) (Pasquale 2017). His idea reinforces the need to 
overcome the black box problem (Pasquale 2015). As mentioned before, this is a 
problem usually identified by the use of machine learning techniques that provide 
uncontrolled and unsupervised improvement of these applications, to the point of 
becoming so complex that even their own creators do not understand them (Asaro 
2011).5 

Civil liability deals with uncertainty and the unpredictability. Traditionally, such 
derive from the application of integral risk theory as a basis for redressing torts 
specifically based on guardianship dangers and the precautionary principle (Calo 
2015). The same logic, if transferred to the context of AI algorithms, would 
provide some peculiar consequences. On the subject, Yaniv Benhamou and Justine 
Ferland have already pointed out five observations about the data-informed duties 
(Benhamou and Ferland 2021). 

1. A first observation of the authors is that, with regard to the requirements imposed 
on algorithmic actors (owner, operator, retailer and designer) (Balkin 2015), it 
is necessary to comply with duties of care, which concern: (a) the choice of a 
particular technology, in light of the tasks that need to be performed and the 
operator’s own skills and abilities; (b) the planned organizational framework, 
in particular with regard to adequate follow-up; and (c) maintenance, including 
safety checking routines. Failure to comply with such obligations could trigger 
strict liability, regardless of whether the operator is also responsible for creating 
or elevating the risks of a certain technology (Benhamou and Ferland 2021). 
Considering this, it seems to be also important for physicians or hospitals—in a 
position of algorithm operator—to comply with these duties. 

2. Benhamou and Ferland also point out that manufacturers, including those 
who act incidentally as algorithmic supervisors,6 must observe the following 
standards of conduct (Benhamou and Ferland 2021): (b.1) design, describe and 
market products in a way that allows them to fulfill data-informed duties, making 
risks more predictable (foreseeability) (Karnow 2016)7 ; and (b.2) properly

5 Commenting on the practical difficulties of the difficulty of identifying the developer creator, see. 
6 In Brazil, the concept is found in article 5, item VII, of the LGPD: “Art. 5th. (...) VII - operator: 
natural or legal person, under public or private law, who processes personal data on behalf of the 
controller.” [Originally: “Art. 5◦. (...) VII - operador: pessoa natural ou jurídica, de direito público 
ou privado, que realiza o tratamento de dados pessoais em nome do controlador.”] 
7 The author points out that “predictability and foreseeability are, in practice, vague and peculiar 
notions, and people with different experiences and beliefs about how the world works will treat 
different things as “predictable.” In any event humans are poor at predicting odds, and generally 
are not accurate estimating the likelihood of future events. Perhaps we may get better at predicting 
the behavior of autonomous robots as we interact with them; actions that appear at first random 
may begin to cluster in their frequencies, revealing theretofore unanticipated patterns that will help 
future prediction.” 
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monitor the product after it has been put into circulation, in light of the char-
acteristics of emerging digital technologies, in particular due to their openness 
and dependence on the general digital environment, including obsolescence, the 
emergence of malware or even its vulnerability to possible external attacks. 

3. The so-called supervision, in the context of monitoring specific duties that 
hierarchically superior may even be due to the administrative police power 
of the State (Scherer 2016), in what Pasquale calls ‘oversight’ in his newest 
book (Pasquale 2020). That could be achieved by carrying out audits and 
studies of the specific algorithm, even after its market release. Thus, as a result 
of the implementation of supervised monitoring systems, the identification of 
anomalies and the prior parameterization of the systems would be expected to 
‘warn’ about the occurrence of unexpected behaviors, as well as the observation 
of specific evolution trends from machine learning to predict such behaviors. 
Once such monitoring is implemented, the obligation to inform potential victims 
appears as a duty attached to objective good faith (Wischmeyer 2020). 

4. If feasible, the authors argue that producers should be compelled to include 
mandatory backdoors in their algorithms (Liao et al. 2020). Other designations 
for this are the expressions ‘emergency brakes by default (or by design)’, ‘shut 
down features’, or features that allow operators or users to ‘turn off the AI’ by 
manual commands, or make it ‘unintelligent’ by simply pressing a panic button. 
Failure to guarantee such tools and control options could be considered a design 
defect to justify a breach of the general precautions that are to be expected of 
them, opening up the possibility of imposing civil liability due to the fact that 
the algorithm is to be considered faulty. In fact, depending on the circumstances, 
manufacturers or operators could also be forced to ‘turn off’ the AI as part of 
their algorithmic monitoring and auditing tasks. 

5. Similar to existing after-sales duties, which are composed of warnings and 
instructions for recalling defective products, producers/manufacturers might also 
assume support and correction duties—corollaries of auditability and trans-
parency principles (Pasquale 2019)—in line with other recent developments on 
the potential obligation of software developers to update unsafe algorithms, for as 
long as the technology is on the market (i.e., beyond any contractual stipulations 
on warranty period) (Wolters 2019). 

Frank Pasquale investigates the potential liability in the context of the use of 
inaccurate or inappropriate data (faulty data) in training sets for machine learning: 
‘firms using faulty data can be required to compensate those harmed by that data 
use—and should be subject to punitive damages when such faulty data collection, 
analysis, and use is repeated or willful (Pasquale 2019).’ The punitive function of 
civil liability raises controversial aspects to be considered in the context of this brief 
study. This is because, particularly in the common law experience, punitive and 
dissuasive benefits have a wider application and are accepted, both by the doctrine 
and by the Courts. Although the topic is controversial and even though punitive 
damages are only one of the various options to consider a deterrent effect of potential
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liability, it is inevitable to observe the relevance of the discussion to the complex 
technological context in which Artificial Intelligence algorithms are inserted. 

Preserving the complementarity of tort law and regulation of data collection, 
analysis, and use is very appropriate to help it avoid preventable accidents and 
expands opportunities for those harmed by new technologies to demand account-
ability (Faleiros Júnior 2021). Nowadays, tort law is moving towards to promote 
not only liability but also accountability, which has a prospective function and is 
more robust and based on multiple functions, especially the precautionary one. This 
scenario presented by Pasquale reinforce, in one hand, the important concern with 
the desirable compliance, considered from governance structures and data curation 
aimed at the continuously verification of the quality of the collection used into the 
AI algorithms. On the other hand, this context turns out to a triple reflection: (1) if 
it is possible to assume that AI diagnosing will be covered under health providers’ 
current malpractice insurance policies, or if the introduction of AI diagnosing into 
clinical practice will likely prompt insurance providers to decline coverage for such 
activities; (2) the potential civil liability of the physician as an algorithmic operator 
who repeatedly observes its ineffectiveness or becomes aware that the AI uses biased 
data collections (faulty data); (3) the importance of medical education in AI, digital 
health and new technologies to prevent adverse events. 

4 Concluding Notes: The Future of Artificial Intelligence 
(AI) in Medicine and the Importance of Medical Education 
in Digital Health and New Technologies 

It was observed in the present study that the valuable development of P4-Medicine 
from the use of predictive algorithms cannot be unaccompanied by the need for 
reflection about the risks and a special medical diligence in using the technology 
as a tool to support decision making. Moreover, it was concluded that there are 
three different semantic dimensions of algorithmic opacity relevant to Medicine: 
(1) epistemic opacity for the insufficient physicians understanding of the rules an 
AI system is applying to make predictions and decisions; (2) opacity for the lack 
of medical disclosure about the use of AI systems and patient’s unawareness that 
automated decision-making and profiling activities about them are being carried out 
with their personal data; and (3) explanatory opacity for the unsatisfactory explana-
tion to patients about the technology used to support professional decision-making. 
Therefore, the aim of this paper was to analyze each type of opacity, considering 
hypothetical scenarios and its repercussions in terms of medical malpractice and 
patient’s informed consent. 

Regarding epistemic opacity, questions were presented about to what extent a 
doctor might rely on AI and the legal consequences if the physician adhered to the 
recommendation or overruled the machine, leading to the significant consideration 
about the determination of the standard of medical diligence must be an issue always
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open to debate in each specific medical malpractice case. This is because, in each 
situation, the degree of accuracy of an algorithm and its goal are different. It could 
also be concluded in the present paper that there is a possibility of qualifying the 
physician’s obligation as an obligation of result when there is a violation of the 
ethical principle of ‘human control of technology’, that is, in the face of non-
understanding of AI as a tool to support clinical decision-making (AI-as-a-tool), 
with the consequent breach of the patient’s legitimate expectation of technology as 
a guarantee of success. It was also observed that opacity for the lack of medical 
disclosure and explanatory opacity demand reflections on the impact of the ethical 
principles of explanation and justification, in order to understand a new model of 
patient consent in AI and the violation of the medical duty of qualified information. 

In this context, the above-mentioned issues—specially, the consequences of the 
triple semantic dimensions of algorithmic opacity—represent an enormous chal-
lenge to educators in the health sciences. AI can help medical professionals by amal-
gamating large amounts of healthcare data and supporting their decision-making 
process about diagnosis and recommend treatments. Nevertheless, physicians need 
the ability to interpret the results and properly communicate a recommendation to 
the patient. Physicians need to learn how to better use and interpret AI algorithms, 
including in this learning process the comprehension of in which situations an 
algorithm should be effectively used in their practice, and, above all, how much 
confidence should be placed in an algorithmic recommendation, in each concrete 
case. 

Thus, new skills and expertise are required as we move to an age of Artificial 
Intelligence in the healthcare environment. Physicians’ lack of in-depth knowledge 
about the benefits and risks of healthcare technologies can translate into worse 
outcomes for patients due to little or none understanding of which AI tools add value 
to their activities or how to integrate AI in a way suitable for the clinical workflow. 
This task calls for a new model of educating the new generation of experts with 
deep interdisciplinary training in Medicine, ethics, and technologies. Therefore, AI 
needs to be seamlessly integrated across different aspects of the medical education 
curriculum. 

The American Medical Association (AMA) noted that from 2000 to 2015 there 
were 15 national reports calling for medical education reform (Beck 2015). In US, 
there are several initiatives for incorporating new technologies—such as AI tools— 
in medical education: (1) Duke Institute for Health Innovation: medical students 
work together with data experts to develop care-enhanced technologies made for 
physicians; (2) University of Florida: radiology residents work with a technology-
based company to develop computer-aided detection for mammography; (3) Carle 
Illinois College of Medicine: offers a course by clinical scientists and engineers to 
learn about new technologies; (4) Sharon Lund Medical Intelligence and Innovation 
Institute: organizes a summer course on all new technologies in health care, 
open to medical students; (5) Stanford University Center for Artificial Intelligence 
in Medicine: involves graduate and postgraduate students in solving heath care 
problems with the use of machine learning (Paranjape et al. 2019); (6) Rocky 
Vista University College of Osteopathic Medicine: offers courses to train medical
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students in AI, remote monitoring, ethics, informatics, telemedicine, analytics, and 
entrepreneurship (Aungst and Patel 2020). 

In conclusion, an overriding issue for the future of AI in Medicine rests with 
how well medical education can be assured. As AI and its application become 
mainstream in the healthcare sector, medical students, residents, fellows, and 
practicing physicians need to have better knowledge of AI. The integration of digital 
health into formal education offers a novel means to engage in interprofessional 
education opportunities. Determining how to build out digital health education and 
to integrate into the formal curriculum will be a topic of debate in the coming years. 
To ensure that AI-based clinical decision lives up to its promises, there is a need 
to sensitize developers, healthcare professionals, and legislators to the challenges 
and limitations of opaque algorithms in the healthcare sector and to foster medical 
education moving forward to the Age of Artificial Intelligence in Medicine.8 
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Part III 
The Law, Governance and Regulation of 

Artificial Intelligence 

Introduction 

Luís Barreto Xavier 

As previously stated, Part II of this book directed its attention to fundamental 
ethical and legal debates, evaluating them in the light of the transformation brought 
by AI. Part III employs multiple approaches to discuss how Artificial Intelligence 
is brought in line by law, how its applications should be governed and how existing 
and future regulation might be employed to tackle its risks. 

The chapter by Ugo Pagallo tries to dismantle the myths of digital sovereignty, 
digital constitutionalism, Brussels effect and human-centric Artificial Intelligence 
in the context of European Law. 

The chapter by Luís Moniz Pereira, Francisco C. Santos and António Barata 
Lopes explores the undertaking of counterfactual thinking by AI agents, and 
suggests that counterfactual learners foster coordination in collective dilemmas. 

In the chapter by Willem Gravett, the author critically examines the “technology 
effect”—the human tendency towards excessive optimism when making decisions 
involving technology—and “automation bias”—the phenomenon whereby judges 
accept the recommendations of an automated decision-making system, without 
additional research or confirmation. 

The chapter by Ana Taveira da Fonseca Elsa Vaz Sequeira and Luís Barreto 
Xavier, tries to ascertain if there is a place for fault-based liability for AI driven 
systems, if current strict liability regimes are appropriate to address no-fault 
damages caused by the functioning of AI-systems, and when should an agent be 
exempted from liability. 

The chapter by Marcel Lanz and Stefan Mijic addresses natural language 
generation (NLG) technology and explores the different ways that civil liability for 
NLG deployment may be constructed and how it should be solved, from a Swiss 
law perspective.
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In the chapter by Pedro Garcia Marques, the author reflects on the possibilities 
and the limits of using AI powered systems to predict the risk of recidivism for the 
purposes of imposing criminal penalty on convicted felons and compares them to 
human assessment. 

Deepfake generation and its relevance in the context of the administration of 
criminal justice is the topic of the chapter by Dalila Durães, Pedro Miguel Freitas 
and Paulo Novais. The authors explain the technical foundations of deepfakes, 
discuss the way in which the European Union addresses them in its draft AI Act 
and the challenges inherent in regulating them for criminal justice purposes. 

The chapter by Maria José Schmidt-Kessen and Max Huffman deals with AI 
based pricing technologies and their role on algorithmic collusion. The authors 
address the topic from a US and EU antitrust law comparative perspective, and 
discuss this still existing problem prospectively. 

The chapter by Joana Covelo de Abreu stresses the need for an AI human-centric 
approach to the field of justice, through user-focused and user-friendly principles, 
and scrutinizes how the EU’s draft AI Act must further address judicial usage of 
AI systems, as a mechanism for enhancing judicial independence, procedural rights 
and access to justice in the EU. 

In the chapter by Anat Keller, Clara Martins Pereira and Martinho Lucas Pires, 
the authors critically assess the exclusion of financial systemic risk from the “high 
risk” definition of the EU’s draft AI Act, and advocate for a more integrated cross-
border approach to AI, acknowledging the implications of AI for financial systemic 
risk. 

The last chapter of Part III (Katerina Yordanova and Natalie Bertels) analyses 
the potential of the regulatory sandboxes envisaged in the EU’s draft AI Act for 
regulating AI and the challenges they could face based on experiences from earlier 
regulatory sandboxes. The authors then suggest tailor-made solutions that would 
mitigate potential disadvantages of AI regulatory sandboxes.



Dismantling Four Myths in AI & EU Law 
Through Legal Information ‘About’ 
Reality 

Ugo Pagallo 

Abstract The European Commission has recently proposed several acts, directives 
and regulations that shall complement today’s legislation on the internet, data 
governance, and Artificial Intelligence, e.g., the AI Act from May 2021. Some have 
proposed to sum up current trends of EU law according to catchy formulas, such as 
(i) digital sovereignty; (ii) digital constitutionalism; (iii) a new Brussels effect; and, 
(iv) a human-centric approach to AI. Each of these narratives has its merits, but can 
be highly misleading. They must be taken with four pinches of salt. The aim of this 
paper is to dismantle these ‘myths’ through legal information ‘about’ reality, that is, 
knowledge and concepts that frame the representation and function of EU law. We 
should be attentive to that which current myths overlook, such as the open issues 
on the balance of power between EU institutions and member states (MS), a new 
generation of digital rights at both EU and MS constitutional levels, down to the 
interplay between new models of legal governance and the potential fragmentation 
of the system, e.g., between technological regulations and environmental law. 

1 Introduction 

Over the past few years, the European Commission has proposed several acts, 
directives and regulations that shall complement today’s legislation on the internet, 
data governance, Artificial Intelligence, and more. The list of initiatives and pro-
posals discussed at the European Union (‘EU’) level includes the Digital Services 
and Digital Markets Act from December 2020, the Data Governance Act from 
November of that year, the Artificial Intelligence Act (AIA) from May 2021, the 
Cybersecurity Act from July 2021, in addition to the initiatives for a Green Deal, 
the Open Science project, etc. By considering such legal complexity, scholars have 
proposed some catchy formulas that should help us setting the proper level of 
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abstraction, to address the intricacy of technological regulation and data governance 
in EU law. The aim of this paper is to examine four of these formulas: (i) digital 
sovereignty; (ii) digital constitutionalism; (iii) a new Brussels effect; and, (iv) a 
human-centric approach to AI (‘HAI’). The overall assumption of the analysis is 
that each of these levels of abstraction has its merits, and still, the formulas can be 
misleading. Their use may suggest false problems, or problems taken for granted, 
missing at times the proverbial elephant in the room. The aim of this paper is thus to 
dismantle these ‘myths’ through the lens of legal information ‘about’ reality, that is, 
knowledge and concepts that frame the representation and function of EU law. The 
analysis is divided into five parts, each of which devoted to one of the myths under 
scrutiny in this paper, with its conclusions. The overall intent is to offer a soberer 
analysis of current trends of EU law and technological regulation. 

2 Digital Sovereignty 

Luciano Floridi has recently scrutinized the ‘fight for digital sovereignty’ occurred 
over the past few years, examining ‘what it is’ (a matter of control of data, software, 
standards, services, infrastructures, etc.); and ‘why it matters’ (the fight touches 
everyone) ‘especially for the EU’ (Floridi 2020). Although Floridi refers to a 
‘post-Westphalian world in which the territoriality of the law no longer applies 
automatically and may be irrelevant’ (Floridi 2021), this new dimension of the old 
concept, that is, ‘digital sovereignty’ should still shed light on the current fight for 
control between the multiple regulatory systems in competition out there: the forces 
of the market, and of social norms, the legal powers of national governments and 
international organizations, the role of civic institutions and the financial sector, and 
more. 

However, in EU law, since the ruling of the European Court of Justice in Van 
Gend & Loos from 1963, the principle of sovereignty and the current formula on 
‘digital sovereignty’ remind us of the legal knot on who must have the ‘last word’ 
between the EU institutions and the Member States (MS). For better or for worse, 
30 years ago, the compromise has been struck with the Maastricht treaty (1992), 
and the principle of subsidiarity pursuant to Art. 5 of the EU Treaty. Most of the 
regulatory initiatives and proposals of the Commission, mentioned above in the 
introduction, hinge indeed on the principle of subsidiarity due to the scale of the 
issues that are at stake with the regulation of crucial aspects of social interaction 
on the internet, data governance, or AI and other emerging technologies. So, it is 
misleading to refer to these trends of current EU law in terms of ‘digital sovereignty’ 
because the formula may suggest that regulations of EU look like federal law. 
They’re not. Transferred by MS and their constitutional powers through the Treaties, 
EU powers are not ‘original’ as occurs with the constitutional powers of federal 
states, e.g. the USA. 

This legal detail suggests that either the formula of ‘digital sovereignty’ misses 
the balance of power between EU institutions and MS, or the formula suggests that
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some problems have been solved––or, at least, properly addressed––when they are 
not. Scholars still discuss that which was dubbed as the Kompetenz-Kompetenz 
issue in the saga of the German federal constitutional court, the Solange cases, 
since the 1970s. Dealing with the governance of the internet, of AI, or tackling the 
flow of data in current information societies, the formula ‘digital sovereignty’ does 
not help us solving this evergreen issue on who’s sovereign in Europe. Moreover, 
if we are interested to what this formula means ‘especially for the EU’, ‘digital 
sovereignty’ does not help us shedding light on the kind of governance behind 
the recent proposals and initiatives of the Commission. Rather than searching for 
a sovereign, or a bunch of them in today’s law, we should be more technical about 
today’s EU governance and its case-law (Reeds and Murray 2018). Would the stance 
on ‘digital constitutionalism’ offer such a more technical analysis? 

3 Digital Constitutionalism 

Considering the EU approach to the current challenges of technological regulation 
and its governance, some claim that “in the last twenty years, the policy of the 
European Union in the field of digital technologies has shifted from a liberal 
economic perspective to a constitution-oriented approach” (De Gregorio 2021). 
This new digital dimension of EU constitutionalism is often illustrated with current 
attempts to oppose the powers of transnational corporations operating in cyberspace, 
with a new set of responsibilities and duties for such corporations, as providers of 
services on the internet, as designers and manufacturers of high-risk AI systems, 
as personal data controllers of complex digital environments, and more. This new 
set of duties and obligations goes of course together with the corresponding new 
rights. Starting with the right to de-listing set up by the Court of Luxembourg in the 
Google case from 2013, attention should be drawn to the new rights to erasure, to be 
forgotten, to data portability, etc. enshrined in the general data protection regulation, 
or ‘GDPR’ from 2016, or the new rights not to be profiled, nor recognized by AI 
systems, proposed by Art. 5 of the 2021 AI Act of the European Commission, down 
to its current policies on open access rights, open science rights, etc. Shouldn’t we 
dub all this trend as the ‘digital constitutionalism’ of the EU institutions? 

Interestingly, this stance on digital constitutionalism refers, on the one hand, to 
a tenet of the digital sovereignty viewpoint, such as the current fight for access, 
control, and protection over data and information in digital environments, between 
national and international governments and institutions, e.g. the EU, and the power 
of transnational corporations. The EU would have flexed its muscles, showing who’s 
the digital sovereign today, by establishing new duties for the fat cats of Silicon 
Valley, and new rights for the EU citizens. Although the enforcement of such rights 
and duties appears now and then problematic, e.g., data portability, it seems fair to 
admit that this stance on digital constitutionalism, much as the overlapping stance 
of digital sovereignty, draw our attention to a game changer. Over the past 20 years 
and more, EU law has indeed attempted to complement the traditional framework
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of basic constitutional (and human) rights associated with the physical body of the 
individuals and their habeas corpus, with a new principle of habeas data. The latter 
can be traced back to that which the German Constitutional Court has framed in 
terms of ‘informational self-determination’ since its Volkszählungs-Urteil (‘census 
decision’), from 1983. 

Yet, on the other hand, the formula of ‘digital constitutionalism’ can be mislead-
ing, once applied to EU law, because that which EU lacks is the core of traditional 
constitutionalism, that is, power over matters of public order, law enforcement, and 
national security in such crucial fields as criminal and administrative law (including 
procedural safeguards). By referring to the formula of EU digital constitutionalism, 
the risk is thus to overlook a black hole in such framework, namely, rights and 
safeguards for the digital body of individuals vis-à-vis law enforcement officers, 
public prosecutors, or secret services. 

To understand how technology impacts on tenets of the rule of law, such as the 
principle of habeas corpus and notions of ‘fair trial,’ of ‘equality of arms,’ etc., 
attention must be drawn, first, to the national law level. For example, the double 
standard of protection for the physical body and the digital body of individuals, 
according to the case-law of both the Constitutional Court and the Court of 
Cassation in Italy, is deemed compatible with EU law and moreover, the general 
framework provided by the 1950 European Convention of Human Rights and its 
Court (ECtHR). This means that, dealing with the physical body and its protection 
in Italian constitutional law, a statute and the authorization of courts provide for a 
double level of legal protection (Art. 14 of the Constitution), whereas, in the case 
of the digital body in criminal proceedings, most powers are simply up to public 
prosecutors (Art. 2). Whether or not AI systems will reinforce this asymmetry 
of power between public prosecutors and suspects––also, but not only in Italy–– 
remains of course an open question (Pagallo and Quattrocolo 2019). However, pace 
current claims of digital constitutionalism, this open question and, more in general, 
the informational counterpart of traditional principles of habeas corpus, fair trial, 
equality of arms, etc. does not revolve around trends of EU law, but mostly the 
powers of the Member States of the Union within the framework of the ECtHR. This 
is not to say that EU law has no role in shaping the legal framework for the protection 
of the individuals even before a criminal Court, e.g. data protection issues, and 
yet the whole set of sources, which every European digital constitutionalism must 
include––such as national powers and constitutions, the ECtHR, EU law and its 
treaties, international agreements, and more––begets a further question. 

I admit that the role of EU law, although limited to certain areas of constitutional 
law, is especially relevant in some new fields of digital constitutionalism, such as 
personal data protection and the new set of rights in human-AI interaction set up e.g., 
by the AIA of the European Commission. This role of EU law in shaping today’s 
digital constitutionalism in Europe and its complex legal governance, however, has 
now and then engendered further myths. Whilst, in EU law, the formula of digital 
constitutionalism overlooks the problems of national powers and the disrupting use 
of AI systems by law enforcement agencies, the plan of a new (and even desirable) 
digital constitutionalism in Europe often exaggerates the role of EU law. Next
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section dwells on one of these popular exaggerations, which brings us back to the 
stance of digital sovereignty. 

4 The Brussels Effect 

Ten years ago, Anu Bradford’s idea on a ‘Brussels effect’ went viral (Bradford 
2012). In a nutshell, the idea was that, dealing with issues of technological 
regulation, data protection, environmental law, or antitrust, EU law had unilaterally 
exerted a legal extra-territorial effect. Recently, Bradford has refined this idea in a 
new volume (Bradford 2020), and some scholars guess whether we should expect 
a new Brussels effect due to the recent initiatives of the European Commission 
on AI, data governance, digital services and markets, etc. (Floridi 2021). In fact, 
so goes the argument of the Brussels effect, the non-divisibility of data and the 
compliance costs of multinational corporations, dealing with multiple regulatory 
regimes, may prompt most technological manufacturers and service providers to 
adopt and adapt themselves to the strictest international standards across the board, 
that is, the EU data protection and environmental framework (Pagallo 2018), and 
now, the proposals of the European Commission. 

Once again, after the stances on digital sovereignty and digital constitutionalism, 
the ‘Brussels effect’ has its merits. I may dare to say that, for example, EU data 
protection law does represent a model for the rest of the world. Still, even on the 
basis of this common assumption, the Brussels effect must be taken with a pinch 
of salt. By insisting on the power unilaterally exerted by EU law, the thesis on the 
Brussels effect often overlooks the multiple ways in which EU regulations have 
to do with coordination and cooperation. First, the extra-territorial provisions of the 
GDPR, drawing on a long experience in consumer law, are complemented with bilat-
eral agreements of mutual recognition at the international level, e.g. Japan. Second, 
dealing with technological regulation, the EU lawmakers have more often opted 
for co-regulatory solutions of legal governance, rather than top-down approaches. 
Art. 5 of the GDPR on the accountability principle provides an illustration of such 
co-regulatory model. Third, the analysis of such co-regulatory models adopted by 
EU law with the 2017 policy on better and smart regulation, some of the technical 
developments of the EU Better Regulation scheme for interoperability (TOGAF 
2017), down to the ‘Data Governance Act’ from November 2020, converge with 
similar trends in other legal sectors. Co-regulatory approaches are at work with 
standardisation agencies, such as NIST-800-53 from 2013 and NIST-800-63C from 
2016, together with ISO/IEC 27002 and 27,001 on security and privacy controls 
for Federal Information Systems and Organizations. Along the same lines, this co-
regulatory approach is consistent with some governance models in the business 
field, such as the COBIT2019 framework launched by ISACA and the Enterprise 
Architecture model, which aims to align management information systems with 
business interests (Pagallo et al. 2019).
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By insisting on current trends of legal governance and international law today, the 
aim is not to discard any Brussels effect. I already admitted the (unilateral) impact 
of EU data protection law on the rest of the world and am ready to concede that 
certain provisions of the AIA on the banning of AI uses are not only here to stay, 
but will similarly represent a reference point in international law. 

However, once we embrace this scenario, attention should be drawn to the 
content of the effect, in other words, that which would exert unilateral extra-
territorial effect across jurisdictions, representing a model for the rest of the world. 
Current debate on EU law and technological regulation has provided some myths 
and popular catchy formulas also in this case. Next section scrutinizes one of such 
formulas: the ‘human-centric’ approach to the normative challenges of AI, or ‘HAI.’ 
This stance summarizes the narratives of the previous sections, according to a 
threefold stance on: 

(i) EU’s HAI for AI regulation, as illustrated by the AIA proposal of the 
Commission, as an act of digital sovereignty in international law; 

(ii) EU’s new rights in human-AI interaction set up by the AIA as a further 
strengthening of EU digital constitutionalism; 

(iii) A possible new Brussels effect due to (i) and (ii). 

The aim of next section is to take sides on whether HAI, i.e. the ‘human-centric’ 
approach of EU law for the regulation of AI systems is robust, or alternatively, even 
misleading. 

5 ‘HAI’ (Human-Centric Artificial Intelligence) 

‘HAI’ has an already long story. Since the mid 2010s, the European Parliament 
insisted on the ‘European values’ that should have guided the necessary regulation 
of AI systems and other emerging technologies. In 2018, the European Commission 
set up a High-Level Expert Group (HLEG), to elucidate the ethical principles of 
AI. The HLEG delivered its Ethical Guidelines in 2019. The guidelines include 
environmental robustness and the protection of societal and environmental well-
being among the six requirements that AI systems must satisfy to be considered 
trustworthy.1 From a philosophical standpoint, however, it is noteworthy that such 
Ethical Guidelines insist time and again on their ‘human-centric’ approach: “the 
common foundation that unites these rights can be understood as rooted in respect 
for human dignity – thereby reflecting what we describe as a ‘human-centric 
approach’ in which the human being enjoys a unique and inalienable moral status 
of primacy in the civil, political, economic and social fields.”2 

1 See https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai. 
2 Ibid., at 10.
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At their best possible light, such claims, and similar declarations, may make 
sense. HLEG’s ethical guidelines hinge after all on a previous document of another 
group of experts, in which my colleagues and I insisted on four risks of AI, i.e., (i) 
devaluing human skills; (ii) removing human responsibility; (iii) reducing human 
control; (iv) eroding human self-determination (Floridi et al. 2018). Against such 
risks, it is thus welcomed any clear understanding of these issues under scrutiny and 
what initiatives can be taken against the misuses of technology in a proactive way. 

However, HAI raises two formidable problems. One is philosophical, the other 
practical. As regards the philosophical part of this story, the limits of every human-
centric, or neo-Protagorean approach have been stressed time and again over the 
past decades, since the ecological movements in the 1950s and 1960s, down to 
current regulations and principles of EU environmental law. Bioethics and its onto-
centric stance tell a lot about the normative challenges brought forth by AI and 
other emerging technologies: “The comparison should not be surprising. Of all areas 
of applied ethics, bioethics is the one that most closely resembles digital ethics in 
dealing ecologically with new forms of agents, patients, and environments” (Floridi 
et al. 2018). There is robust work on why an onto-centric, rather than anthropocen-
tric viewpoint can help us tackling that which the European Commission, in the 
Explanatory Memorandum of the AIA, dubs as a ‘twin challenge,’ namely, the green 
and digital transformations of our societies (Pagallo and Durante 2009). 

In addition, there is evidence of the practical shortcomings of HAI. In the 
AIA, for example, the European Commission fully endorses the human-centric 
approach: all new mandatory requirements for high-risk AI systems do not include 
any commitment against adverse environmental impacts, lest such AI systems 
pose a direct threat to “the health and safety, or a risk of adverse impact on 
fundamental rights.” This approach of the European Commission has already been 
criticized. The Report of the European Parliament’s special committee on Artificial 
Intelligence in a Digital Age (AIDA) reckons that such approach simply omits “any 
hazards related to the environment” (Gailhofer et al. 2021, p. 10). The claim is 
that the proposed set of rules on AI and data governance, transparency, human 
oversight and security simply overlook a governance system that shall prevent 
critical environmental impacts of technology. After all, most proposals on the 
“environmental sustainability” of technology, including AI, are left to voluntary 
initiatives put in place by providers of non-high-risk AI systems as regards, for 
instance, the formation of codes of conduct (EU Commission’s AIA, whereas no. 
81 and article 69.2). 

The troubles of EU law with environmental protection, admittedly, are older than 
current issues about the digital transformation of our societies and its regulation. 
A human-centric understanding of the challenges of AI, however, makes the green 
transformation of our societies even messier. Only an onto-centric approach to the 
‘twin challenges’ of our societies fits this task. To substantiate this assumption, 
the onto-centric stance must include the principles of bioethics––that is, benefi-
cence, non-maleficence, autonomy, and justice––and complement them with a new 
principle, the principle of ‘explicability.’ The latter should incorporate both the 
intelligibility of AI and the accountability for its uses, to understand and hold to
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account the decision-making processes of AI (Floridi et al. 2018). We don’t need 
to be human-centric, to admit the risks for the misuses of AI and its impact on 
human skills, human responsibilities, human control, or human self-determination. 
Yet, it’s likely that every human-centric approach to these risks will fall short in 
tackling how such human skills and responsibilities, control and self-determination 
should be further understood in connection with the challenges of environmental 
protection and the climate crisis. To say the least, the European Commission should 
complement its proposal of AIA with the assessment of the environmental impact 
of AI in the existing European regulatory framework (Gailhofer et al. 2021, p. 37). 

On this basis, we may wonder about the metrics for the assessment of the 
environmental impact of AI, whether their footprint assessment should be com-
pulsory for all high-risk AI systems, for example, or extended to certain low-risk 
AI applications. Likewise, focus should be on energy costs and carbon emissions 
(Lacoste et al. 2019; Anthony et al. 2020), e-waste and further conditions of 
sustainability as, for instance, working conditions, down to the metrics AI systems 
are optimized for, or further efficiency metrics for AI, as model training (Taddeo et 
al. 2021). Advanced AI technologies often require massive computational resources 
that hinge on large computing centers and these facilities have a very high energy 
requirement and carbon footprint. Some estimates suggest that the total electricity 
demand of information and communication technologies (ICTs) could require up 
to 20% of the global electricity demand by 2030, whilst today’s demand revolves 
around 1% (Jones 2018). AI is likely to add growing concerns for the increasing 
volume of e-waste and the pressure on rare-earth elements generated by the 
computing industry (Alonso et al. 2012). 

A final problem with the philosophical and practical posture of HAI has to do 
with its redundancy. Not only HAI is insufficient to properly tackle the onto-centric 
challenges of the green and digital transformations of our societies, but it does not 
even help to clarify the technicalities of our field. For example, there is a glorious 
tradition in robotics and AI devoted to the study of human-robot interaction (HRI). 
Interestingly, experts distinguish two sub-fields of the discipline. Some focus on 
a human-centred HRI approach: emphasis is here on whether and to what extent 
AI systems and robots fulfil their task specifications in a way that appears as 
comfortable and acceptable to humans (Dautenhahn 2007). Yet, there is also a robot-
centred HRI approach: this does not mean that experts and scholars are devoted to 
diminishing human skills, or devaluing human responsibility. Rather, that which 
computer scientists and engineers aim to understand is an entity, such as a smart 
robot, that is pursuing ‘its own’ goals, based on such cues, as its motivations, drivers, 
or emotions (Pagallo 2013). These vibrant fields of technological development and 
innovation, e.g. the set up of ‘moral machines’ have been funded by EU research 
programs (and that’s a good thing). Should we conclude that, in all projects of robot-
centred HRI research, scholars should abide by a human-centric approach? 

The question is either redundant or highly debatable. It is redundant, because 
AI researchers should abide by the law; it is highly debatable, because some laws, 
such as EU environmental law, hinge on an onto-centric basis, e.g. Art. 37 of the EU 
Charter of fundamental rights (CFR), and Art. 11 of the Treaty on the Functioning of
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the European Union (TFEU). Therefore, as occurs with previous catchy formulas on 
digital sovereignty, digital constitutionalism, and the Brussels effect, also HAI must 
be taken with a pinch of salt. The pinch of salt we apply ourselves when asking when 
the sun sets, or will rise tomorrow, although we are no earth-flatters but Copernicans. 
AI raises unique challenges for human skills and responsibilities, human control and 
self-determination. Yet, this uniqueness does not entail any neo-Protagorean view, 
rather, it should be grasped in accordance with the onto-centric stance of digital 
ethics that properly complements the four principles of bioethics. 

6 Conclusions 

The chapter dwelt on current EU legal trends and the array of further proposals 
by the Commission, dismantling four popular narratives or ‘myths’ on digital 
sovereignty, digital constitutionalism, a new Brussels effect, and HAI. Four lessons 
were learnt because of this stance on legal information ‘about’ reality, namely, about 
knowledge and concepts that frame the representation and function of EU law: 

(a) Against the tenets of digital sovereignty, attention was drawn to the principle of 
subsidiarity pursuant to Art. 5 of the EU Treaty and the complex governance of 
the EU institutions; 

(b) Against the view on EU digital constitutionalism, the limits of EU law in 
criminal law, national security, public order and law enforcement were stressed, 
to offer a more realistic picture of current debate and trends on how the law 
should protect the digital body of the individuals (also but not only in criminal 
law and administrative law); 

(c) Against advocates of a new Brussels effect, this view on unilateral exertion 
of extra-territorial legal effects was complemented with bilateral initiatives of 
mutual recognition at the international level and new models of co-regulation, 
coordination and cooperation within the EU; 

(d) Against the assumptions of HAI, focus was on its philosophical and practical 
drawbacks and how the onto-centric approach of digital ethics provides a better 
lens for the twin challenge of the green and digital transformations of our 
societies. 

This stance on current trends of EU law casts light on that which is still critical: 
the balance between EU powers and member states, a new generation of digital 
rights at both EU and MS constitutional levels, down to the interplay between 
new models of legal governance and the potential fragmentation of the system, e.g. 
between technological regulations and environmental law. Current myths on digital 
sovereignty, digital constitutionalism, a new Brussels effect, and HAI do not help 
us addressing these open problems. Rather, they may induce us to overlook them. 
Although some of these problems do not depend on EU law and its institutions, they 
contribute to shape current trends of EU law.
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AI Modelling of Counterfactual Thinking 
for Judicial Reasoning and Governance 
of Law 
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Abstract When speaking of moral judgment, we refer to a function of recognizing 
appropriate or condemnable actions and the possibility of choice between them 
by agents. Their ability to construct possible causal sequences enables them to 
devise alternatives in which choosing one implies setting aside others. This internal 
deliberation requires a cognitive ability, namely that of constructing counterfactual 
arguments. These serve not just to analyse possible futures, being prospective, 
but also to analyse past situations, by imagining the gains or losses resulting 
from alternatives to the actions actually carried out, given evaluative information 
subsequently known. 

Counterfactual thinking is in thus a prerequisite for AI agents concerned 
with Law cases, in order to pass judgement and, additionally, for evaluation of 
the ongoing governance of such AI agents. Moreover, given the wide cognitive 
empowerment of counterfactual reasoning in the human individual, namely in 
making judgments, the question arises of how the presence of individuals with this 
ability can improve cooperation and consensus in populations of otherwise self-
regarding individuals. 

Our results, using Evolutionary Game Theory (EGT), suggest that counterfactual 
thinking fosters coordination in collective action problems occurring in large popu-
lations and has limited impact on cooperation dilemmas in which such coordination 
is not required. 
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1 Introduction and Motivation 

The Law clearly says that its theory of causation is counterfactual dependency 
(Moore 2009, p. 371). The focus on counterfactual theory lies in morality. The social 
minimum is that we do no harm. Our moral responsibility is naturally captured by 
a certain kind of counterfactual test, one that compares how the world is after our 
actions with how the world would have been if, contrary to fact, we had not done 
the actions in question. Similarly, one can reason about alternative actions which 
would have improved the world or produced a greater good (Roese and Olson 1995; 
Pereira and Saptawijaya 2016a, 2016b, 2017). 

The class of statements we deem counterfactual are conditional statements 
conjoined with the falsity of both the antecedent and their consequent clauses (Pearl 
2010). Counterfactuals, possibility, and the hypothetical are part of the genesis of 
what there is, and what there is what it is because it was otherwise. In (Dietz  
Saldanha et al. 2015, 2021) we also consider conditionals whose antecedents are 
unknown and evaluate the conditional by applying revision and abduction in order 
to satisfy it. The laws of physics, for example, can be interpreted as counterfactual 
assertions, such as ‘Had the weight on this spring doubled, its length would have 
doubled as well’ (Hooke’s Law) (Pearl and Mackenzie 2018). 

Causation as a prerequisite to legal liability is intimately related to causation as 
a natural relation lying at the heart of scientific explanation. Moral responsibility 
supervenes on natural properties like causation, intention, and the like. The counter-
factual theory of causal relations is dominant in both Law and recent Philosophy. We 
are more blameworthy when we cause some evil, than merely trying to cause it. We 
experience regret when we have caused some harm even though we were not at all 
culpable. It is not regret but guilt that disturbs us, in those cases we judge ourselves 
to be blameworthy. It is guilt, not regret, that is consistent with such self-judgements 
(Moore 2009, pp. vi, vii, 30–32). 

When people are moved to think counterfactually, they generally think about 
how things might have turned out better (‘upward counterfactuals’ in the parlance 
of experimental psychology). When thinking how events might have been worse, 
one speaks of ‘downward counterfactuals’ (Byrne 2005). Already the Greek Lysias, 
in the aftermath of the Peloponnesian war (382 B.C) says “if we had remained 
united and every man had done as I did, the oligarchy and civil war would not 
have happened. Another Greek, the historian and general Thucydides, not only 
emphasizes how terrible the war really was but underlines moments when it might 
have been worse for Athens and its citizens (Tordoff 2014, p. 116). 

According to judgement dissociation theory, upwards counterfactuals tend to 
focus on the functional goal of identifying ways in which a negative outcome would 
have been prevented. These thoughts can undo outcomes not only by negating direct 
causes, but also by negating enabling conditions or adding in disabling conditions. 
This suggests there are more ways an actor could prevent an outcome than ways it 
could cause it. Hence, self-implicating upward counterfactuals are likely to draw 
attention to blame-implicating actions. Research suggests that prison programs
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designed to stimulate and explore prisoners’ upward counterfactual thoughts about 
their crime, arrest, conviction, and sentence may increase prisoners’ attributions 
of self-blame, and enhance their feelings of guilt (Mandel et al. 2005). Our own 
theoretical study of guilt (Pereira et al. 2017), grounded on Evolutionary Game 
Theory (EGT), provides evidence that, in a population wherein there exists from 
the start a modicum of guilt-feeling agents, a better cooperation tends to arise as 
guilt tends to spread. 

For decades or even centuries, lawyers have used a relatively straightforward test 
of a defendant’s culpability called ‘but-for-causation’: “The injury would not have 
occurred but-for the defendant’s action.” Given just the conditional “If a defendant 
does action A, then injury I follows,” its related counterfactual can promote the 
antecedent to a cause of the consequent: “If the defendant would not have done 
action A, then injury I would not have occurred.” But-for clauses can also be 
indirect. If Joe blocks a building’s fire exit with furniture, and Judy dies after she 
could not reach the exit, then Joe is legally responsible for her death even though 
he did not light the fire (Pearl and Mackenzie 2018). Similarly, the central question 
in any employment-discrimination case is whether the employer would have taken 
the same action had the employee been of a different race (age, sex, religion, natural 
origin, etc.) (Greiner 2008). 

Recent social and cognitive psychology theories propose a ‘dual-processing’ 
mental architecture. Most of what the mind does is achieved by quick, automatic, 
heuristic-laden processing, our visual system being an example. This first cognitive 
system is often called the automatic system, or intuitive system, or simply ‘system 
1’. But occasionally, we need to think about a problem, consider counterfactual 
situations, entertain suppositions, weigh possibilities, and consciously decide upon 
a solution. This sort of thinking, is slow, laboured, and easily disrupted by other 
tasks; it is sometimes called the reasoning system, or controlled processing, or 
simply ‘system 2’. Yet, there is nothing about system 2 that precludes the conscious 
deliberate use of heuristics, colloquially referred to as rules of thumb, a staple 
domain of study in AI. Laws and legislative procedures may induce people to use 
both systems (Gigerenzer and Engel 2006). 

In (Pereira and Saptawijaya 2016b, 2017; Pereira and Santos 2019; Pereira and 
Lopes 2020a, b), we have examined how counterfactual reasoning can be employed 
to discuss moral responsibility and, moreover, shown how it can be utilised to 
henceforth produce greater good and avoid harm, after knowing the joint outcomes 
of one’s and another’s actions in abstract social games. 

In this chapter, we concentrate on using EGT to evince why and how AI regulated 
counterfactual reasoning can be a promoter of cooperation within a population, and 
on its incidence in the domain of Law governance and Law application. We will 
not address in detail the issue of governance of AI innovation by the Law, for we 
have done so elsewhere (Han et al. 2020, 2021, 2022; Cimpeanu et al. 2022) but we  
provide, in section 5, an outline of the issues of such AI regulation. 

The remainder is organized as follows. Firstly, we recall some societal and 
historical background with regard to alternative pasts and prospective futures. Next, 
we provide basic notions about counterfactual reasoning. That is followed by its
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use in evolutionary game theory models, intuitively illustrated with the well-known 
Stag-Hunt example (Skyrms 2004). Henceforth, we make the case for the use 
of counterfactual reasoning in law, namely in what regards improved joint Plea 
Bargaining, by analogy with the Stag-Hunt game, and elaborate on its positive 
juridical consequences. Thereafter, we delve in more detail into the usage of 
counterfactual thinking in evolutionary games modelling, and finally conclude with 
some remarks. 

2 Some Societal and Historical Background 

Living in a better society first requires conjecturing what that better society might 
be. Now, this task is not at all easy. Throughout History, human beings have always 
been imagining utopias. When we think of Plato’s ideal Republic, or St. Augustine’s 
City of God, or Thomas Moro’s Utopia, or Karl Marx’s Classless Society, we  
are always a long way from concrete societies. Throughout our History we have 
inhabited the world-as-it-is, but imagining alternatives that would make it better. 
This dialectic game between the descriptive domain and the prescriptive realm has 
been extremely rich and fruitful. Of course, we have never achieved any utopia so 
far; moreover, we are not sure whether, had we done so, it would have been good for 
humanity. Still, for better or worse, utopias have played a key role in our individual 
and collective decisions. 

From a collective standpoint, they have provided an elicitation model for what we 
imagine the ideal destination to be. We are used to thinking that having a destination, 
or a comprehensive purpose, is highly positive. However, this goal has also given 
rise to much violence between groups with opposing interests. Suffice to think of 
the various Proletarian Dictatorships that have proliferated across this planet, and 
how, under the possible pretext of creating an egalitarian and just society, they have 
sanctioned acts of extreme violence, with massive killings of human beings. On 
the other hand, without a range of possible utopias, we would be relatively lost, 
because we would not have enough diversity in the answer to the collective question 
of where we wish to go. We need this diversity not to become dependent on just one 
possibility. Imagine a single answer—religious in nature, say—to this question. It 
will not be accepted by all believers, let alone by non-believers. 

Even without reaching a consensus on what an ideal society is and accepting the 
idea that multiple conjectures about it can coexist, we will unreservedly agree that 
human societies should not be used as a pretext for the enrichment of a meagre 10% 
of the world’s population. Nor is it likely that consuming all, each one would give 
credible meaning to our individual and collective lives. However, this is what we 
are witnessing more and more. That means we are treading dangerous paths, both 
in the field of our capacities for idealization (or lack thereof), and in the realm of 
what—concretely—we are doing to try and improve the present. 

Reflecting on these issues requires the exercise of critical thinking, a capacity 
we acknowledge to be rare. Indeed, the data from Social Psychology is quite
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emblematic in this field; we know—from Salomon Asch’s experiments—that the 
percentage of conformists in a given population is much higher than the percentage 
of nonconformists. We also know—at least since Stanley Milgram’s (Milgram 
1974) experiments—that the tendency toward obedience to an authoritative-looking 
figure is very strong amongst humans. If the order giver is credible, if he maintains 
a close relationship with the order follower, the latter will do practically anything 
he is ordered to do, without resisting. In this context, we must raise the issue of 
critical thinking and the conception of alternative worlds. Expecting everyone to 
be nonconformist, critical and informed will imply confidence in a highly unlikely 
social change, with consequences very difficult to predict. 

On the other hand, in the domain of individual morality, one of the structuring 
requirements to be able to affirm that a certain act is moral consists in the possibility 
of the same not being enacted. Duty is not about a constraining obligation. Even 
knowing what good is, as Saint Paul acknowledged, we can do evil: it is in this 
tension that the dignity of all acts is founded. To the extent that, even in Christian 
theology, the problem of free-will finds an answer compatible with the question of 
evil. That is, God allows it in the name of a greater good, which is freedom. If we 
were left with only one possible option, there would be no dignity in choosing it. In 
the realm of emotions as well, the imagination of alternative scenarios occupies a 
prominent place. Consider the situation of Camus’s character in The Stranger: If it  
had not been so hot, if there had not been the resulting despair, would he have killed 
the Arab? Would he still have subjected himself to an unnecessary death sentence? 
Most likely not. 

This game between what is and what could have been, evidence of a higher 
cognitive function, underpins every speculation about possible worlds, and allows 
us to anticipate response scenarios. Now, this possibility of pre-adaptation, outcome 
evaluation, and speculation about strategic revisions, is at the heart of counterfactual 
hypothetical reasoning. How can a scientific approach to this issue help us better 
understand such a role, and how does it speak to the issue of morality? 

3 On Counterfactual Reasoning 

Counterfactual Thinking (CT) is a human cognitive ability studied in a wide 
variety of domains, namely Psychology, Causality, Justice, Morality, Political 
History, Literature, Philosophy, Logic, and AI. In particular, within AI, there is an 
ongoing effort in the development of algorithmic solutions capable of identifying 
counterfactual explanations to the decisions produced by automated systems (Chou 
et al. 2022). CT captures the process of reasoning about a past event that did not 
occur, namely, what would have happened had the event occurred, which may take 
into account what we know today. CT is also used to reason about an event that did 
occur, concerning what would have followed if it had not; or if another event might 
have happened in its place.
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An example situation: Lightning hits a forest, and a devastating forest fire breaks 
out. The forest was dry after a long hot summer and many acres were destroyed. A 
counterfactual thought is: If only there had not been lightning, then the forest fire 
would not have occurred. 

Today there is a rediscovery and appreciation of the role of counterfactuals in the 
fields of Literature, History research, Cognitive Psychology, Moral Psychology and 
AI, just to name a few of the more relevant areas. 

Specifically, in this example, counterfactual reasoning consists in the imagining 
of an alternative scenario in relation to the one that indeed happened, and the 
exploration of its consequences: “If the forest floor had not been covered with dry 
leaves after the long hot summer, then the lightning would not have caused such a 
tremendous fire.” 

Applied to the morality of groups, its relevance is as much related to the 
construction of alternative hypothetical and credible scenarios about the past 
as to the choices made or about the events that occurred and, concomitantly, 
the assessment of the various consequences that would have followed. Properly 
conducted, counterfactual reasonings can provide very relevant insights into the 
ways ahead in the domains where they are applied. Thus, they are an excellent tool 
for understanding and explaining the mutability of certain behaviours, supported by 
the review of strategies, re-examining the past in the light of what we a posteriori 
know today. We can identify some of the reasons that make individuals build 
counterfactuals: The need to improve future performance, or to work over a factual 
event to make it more acceptable to themselves, or justifiable to others, either why 
we did not pursue the alternatives, or by teaching us from experience about what we 
could rather have done differently to what we did. This way of reasoning may apply 
as well to events that did not happen but could have happened. 

For example, to conjecture what the urban areas of the United States would 
look like if, instead of building the great railroads, investment had bet even more 
on rivers as a means of communication. Or about events that occurred, thereby 
reasoning about what would follow had they not occurred; for example, imagining 
that the Portuguese Revolution of April 25th, 1974, had not happened, and what 
the evolution of its prior so-called “Marcellist Spring” would have been. Or if a 
particular event had not occurred, but another would have in its place, for example, 
if massive exploitation of fossil fuels had not taken place, and if we had already 
then moved on to solar and wind energy exploitation. And even to verify if the 
alternatives would be indifferent with respect to relevant consequences. 

In a sense, we can consider that all scientific laboratories are places of counter-
factuality, because they create alternative scenarios, which are simplifiers of reality, 
where a given variable can be tested. To wit, reality is too rich and complex to 
serve as an appropriate place for certain scientific tests. If we want to know if “x” is 
the cause of “y” we will have to create a counterfactual scenario where this can 
be made evident. The fact is, we may be foreseeing the occurrence of “y” in a 
temporal sequence where “x” has already happened, and this happens successively 
because “x” is associated with “z” and it is “z” that actually causes “y” and also 
“x”. Finding this out by observing reality may be utterly impossible—the number
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of items in co-presence is too high and may lead to unnecessary misconceptions 
and unfounded convictions. Thus, in the laboratory, having a good conjecture and 
testing one variable at a time enables us to observe unsuspected and unambiguous 
causal networks. When Galileo conjectured that –in a void—all objects fall at the 
same speed, gaining equal speeds at equal times, regardless of their mass, he had no 
technical means to test the theory. It was from his mental experience that he devised 
a system of highly polished conduits through which spheres with different masses 
rolled. Conduit polishing and ball perfection could minimize the inexistence of a 
vacuum chamber at the time, inasmuch friction was made minimal. Galileo thus 
constructed the possible scenario in his days to test a theory that very few would 
be willing to accept. Albeit, the perfect vacuum, as today we know, is impossible, 
for it is necessarily composed of vacuum fluctuations, without which Heisenberg’s 
Uncertainty Principle would be violated. 

4 Counterfactual Reasoning and Conflicts of Interest 
in Large Populations 

Specifically, about applications of counterfactual reasoning in the domain of AI, 
a scientific approach to the question of morality and judgment can be treated by 
its consideration as one case of computer implemented game theoretical models. 
Game theory is nowadays the common language to encode any conflict of interest, 
with applications spanning from theology to economics, encompassing computer 
science, mathematics, physics, anthropology, psychology, and many other disci-
plines. Games are also recognized as one of the key testbeds underlying progress 
in artificial intelligence (AI), aptly referred to as the “Drosophila of AI” (McCarthy 
1997). 

Generally, game theory studies how, in a strategic relationship, rationally acting 
players promote the best outcome for themselves. To do this, each player must 
analyse the game, and identify the strategies available to achieve its goal. Typically, 
classical game theory approaches disregard the large-scale dynamical processes 
that accrue to many social scenarios and modern economic and political systems. 
Instead, here we will focus on analysing counterfactual reasoning occurring in large 
populations, adopting a dynamic variant of game theory called Evolutionary Game 
Theory (EGT). 

EGT considers a population of players interacting via a game, a metaphor of a 
conflict. The payoffs obtained from a given set of interactions are added up and 
associated with social success or individual fitness. In a natural setting, we may say 
that strategies that do well reproduce faster. In a social system, successful strategies 
tend to be imitated more often and thus will spread in the populations. This translates 
into a convenient (formal and dynamical) similarity between social learning and 
Darwinian evolution. In the context of human systems, EGT allows the discovery 
of the most likely behavioural patterns to be found in human populations, together
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with the mechanisms that will enable one to reach those states. It also allows for 
novel quantitative descriptions of the dynamics of peer influence, including bounded 
rationality and cognitive biases pertaining to most social processes. 

Here we shall illustrate these ideas in the context of simple conflicts of interest, 
described by non-cooperative games. The questions related to whether to collaborate 
or not are pertinent in areas as diverse as Evolutionary Psychology, Evolutionary 
Biology, Economics, or the Law, among others. Thus, it is important to know 
whether or not counterfactual reasoning is an essential tool for understanding 
behavioural dynamics, and for improving individual as well as collective gains in 
contexts where the greatest advantage is afforded by evolved collaboration (Santos 
et al. 2012, 2018). 

Given its broad spectrum and cognitive value, a relevant scientific question, and 
auspicious in terms of research, is what is the effective, if sufficient, role of a small 
minority of individuals endowed with this counterfactual rationality within some 
given population. More specifically, to understand if this minority—say 10% of the 
individuals—can influence the whole group, encouraging cooperative behaviours 
by virtue of their ability to think counterfactually regarding a common good. It is of 
paramount relevance to determine if counterfactual reasoning, even when adopted 
by a minority, can influence the collective behavioural patterns. 

Importantly, this minority can represent a different set of individuals eager to 
adopt more detailed reasoning when compared with individuals that simply learn 
from others. This minority may also be seen as artificial agents or algorithms, 
mimicking the present challenge of understanding the hybrid world we will soon 
face, comprising humans and machines (Paiva et al. 2018; Santos et al. 2019). 
Indeed, besides aiming to understand human decisions better, AI research will 
continue to investigate how we may foster prosocial behaviours in situations in 
which cooperation either remains absent or has the potential not to emerge. This 
may be achieved in different yet subtle ways by transforming the properties of the 
dilemma humans face, as illustrated below. 

We also allude to the extremely complex problem that has arisen from morals 
suspended on a religious or philosophical system. To avoid the resulting problems, 
a scientific approach will select aspects that are fundamental to group morality, 
assignable to all contexts, regardless of the original culture of each group, or the 
fact that the autonomous agent be biological, or silicon based. It will address in the 
abstract the elements—say, atomic ones—of all moral systems, such as: collabo-
rating or not collaborating, acknowledging guilt and apologizing, acknowledging 
or expressing intentions, etc.; and the way in which these aspects may or may not, 
individually or intertwined with one another, foster group cohesion.



AI Modelling of Counterfactual Thinking for Judicial Reasoning. . . 271

5 Stag Hunting and Law: From Plea Bargaining 
to International Agreements and AI Regulation 

Equipped with the two abovementioned forewarnings, let us delve into our approach 
to the role of counterfactuals (Pereira and Santos 2019). In the well-known case 
of the game Stag Hunt, a cooperation dilemma is contemplated, which helps us 
establish the importance of building counterfactuals. It is a game played by any two 
agents in a population, and the mission of those involved is to hunt stag, a task that 
must be performed together to maximise the possibility of success and with large 
payoff. As such, we may also see it as a metaphor of a coordination problem. Each 
player may decide not to collaborate and choose instead to try and hunt hare on their 
own. Although it is a less rewarding alternative, the decision can be interpreted as 
safer, since the hunter depends only on himself, and hare is easier to hunt than stag. 

The dilemma results from each hunter not knowing what the other will do; that 
is, whether he will collaborate and hunt stag, or will act on his own, deciding to 
defect and hunt hare. So, each one can be tempted to protect himself by hunting 
hare. In other words, the most cooperative scenario (both players opting for stag) 
is not achieved due to fear that the other will not follow the same path. The returns 
differ according to each option taken. One may, for instance, consider a reward R 
of 4 units for the decision to hunt stag, if taken simultaneously by both players; a 
return of 3 units for the decision to hunt hare alone; and 0 units for the player who 
decides to hunt stag without the other doing so. We are thus facing a cooperation 
dilemma in which maximization of the outcome depends on the effective decision on 
cooperating by both players. In the context of EGT, players review their strategies, 
watching each other’s actions and copying the most successful ones. 

In the domain of the Law, examples of such coordination dilemmas abound. 
The strategy known as Plea Bargain (PB) could substantially improve its results if 
informed by the abstract conclusions of the Stag Hunt game. Imagine a situation of 
double whistleblowing, in which each of two culprits—in a payoff context like that 
of the Stag Hunt players—confesses to the wider guilt of both, thereby obtaining 
an advantageously increased PB, advantageous for the Law’s side as well, then our 
resulting conclusions validate a substantial improvement in the current view and use 
of the PB, including an improved governance of the Law. Double whistleblowing 
is not now put forth as more individually rewardable, since whatever it validates 
is validated by one of the whistleblowers alone, not adding value to the proof. 
This may make sense in the context of criminal proceedings blame assignment; 
however, double whistleblowing may afford the Law a wider and confirmatory 
testimonial evidence. Additionally, analysed from the point of view of the morality 
of groups, this stance about PB can be seen as promoting multiple PBs. It not only 
fosters the acknowledgment of guilt in the population from which those indicted 
for crime come from, something we know is desirable (Pereira et al. 2017), but can 
also be relevant for the putting together of stronger forensic evidence. A research 
field is thus opened for legal philosophers interested in evolutionary morality and 
judgmental topics using the tools of EGT.
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From a more general perspective, Stag-Hunt games constitute also the prototypi-
cal example of a social contract, a collective agreement between the ruled and their 
rulers, defining the duties and rights of each. In this realm, one can find instances 
of Stag-Hunt games in the writings of Rousseau, Hobbes, and Hume (Skyrms 
1996, 2004). Smith and Szathmary (1997) have also discussed analogues of social 
contracts implicit in various natural settings, which can be understood through the 
lens of adaptive dynamics, cultural evolution, and social learning (Skyrms 2014). 

To include the group dynamics associated with this type of problems, the Stag-
Hunt can be readily generalisable to an N-player situation where a minimum number 
of cooperators is required to hunt stag (Pacheco et al. 2009). Imposing such a 
threshold mimics situations common to most of the public endeavours, where a 
minimum combined effort is needed to achieve a collective goal. This is also 
the case in international agreements, which often demand a minimum number 
of ratifications to come into practice. Adoption of new laws, both at national or 
international levels, such as the ones related to climate action and regulation, offer 
key examples of collective endeavours which can be framed as a N-player Stag-
Hunt of coordination games. Antibiotic abuse, vaccination hesitancy, and even 
coordinating the population to comply with SARS-CoV-2 regulations, provide 
further examples of this class of dilemmas. In all cases, the non-linear nature of 
the returns associated with these complex adaptive systems (e.g., as in the case of 
public health measures), naturally leads to such thresholds and critical levels of 
adoption to produce a measurable impact (Santos and Pacheco 2011). Climate and 
public health “games” do have additional complexities due to the time-delayed and 
uncertain nature of the returns (Santos and Pacheco 2011; Domingos et al. 2020), a 
complexity which we shall not elaborate on here. 

Another dilemma of this class naturally emerges from the ongoing discussions 
on AI regulation. Rapid technological advancements in AI, as well as the growing 
deployment of intelligent technologies in new application domains, have generated 
anxiety and a fear of missing out among different stakeholders, fostering a racing 
narrative (Han et al. 2020). Whether real or not, the belief in such a race for 
domain supremacy through AI can make it real, simply from its consequences. 
These consequences may be negative, as racing for technological supremacy creates 
a complex ecology of choices that could push stakeholders to underestimate or 
even ignore ethical and safety procedures. Consequently, different actors are urged 
to consider both the normative and social impact of these technological advance-
ments, contemplating the use of the precautionary principle in AI innovation and 
research. This, however, creates novel regulation dilemmas, where non-linearities 
and thresholds as the ones described above would undoubtedly play an important 
role. Agreeing or not with implementing these measures involves yet another N-
player coordination game, coupled with the innovation dynamics associated with 
AI systems. Game theoretical models can also be used in this context. In (Han et 
al. 2020, 2021), we show how these regulatory measures may provide solutions for 
particular scenarios, depending on the development timeframe of an AI product and 
the risk of negative externalities. Yet, they may also overshoot their targets, thereby
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stifling innovation, and hindering investments in developing novel innovations as 
they become too risky an endeavour. 

Now, irrespectively of the conflict or example we are interested in, if we wish to 
have machines endowed with moral capacity, capable of selecting moral decisions 
that optimise the expected results and, at least, maximise the expected utility (using 
here the utilitarian paradigm, with due reservations), it is crucial that we learn to 
program them with the capacity to develop counterfactual scenarios. These prove to 
be excellent tools for selecting alternatives not available in the behavioural portfolio 
for just mimicking and may result in improved cohesion and cooperativeness within 
groups. This statement has significant experimental relevance; according to a study 
conducted by the UK Department of Justice (2013), in the context of rehabilitation 
of delinquents condemned in court cases, recidivism cases are strongly mitigated 
by strategies that involve the use of counterfactual reasoning. In fact, in mentoring 
activities that aim delinquents to make other life still alternatives, it is proven that 
those who process stimuli to the point of desiring other existential alternatives are 
the ones who least relapse into criminality. 

In all these examples, counterfactual reasoning is also usable for judging, 
morally, the intentions of an agent’s act. One counterfactually assumes that a certain 
noxious side effect that occurred might not have occurred. Even so, would the 
purpose of the acting agent have been accomplished? If not, then this side effect 
was indispensable and, therefore might have been intentional. If so, then it was not 
necessary to achieve the agent’s goal, and therefore, the noxious effect did not need 
to be intended (Pereira and Saptawijaya 2017). 

6 Evolutionary Games with Counterfactual Thinking (CT) 

In this section, we illustrate how application of counterfactual thinking to the Stag 
Hunt—contrary to what happens with the mimetic process proposed by social 
learning theory—the individual can conjecture what would happen if he had used 
another strategy as his own (such as collaborating) rather than the one he in fact 
used (such as defecting). We depart from the usual computer-modelling of artificial 
agents to illustrate that counterfactual reasoning is much more efficient and fruitful 
in revising strategies than simply mimicking of the most successful strategies used 
by the adversary. Note that the game also shows that the creation of counterfactuals 
is a merely instrumental mental activity solely dependent on oneself. That is, it is 
also a resource available to those who systematically opt for selfish strategies. There 
exists counter-factuality for the good, and for the evil . . .  (say, the Mafia). 

Given the wide cognitive empowerment of CT in the human individual, the 
question arises of how the presence of individuals with CT-enabled strategies affects 
the evolution of cooperation in a population comprising individuals of diverse 
interaction strategies. Importantly, depending on the game and associated strategies, 
individuals may revise their strategies in different ways. The common assumption 
of classic game theory is that players are rational, and that the Nash Equilibrium
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constitutes a reasonable prediction of what self-regarding rational agents adopt 
(Fudenberg and Tirole 1991). Often, however, players have limited cognitive skills 
or resort to simpler heuristics to revise their choices. Evolutionary game theory 
(EGT) (Hofbauer and Sigmund 1998) offers an answer to this situation, adopting 
a population description of game interactions in which individuals resort to social 
learning and imitation. As a result, strategies that do well spread in the population. 

Yet, contrary to social learning, more sophisticated agents (such as humans) 
might instead imagine how a better outcome could have turned out, if they would 
have decided differently, and thence self-learn by revising their strategy. This is 
where Counterfactual Thinking (CT) comes in. Here, we have previously proposed 
a mathematical model to study the impact on cooperation of having a population 
of agents resorting to such counterfactual kind of reasoning, when compared with 
a population of just social learners (Pereira and Santos 2019). Specifically, we 
answered for the positive to three main questions: 

1. Can we formalize counterfactual behavioural revision in large populations 
(taking cooperation dynamics as an application case study)? 

2. Will cooperation emerge in collective dilemmas if, instead of evolutionary 
dynamics and social learning, individuals revise their choices through counter-
factual thinking? 

3. What is the impact on the overall levels of cooperation of having a fraction 
of counterfactual thinkers in a population of social learners? Does cooperation 
benefit from such diversity in learning methods? 

CT can be exercised after knowing one’s resulting payoff following a single 
playing step with a co-player. It employs the counterfactual thought: Had I played 
differently, would I have obtained a better payoff than I did? This information 
can be easily obtained by consulting the game’s payoff matrix, assuming the co-
player would have made the same play, that is, other things being equal. In the 
positive case, the CT player will learn to next adopt the alternative play strategy. 
In EGT, a frequent standard form of learning is so-called Social Learning (SL). It 
basically consists in switching one’s strategy by imitating the strategy of a more 
successful individual in the population, compared to one’s success. CT, instead, can 
be envisaged as a form of strategy update learning akin to debugging, in the sense 
that: if my actual play move was not conducive to a good, accumulated payoff, then, 
after having known the co-player’s move, I can imagine how I would have done 
better had I made a different strategy choice. 

When compared with SL, this type of reasoning is likely to have a minor impact 
in games of cooperation with a single Nash equilibrium (or a single evolutionary 
stable strategy, in the context of EGT) such as the Prisoner’s Dilemma or the 
Public Goods game, where defection-dominance prevails. However, as illustrated 
below, counterfactual thinking has the potential to have a strong impact in games of 
coordination, characterized by multiple Nash Equilibria: CT will allow for a meta-
reasoning on which equilibria provide higher returns. 

Let us consider a population of size Z in which individuals engage in a N-
Stag-Hunt dilemma (see above) characterized by a limited set of behaviours: to



AI Modelling of Counterfactual Thinking for Judicial Reasoning. . . 275

cooperate or to defect. The cooperators (Cs) contribute a cost c to the public good, 
whereas defectors (Ds) refuse to do so. The accumulated contribution is multiplied 
by an enhancement factor F, and the ensuing result equally distributed among 
all individuals of the group, irrespective of whether they contributed or not. The 
requirement of coordination is introduced by noticing that often we find situations 
where a minimum number M of Cs is required within a group to create any sort of 
collective benefit. 

What is the impact on the overall levels of cooperation of having a fraction of 
counterfactual thinkers in a population of social learners? Does cooperation benefit 
from such diversity in learning methods? To answer these questions, we developed 
a new population dynamics model based on evolutionary games, which allows for 
a direct comparison between the behavioural dynamics created by individuals who 
revise their behaviours through social learning and through counterfactual thinking 
(Pereira and Santos 2019). 

In Fig. 1a, we illustrate the behavioural dynamics both under CT and SL for the 
same parameters of the N-person Stag-Hunt game. For each fraction of co-operators 
(Cs), if the gradient G (for both SL or CT) is positive (negative), then it is likely the 
fraction of Cs will increase (decrease). As shown, in both cases, the dynamics is 
characterized by two basins of attraction and two interior fixed points: one unstable 
(also known as a coordination point), and a stable co-existence state between Cs 
and Ds. To achieve stable levels of cooperation (in a co-existence state), individuals 
must coordinate to be able to reach the cooperative basin of attraction on the right-
hand side of the plot, a common feature in many non-linear public goods dilemmas 
(Pacheco et al. 2009). Figure 1 also shows that CT allows for the creation of new 
playing strategies, absent before in the population, since new strategies can appear 
spontaneously based on individual reasoning. By doing so, CT interestingly leads to 
different results if compared to SL. In this particular scenario, it is evident how CT 
may facilitate coordination of action, as individuals can reason on the sub-optimal 
outcome associated with non-reaching the coordination threshold, and individually 
react to that. 

In Fig. 1a, individuals can either revise their strategies through social learning or 
counterfactual reasoning. However, one could also envisage situations where each 
agent may resort to CT and to SL in different circumstances, a situation prone 
to occur in Human populations. To encompass such heterogeneity at the level of 
agents, let us consider a simple model in which agents resort to SL with a probability 
χ, and to CT with a probability (1-χ). 

In Fig. 1b, we show the impact χ on the average cooperation levels in a 
N-person Stag-Hunt dilemma in which, in the absence of CT, cooperation is 
unlikely to persist. Remarkably, our results suggest that a tiny prevalence of 
individuals resorting to CT is enough to nudge an entire population of social 
learners towards highly cooperative standards, providing further indications on 
the robustness of cooperation prompted by counterfactual reasoning. This result 
becomes more evident whenever coordination is harder to achieve (i.e., larger 
coordination thresholds, M).
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Fig. 1 (a) Left panel: Learning gradients for social learners (SL, black line) and counterfactual 
learners (CT, red line) for the N-person SH game. If the learning gradient is positive (negative), 
the fraction of cooperators will tend to increase (decrease). Empty and full circles represent the 
finite population analogue of unstable and stable fixed points, respectively. Right panel: Stationary 
distribution of the Markov processes created by the transition probabilities pictured in the left 
panel; it characterizes the prevalence in time of each fraction of cooperators in finite populations. 
(b) Right panel: Overall cooperation as a function of the prevalence of individuals resorting to 
social learning (SL, χ) and counterfactual reasoning (CT, 1-χ). It shows that only a relatively small 
prevalence of counterfactual thinking is required to nudge cooperation in an entire population of 
self-regarding agents. Other parameters: Z = 50, N = 6, F = 5.5. M = N/2 (panel A), c = 1.0, 
μ = 0.01, βSL = βCT = 5.0 

This result may have various interesting implications, if heterogeneous pop-
ulations are considered. For instance, we can envision a near future made of 
hybrid societies comprising humans and machines. In such scenarios, it is not only 
important to understand how human behaviour changes in the presence of artificial 
entities, but also to understand which properties should be included in artificial 
agents capable of leveraging cooperation among humans. Our results suggest that a 
small fraction of artificial CT agents in a population of Humans social learners can 
decisively influence the dynamics of cooperation towards a cooperative state. 

7 Concluding Remarks 

We have argued that counterfactual reasoning or thinking is a cognitive device 
with a long human history, which supplies a basis for causal explanations, and 
hence for the attribution of blame in moral and judicial judgments. We illustrate 
the potential impact of counterfactual reasoning in the context of non-linear public 
goods dilemmas, also known as N-player Stag-Hunt game, a class of dilemmas of 
relevance in a broad range of domains, from law and public health to international 
agreements and AI regulation. Our results suggest that counterfactual learners foster 
coordination in collective dilemmas of this kind, transforming the behavioural 
dynamics typically associated with these games (Pereira and Santos 2019).
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We also showed how these counterfactual learners may influence others. Particu-
larly, in an era increasingly shaped by intelligent systems and artifacts that amplify 
the human ability to manipulate information, it urges to understand how such 
instruments can change human behaviour and augment our capacity to cooperate 
(Paiva et al. 2018; Santos et al. 2019). In this realm, our results suggest that a small 
fraction of artificial agents resorting to CT is able steer human cooperation whenever 
placed in hybrid populations comprising humans and machines. A similar effect has 
been shown to be present in the context of other dilemmas (Santos et al. 2019). 

Obviously, real decision-making processes among humans involve a complexity 
beyond the limits we use to illustrate these ideas. On the other hand, the conceptual 
simplicity of these models makes them generally applicable to a broad range 
of problems involving collective cooperative action, which emerges in numerous 
conflicting situations in nature and societies, thereby providing insights into the 
richness, beauty, variety, and complexity of collective social interactions. 

Finally, our previous work on machine ethics (Pereira and Lopes 2020a, b) 
enticed us to consider and argue for the positive effect on Law governance and its 
application regarding the advantage of promoting joint Plea Bargaining, based on 
its situational analogy with the Stag-Hunt evolutionary game and the latter’s results. 
Moreover, our previous work on guilt (Pereira et al. 2017), points to the advantage of 
training detainees in counterfactual thinking about their acts and alternative options, 
with a view to honing their moral sense, speeding their conditional parole, and 
improving their future behaviour. 

Indeed, there is a compelling intuition that the anticipation of regret (over 
undesired outcomes) is a significant factor in decision making. Most generally, 
regret theories imply that the attractiveness of an option cannot be evaluated without 
reference to the context of other available options. Because regret is a response to 
the counterfactual outcome of a different choice, the knowledge that the decision 
maker expects to have about that outcome should affect the anticipation of regret. 
The knowledge of the payoff matrix of a game permits the evaluation of possible 
alternative payoffs (Kahneman 1995).1 
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Judicial Decision-Making in the Age 
of Artificial Intelligence 

Willem H. Gravett 

Abstract Artificial intelligence (AI) has become a pervasive presence in almost 
every aspect of society and business: from assigning credit scores to people, to 
identifying the best candidates for an employment position, to ranking applicants 
for admission to university. One of the most striking innovations in the United 
States criminal justice system in the last three decades has been the introduction of 
risk-assessment software, powered by sophisticated algorithms, to predict whether 
individual offenders are likely to re-offend. The focus of this contribution is on the 
use of these risk-assessment tools in criminal sentencing. Apart from the broader 
social, ethical and legal considerations, to date, not much is known about how 
perceptions of technology influence cognition in decision-making, particularly in 
the legal context. What research does demonstrate is that humans are inclined to 
trust algorithms as objective, and, as such, as unobjectionable. This contribution 
examines two phenomena in this regard: (i) the “technology effect”—the human 
tendency towards excessive optimism when making decisions involving technology; 
and (ii) “automation bias”—the phenomenon whereby judges accept the recom-
mendations of an automated decision-making system, and cease searching for 
confirmatory evidence, perhaps even transferring responsibility for decision-making 
onto the machine. 
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1 Introduction 

To an ever-increasing degree, Artificial Intelligence (AI) (Turing 1950, p. 433)1 

systems and the algorithms (Richie and Duffy 2018, p. 1)2 that power them are 
tasked with making crucial decisions that used to be made by humans. Algorithmic 
decision-making based on big data (Ishwarappa and Anuradha 2015, pp. 319–320)3 

has become an essential tool and is pervasive in all aspects of our daily lives: the 
news articles we read, the movies we watch, the people we spend time with, whether 
we get searched in an airport security line, whether more police officers are deployed 
in our neighborhoods, and whether we are eligible for credit, healthcare, housing, 
education and employment opportunities, among a litany of other commercial and 
government decisions. 

Because technological “wonders” have become so ubiquitous, because they 
affect our lives so profoundly, and because most of us have little understanding 
of how they all work, the socially constructed meaning of “technology” has become 
implicitly associated with optimism for what technology will bring in the future 
(Clark et al. 2016, p. 98). To date, not much is known about how perceptions 
of technology influence cognition in decision-making, particularly in the legal 
context. The pervasive presence of technology in almost every aspect of society 
and business—and its rapidly increasing pervasiveness in law—makes this a critical 
issue. 

Classic descriptions of court processes usually emphasise the dignity, slow 
pace and time-honoured legal expertise of the judges and prosecutors in the 
criminal justice system. However, nowadays, courts have become sites where data 
analytics and algorithms flourish. One of the most striking innovations in the United 
States criminal justice system in the course of the last three decades has been 
the introduction of risk-assessment software, powered by sophisticated and often 
proprietary algorithms, to predict whether individual offenders are likely to re-
offend (the so-called “risk of recidivism”). The focus of this chapter is on the latest, 
and perhaps most troubling, use of these risk-assessment tools: their incorporation 
into the criminal sentencing process. 

As a general matter, automation can improve the consistency and predictability 
of decision-making by reducing the arbitrariness for which human decisions are

1 AI refers to a computer’s ability to imitate human intelligent behaviour, especially human 
cognitive functions, such as the ability to reason, discover meaning, generalise and learn from past 
experience. Alan Turing defined artificial intelligence as the “science and engineering of making 
intelligent machines, especially intelligent computer programs”. 
2 The term “algorithm” refers to a set of rules to be followed in calculations or other problem-
solving operations, especially by a computer. In practice, “algorithm” refers to the automation of 
the statistical method. 
3 Big data are extremely large data sets that may be analysed computationally to reveal patterns, 
trends, and associations, especially relating to human behaviour and interactions. These data sets 
are so large and complex that they are impossible for humans to process, and even difficult or 
impossible to process using traditional computational methods. 
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well-known. Given a large number of similar questions, algorithms will provide 
predictable and consistent answers. Simon Chesterman states: “Whereas many 
evaluative decisions made by humans are based on unconscious. .. biases and 
intuitive reactions, algorithms follow the parameters set out for them (Chesterman 
2020).” 

Many scholars and practitioners view automated risk-assessment systems as a 
promising path toward more efficient, unbiased, and empirically-based sentencing 
(Hannah-Moffat 2015, p. 244). Replacing judges’ discretionary decision-making 
with structured, quantitatively derived automated decision-making, so the argu-
ment goes, will prevent judges from “sentencing blindly”, i.e. “over-punishing” 
(imprisoning offenders who present little appreciable risk to public safety) or 
“under-punishing” (releasing dangerous criminals into communities to re-offend) 
(Oleson 2011, p. 1340). Automated risk-assessment systems are frequently said 
to minimize both the rates and the length of incarceration for low-risk offenders, 
resulting in lower budgetary costs and reduced social harm (Milgram 2013; Dewan  
2015). Also, predictive algorithms might save precious time for overworked judges, 
prosecutors and court staff (Mamalian 2011). 

There is still very limited empirical research about whether automated risk-
assessment algorithms actually accomplish any of these goals. There is, however, 
significant research that points to these automated tools leading to outcomes that 
are skewed because of socio-economic variables, bias in the data, and inaccurate 
predictions. A number of factors have been identified that render automated risk-
assessment tools as potentially more akin to a Pandora’s box than a panacea. 

For example, algorithms are only as good as the data on which they are fed 
and the questions that they are asked. In practice, algorithms can reify existing 
disparities. These data and questions are anything but a neutral statistical exercise; 
practitioners are required to ask a series of directed questions about criminal 
histories, leisure activities, education, past criminal sentences, associates, family 
and relationships, emotional well-being, housing, substance abuse, family child 
rearing, attitudes, social assistance, finances, employment and various other issues. 

Thus, it is not surprising that, generally speaking, in the United States, status 
as an African American would likely yield a classification of high-risk, because 
many African Americans live in conditions of poverty, and share “high-risk” 
characteristics (e.g. social, educational, vocational and family problems, substance 
abuse and histories of trauma and abuse) (Hannah-Moffat 2015, p. 245). Research 
has shown that race and gender are complex social constructs that cannot simply be 
reduced to binary variables in automated risk-assessment systems (Hannah-Moffat 
2012, p. 9). Thus, automated risk-assessment systems fail to adequately control 
for gender or racial disparity and the potential for discriminatory outcomes. In 
short, automated systems sever the link between punishment and individual action, 
lack nuance, and miss the importance of a range of motivational, contextual, and 
structural factors that contribute to human action. 

However, the focus of this chapter is on the potential impact that these tools might 
have on how judges exert their own discretion in sentencing, even if they do not 
themselves perceive a difference. Although these risk-assessment algorithms are not
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making decisions in lieu of judges (yet), it is not clear how judges should incorporate 
them into their decision-making processes, or how the algorithms might influence 
their decisions. Quantification supposedly helps to hold judges accountable and 
makes sentencing more consistent and efficient. The problem is, however, that little 
is known about the efficacy of such interventions. 

As discussed below, what research does demonstrate is that humans are inclined 
to trust algorithms as objective, and, as such, as unobjectionable (Garber 2016). 
The term “automation bias” describes the phenomenon whereby judges accept the 
guidance or recommendations of an automated decision-making system, and cease 
searching for confirmatory evidence, perhaps even transferring responsibility for 
decision-making onto the machine (Challen et al. 2019, p. 234). 

2 The Sentencing Process 

Judges rightly view sentencing as a grave responsibility. In the pre-trial context, 
the judge’s decisions are primarily binary: should the defendant stay in jail for the 
duration of the pre-trial period, or not? But every criminal case contains a myriad of 
facts, factors and features which might influence the sentence to be imposed. This 
general difficulty is exacerbated by the sheer number of decisions that the judge has 
to make in order to reach an appropriate sentence (Kehl et al. 2017, p. 14). 

As a preliminary matter, the judge must determine which of the numerous facts, 
factors and features are relevant to the sentence, and what the appropriate weight is 
to attach to each. Then the judge must reach the fundamental decision about whether 
to remove the offender from society or choose from a litany of non-incarceration 
possibilities. Further decisions, among others, involve the extent of the sentence, 
and whether any portion thereof should be suspended, and, if so, for what period of 
time and under what conditions. 

Moreover, the judge must not only consider the appropriate punishment for the 
offence, but also the risk that the offender poses, i.e. predicting the probability of 
the offender’s recidivism. Historically, assessing a defendant’s risk of recidivism 
required reliance on a judge’s “intuition, instinct and sense of justice”, which could 
result in a “more severe sentence” based on an “unspoken clinical prediction” (Hyatt 
et al. 2011, p. 725). 

For these reasons, the allure of risk-assessment software for overburdened 
criminal justice systems is well neigh irresistible. The appeal of automated risk-
assessment systems is that they propose to inject objectivity into a criminal justice 
system that has been compromised, for far too long and too many times, by human 
failings. Proponents of automated risk-assessment systems also claim that they make 
sentencing more transparent and rational (Skeem 2013, p. 300). 

Automated methods are credited with giving decisions substance and making 
them more scientific, auditable, and, consequently, conferring the appearance of 
legitimacy. Support for the introduction of algorithmic risk-assessment tools then 
rests on the premise that they enhance professionalism by improving the defen-
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sibility and accountability of decisions, generating uniformity across regions and 
jurisdictions, and maintaining a perception of objective scientific validity (Hannah-
Moffat 2015, p. 245). 

There is no empirical evidence suggesting that a longer criminal sentence has 
a significant impact on a person’s recidivism. Thus, it does not necessarily follow 
that a longer prison sentence will decrease a defendant’s risk of recidivism. A judge 
therefore faces a more complicated question about how to use an automated risk-
assessment score in sentencing, and the ultimate decision might hinge on the judge’s 
own penological theory (Hannah-Moffat 2015, p. 245). Or, the judge might simply 
take a risk-averse approach and impose harsher penalties on defendant who are 
labeled “high-risk” by software, rather than bear the personal and societal risk of 
a recidivist committing another crime (Hannah-Moffat 2015, p. 245). 

Clearly, judges face unique challenges to their decision-making processes in the 
age of AI and big data. The ramifications are well illustrated by the decision of the 
Wisconsin Supreme Court in S v. Loomis (2016). 

3 S v Loomis 

In 2013 Eric Loomis, a 31-year old black man, was arrested in La Crosse, Wiscon-
sin, on charges related to a drive-by shooting. Loomis denied any involvement in the 
shooting, but he nevertheless waived his right to trial and entered a guilty plea to two 
of the lesser charges—fleeing from a traffic officer and driving a vehicle without the 
owner’s consent S v. Loomis (2016, p. 754). These were all repeat offences. Loomis 
was also on probation for dealing in prescription drugs, and he was a registered 
sex offender because of a previous conviction for third degrees sexual assault S v. 
Loomis (2016, p. 754). In mitigation, his attorney emphasized a childhood spent in 
foster homes where he was abused. With an infant son of his own, Loomis was also 
training to be a tattoo artist. 

Following the plea, the circuit court (trial court) ordered a pre-sentencing investi-
gation report, which included a risk-assessment by an automated system, COMPAS, 
to aid the court in determining Loomis’s sentence. COMPAS assessments estimate 
the risk of recidivism based on an interview with the defendant and information from 
the defendant’s criminal history S v. Loomis (2016, p. 754). COMPAS assesses 
variables under five main areas: criminal involvement, relationships/lifestyles, 
personality/attitudes, family and social exclusion. The COMPAS risk assessment 
designated Loomis a high risk for all three types of recidivism that the system 
measured: pretrial recidivism, general recidivism and violent recidivism S v. Loomis 
(2016, pp. 754–755). 

In imposing the maximum sentence of 6 years imprisonment and 5 years 
extended supervision, the judge specifically mentioned the COMPAS score: 

You are identified through the COMPAS assessment as an individual who is at high risk to 
the community  . . . I’m  ruling out  probation  because of the seriousness of the crime and
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because your history . . . and  the risk-assessment tools that have been utilized, suggest that 
you’re extremely high risk to re-offend S v. Loomis (2016, p. 755). 

Loomis challenged his sentence, arguing that the trial court’s use of the COMPAS 
score violated his right to due process, because, among other arguments, it violated 
his right to an individualised sentence because COMPAS relied on information 
about the characteristics of a larger group to calculate an inference about his 
personal likelihood to commit future crimes. The Supreme Court of Wisconsin 
ultimately rejected all of Loomis’s claims. 

In response to Loomis’s argument about his right to an individualised sentence, 
the court distinguished this case case from a hypothetical one in which the risk-
assessment score was either the only factor or the determining factor in a sentencing 
decision. In Loomis the automated risk score was simply one piece of information 
among many others that the judge considered in imposing the sentence. The court 
suggested that a fair trial argument might have succeeded if the risk score was the 
determinative or sole factor that a judge considered. 

The obvious problem is that, absent a clear declaration from a judge to this effect, 
it is impossible to determine to what extent a judge in fact relied on an automated 
risk score to determine a defendant’s sentence. To make matters worse, because of 
the operation of implicit biases, the judge herself might not know. 

To ensure that sentencing judges weigh the results of automated risk-assessments 
appropriately, the Wisconsin Supreme Court in Loomis prescribed both how these 
assessments must be presented to trial courts, and the extent to which judges 
might use them. While the risk score might be useful to understand public safety 
considerations relating to offenders’ risk reduction and management, it should not 
be used to determine the severity or length of the punishment, and it certainly should 
not constitute an official aggravating or mitigating factor in a sentencing decision. 
In an attempt to ensure that these limitations were adhered to, the court mandated 
that a judge must explain at sentencing “the factors in addition to a COMPAS risk 
assessment that independently support the sentence imposed” S v. Loomis (2016, p.  
769). 

The Loomis court attempted to provide a procedural safeguard to alert judges of 
the dangers of these assessments. The court prescribed that a “written advisement” 
should be included in any pre-sentencing investigation report containing a COMPAS 
risk-assessment score. This “written advisement of its limitations” should explain 
that: 

1. COMPAS is a proprietary tool, which has prevented the disclosure of specific 
information about the weights of the factors or how risk scores are calculated; 

2. COMPAS scores are based on group data, and therefore identify groups with 
characteristics that make them high-risk offenders, not particular high-risk 
individuals; 

3. Several studies have suggested the COMPAS algorithm may be biased in how it 
classifies minority offenders;
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4. COMPAS compares defendants to a national sample, but has not completed a 
cross-validation study for a Wisconsin population, and tools like this must be 
constantly monitored and updated for accuracy as populations change; and 

5. COMPAS was not originally developed for use at sentencing S v. Loomis (2016, 
p. 770). 

This “written advisement of limitations” struck a note of caution to judges about 
relying on the COMPAS score in a meaningful way, which was reiterated in 
the concurring opinions. Chief Justice Roggensack penned a separate concurring 
opinion to clarify that: 

[W]hile our holding today permits a sentencing court to consider COMPAS, we do not 
conclude that a sentencing court may rely on COMPAS for the sentence it imposes . . . 
[Because] the majority opinion interchangeably employs consider and rely when discussing 
a sentencing court’s obligations and the COMPAS risk assessment tool, our decision could 
be mistakenly be read as permitting reliance on COMPAS S v. Loomis (2016, p. 772). 

As a means to address concerns about the use of algorithmic risk-assessment tools, 
Justice Abrahamson also wrote separately to emphasize that, in considering these 
tools in sentencing, a judge “must set forth on the record a meaningful process of 
reasoning addressing the relevance, strengths and weaknesses of the risk assessment 
tool” S v. Loomis (2016, pp. 774–775). 

Despite expressing concerns about the potential for unfairness and discrimina-
tion inherent in algorithmic risk-assessment tools, the Wisconsin Supreme Court 
nevertheless unanimously approved its use in Loomis. The court only superficially 
addressed the risks inherent in these algorithmic risk-assessment tools by adding 
caveats and mandating that certain disclosures accompany COMPAS scores in the 
pre-sentence investigation reports. However, the court was silent on the fundamental 
underlying question of why the scores are to be included in the risk-assessment 
report at all if they should not affect the length of the sentence. The court did not 
explain how a judge might use a defendant’s risk score if she cannot change the 
length of the sentence based on that score (Kehl et al. 2017, p. 21). 

The conclusion is warranted that the court ultimately failed to meaningfully 
restrict the use of these systems, in large part because it failed to consider the 
external and internal pressures on judges to use these automated risk-assessment 
tools, judges’ inability to evaluate risk-assessment tools, and the effect of cognitive 
biases on the decision-making processes of judges. 

The court’s “warning label” approach—as opposed to imposing meaningful 
restraints—is an ineffective means of changing the ways in which judges evaluate 
automated risk-assessments, and it has left the door wide open for judges to be 
heavily influenced by the risk assessments (Liu et al. 2019, p. 130). 

It is unrealistic to expect a sentencing judge, after reviewing the automated risk 
score, to exercise discretion without any pre-determined views of, or even bias 
against, the defendant. All things being equal, a high risk score will make it less 
likely that an offender will receive the minimum sentence or avoid incarceration 
(Starr 2014). Apart from the fact that no judge wants to be in a position to 
have to defend a lenient sentence imposed on a “high risk” defendant, especially
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if that defendant actually commits future crimes, the court completely ignored 
the “technology effect” and the role of cognitive biases supporting data reliance 
(specifically, so-called “automation bias” and “anchoring”) on a judge’s decision-
making process. 

4 The “Technology Effect” 

Researchers have identified a tendency towards excessive optimism when making 
decisions involving technology (Clark et al. 2016, p. 88). Because technological 
breakthroughs often produce dramatic and memorable results, such as revolutioniz-
ing industries and improving our quality of life—e.g. smartphones, smart watches, 
self-driving automobiles, three dimensional printing and entertainment streaming 
services – such events are highly salient (Tversky and Kahneman 1974, pp. 1124– 
1131). By contrast, technological failures are less salient, because they neither tend 
to change the status quo, nor are they likely to be discussed in public. 

The result has been that, in decision-making contexts, people develop a non-
conscious or “implicit” association between technology and success through accu-
mulated experiences in which the two are paired. This is the case, because incredible 
technological advancement has conditioned us to expect that technology would be a 
driver of success and progress. This bias towards optimism in technology has been 
labeled the “technology effect” (Clark et al. 2016, p. 88). 

Once unconsciously developed, implicit associations operate quickly and auto-
matically with regard to cognition and behavior. Chaiken’s heuristic-systematic 
model suggests that information processing can occur along two pathways: (i) a 
more effortful, systematic pathway; or (ii) a more automatic (heuristic) pathway that 
does not involve complex information processing (Chaiken 1980, pp. 752–766). A 
person uses the heuristic pathway when strong cues exist about the reliability of 
a message, which decreases that person’s motivation to engage in more effortful, 
systematic processing. Researchers contend that: 

[T]he . . . notion of technology has become so powerfully associated with progress and 
achievement, or, “success”, that invoking technology in a decision context can trigger an 
automatic assumption that decision choices involving technology will be successful (Clark 
et al. 2016, p. 89). 

A troubling implication in the judicial context is that there are key situational 
characteristics that might trigger the technology effect. For example, individuals 
in contexts where they are experiencing high cognitive load—such as judges 
experience on a daily basis—might be more susceptible to the technology effect 
and heuristic processing (Evans 2008, pp. 255–278).
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5 “Automation Bias” and the Anchoring Effect 

Beyond external pressures, judges are subject to psychological biases that encourage 
the use of automated risk-assessment tools. Numerous studies have shown that 
in courts which rely on scientific and technological tools, judges (and other 
individuals) are submissive to computer-generated figures and results, which might 
frame and condition the views of judges (Liu et al. 2019, p. 130). Individuals tend 
to weigh purportedly expert empirical assessments more heavily than non-empirical 
evidence—which might create a bias in favor of an automated risk-assessment over 
an offender’s own narrative. Research suggests that it is challenging and unusual for 
individuals to defy algorithmic recommendations (Christin et al. 2015). 

For example, in a recent experiment at the Georgia Institute of Technology, a 
student was placed in a small office with a robot to complete an academic survey. 
Suddenly an alarm sounded and smoke filled the hallway outside the door. The 
robot, which was outfitted with a sign that read “Emergency Guide Robot”, began 
to move. This forced the student to make a split-second decision between escaping 
through the clearly marked exit through which she entered or following the robot 
along an unknown path and through an obscure door. Twenty six out of the 30 
participants chose to follow the robot, even though it guided them away from the real 
exit. “We were surprised”, lead researcher, Paul Robinette, stated in an interview: 
“We thought that there wouldn’t be enough trust, and that [we would] have to do 
something to prove that the robot was trustworthy (Rutkin 2016).” 

The results suggest that when people are informed that a robot (or other machine) 
is designed to perform a particular task, as in the case of the experiment, they will 
probably automatically trust it to perform that task correctly. In fact, participants in 
the study gave the robot the benefit of the doubt, even when the robot’s instructions 
were somewhat counterintuitive. In another version of the study, the majority of 
participants even continued to follow the robot after it appeared to have “broken 
down” or have frozen in place, prompting a researcher to emerge and apologize for 
its “poor performance” (Rutkin 2016). 

Advocates of automated risk-based sentencing argue that algorithms merely 
provide “indicative” predictions of risk. Most judges also maintain that they do 
not blindly follow the results provided by the algorithm when deciding the fate 
of an individual offender. Rather, they claim to rely on their expertise and clinical 
experience to assess the offender’s personality, socio-economic situation and risk of 
recidivism (Rutkin 2016). 

However, research in behavioral economics and cognitive psychology have 
shown that it is psychologically difficult and rare for any human to “override” the 
recommendations of an algorithm (Thaler 1999, pp. 183–206). Judges are likely to 
follow the predictions of an automated risk-assessment algorithm. In a survey of 
more than 100 Canadian judges and legal practitioners, the general perception was 
that automated decision-making systems were “better than clinical judgment or any 
form of subjective judgment . . . (Hannah-Moffat 2015, p. 244)”.
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From a judge’s perspective, a quantitative assessment by a software program 
generally seems more reliable, scientific and legitimate than almost any other source 
of information, including her own feelings about an offender. This is the case, not 
only for lay persons, but also for highly skilled professionals (Hannah-Moffat et al. 
2010, pp. 391–409). It is difficult to challenge numbers and equations if you have 
not been trained in statistics. Thus, the danger is that when the algorithm predicts a 
“high” risk of recidivism, the tendency would be for judges to incarcerate, regardless 
of other factors. 

The particular problem with the court’s reasoning in Loomis is that it placed its 
trust in judges to consider the “written advisement” and evaluate the automated risk-
assessment score accordingly—and this during an age in which society as a whole is 
heavily affected by the “technology effect”. With or without a written advisement, 
judges consistently give technology and forensic-based evidence heavier weight 
than other factors, whether they consciously realise it or not (Citron 2008, p. 1271). 

The impulse to follow a computer’s recommendation flows from “automation 
bias”. Studies have demonstrated that “automation bias” happens because of the 
tendency of most people to ascribe greater trust in the analytical capabilities of an 
automated system than in their own, even in the face of evidence of the systems’ 
inaccuracies (Freeman 2016, p. 98). As noted by Danielle Citron, “[a]utomation 
bias effectively turns a computer program’s suggested answer into a trusted final 
decision” (Citron 2008, p. 1272). 

While automated decision-making systems have the potential to eliminate partic-
ular errors associated with human decision-making, in reality, these systems seem 
to merely replace these errors with new ones (Freeman 2016, p. 98). According to 
psychology professor Linda Sitka: 

[M]ost people will take the road of least cognitive effort, and rather than systematically 
analyze each decision, will use decision rules of thumb or heuristics . . . Automated decision 
aids may act as one of these decision-making heuristics, and be used as a replacement for 
more vigilant systems of monitoring or decision making (Skitka et al. 1999, p. 992). 

Sitka thus views automation bias as the result of a person using an automated 
decision-making system as a heuristic replacement for vigilant information seeking 
and processing. This definition treats automation bias as similar to other biases 
and heuristics in human decision-making (such as, for example, confirmation bias), 
except that automation bias stems specifically from interaction with an automated 
system. 

Three main factors have been assumed to contribute to automation bias. First, 
there is the tendency of humans to choose the road of least cognitive effort (the 
so-called “cognitive miser hypothesis”). Thus, humans tend to use directives or 
recommendations of automated systems as a strong decision-making heuristic in 
the place of effortful cognitive processes of information analysis and evaluation 
(Parasuraman and Manzey 2010, p. 392). 

A second factor is humans’ perceived trust of automated systems as powerful 
agents with superior analytical capabilities. As a consequence, humans might 
overestimate the performance of an automated decision-making system and might
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ascribe to the automated systems greater capability and authority than in themselves 
or other humans (Dzindolet et al. 2002, pp. 72–94). 

A third contributing factor to automation bias is the phenomenon of “diffusion 
of responsibility” (Parasuraman and Manzey 2010, p. 392). When humans share 
decision-making tasks with machines, the same psychological effect occurs when 
humans share tasks with other humans, i.e. so-called “social loafing”, which is 
reflected in humans’ tendency to reduce their own effort when working within a 
group, as opposed to when they work individually on a task (Karau and Williams 
1993, pp. 681–706). To the extent that human users see an automated decision-
making system as another team member, the humans might believe themselves to 
be less responsible for the outcome, and, as a result, reduce their own effort in 
monitoring and analysing other available data. 

Also, because individuals and agencies often turn to algorithms with the express 
purpose to reduce human bias and error, these algorithms could be seen as 
authoritative sources, with more knowledge than the humans who interpret them. 
Thus, the human users, such as judges, tend to adhere to what the algorithm decides, 
despite the fact that such adherence might harm others. This is because of the 
general power that authority figures hold and “people’s willingness to conform to 
the demand of . . . authority” (Skitka et al. 1999, pp. 992–993). Automation bias 
is a robust phenomenon that renders the “written advisements” mandated by the 
Wisconsin Supreme Court inane. 

The Wisconsin Supreme Court in Loomis expressed its expectation that “the 
circuit court [would] exercise discretion when assessing a COMPAS risk score with 
respect to individual defendant”. As explained above, the court’s expectation has no 
basis. Human beings trust computer-generated decisions far more than they should. 
In fact, they rely on automated decisions even when they suspect malfunction. 

A related problem is that automated decision-making systems might also “pro-
vide cover for human agents” (Chesterman 2020). For example, a survey of judges 
and lawyers in Canada found that many regarded software, such as COMPAS, as an 
improvement over subjective human judgment (Hannah-Moffat 2015, pp. 244–247). 
Although these practitioners did not deem risk-assessment software as particularly 
reliable predictors of future behavior, they nevertheless favored these systems 
because using them minimized the risk that the judges and lawyers themselves 
would be blamed for the consequences of their decisions (Hannah-Moffat 2015, 
p. 244). As Chesterman rightly notes, automated risk-assessment systems: 

[S]hould not be the basis for avoiding accountability in the narrow sense of being obliged 
to give an account of a decision, even if after the fact, or to avoid responsibility for harm as 
a result of that decision (Chesterman 2020). 

Apart from automation bias, courts in the United States have repeatedly recognized 
that cautionary statements do little to prevent a factfinder from considering certain 
factors once the fact-finder’s consciousness has been exposed to those factors. The 
court in United States v Rodriguez explained why jury instructions to disregard a 
personal opinion expressed by a prosecutor are not effective: “one cannot unring a 
bell”; “after the thrust of a saber it is difficult to say forget the wound”; and “if you
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throw a skunk into the jury box, you can’t instruct the jury not to smell it” (United 
States v Rodriguez 1978). 

The concern is that judges might adapt their sentencing practices in order to 
match the predictions of risk-assessment algorithms. Behavioral economists refer to 
“anchoring” to describe the common phenomenon according to which individuals 
draw upon any available piece of evidence—regardless of how weak it is—to make 
subsequent decisions (Tversky and Kahneman 1974, pp. 1128–1130; Mussweiler 
and Strack 2000, p. 495). 

In their classic experiment on the “anchoring effect”, Amos Tversky and Daniel 
Kahneman gerrymandered a wheel of fortune marked from 0 to 100 to stop at 
either the number 10 or 65. They would stand in front of a group of University of 
Oregon students they recruited as participants, spin the wheel, and ask the students 
to write down the number on which the wheel stopped (which of course was either 
10 or 65). Then the experimenters asked the participants the following question: “Is 
the percentage of African nations among UN members larger or smaller than the 
number you just wrote down?” 

As Kahneman explains: 

The spin of a wheel of fortune – even one that is not rigged – cannot possibly yield useful 
information about anything, and the participants. . . should simply have ignored it. But they 
did not ignore it (Kahneman 2011, p. 119). 

When the wheel landed on 10, the participants provided a mean estimate of 25%; 
when the wheel landed on 65, the participants provided a mean estimate of 45%. 
Thus, simply being presented with a number—even one that they knew was totally 
random and which had no bearing whatsoever on the quantity they had been asked 
to estimate—had a pronounced impact on the participants’ responses. 

Since Tversky and Kahneman’s seminal study, the anchoring effect has been 
shown to be a “truly ubiquitous phenomenon that has been observed in a broad 
array of different judgment domains” (Mussweiler et al. 2000, p. 1143). It has 
proven to be a robust, reliable, and persistent cognitive bias (Wilson et al. 1996, 
pp. 387–402; Mussweiler 2002, pp. 67–72). Many findings indicate that clearly 
irrelevant numbers—even if they are blatantly determined at random—may guide 
numeric judgments that are generated under conditions of uncertainty (Chapman 
and Johnson 1999, pp. 115–153). 

It should come as no surprise that judges are not immune to anchoring effects. 
Judicial decisions often involve quantification. And judicial quantification generally 
occurs under circumstances that are inherently uncertain. First, judges must make 
their decisions at least partially on the basis of controverted and contradictory 
evidence. Second, judges are often called upon to quantify the unquantifiable—the 
qualitative misdeeds of the guilty party—which must be expressed as the award of 
monetary damages or the determination of criminal fines or length of imprisonment. 
In the absence of strict, algorithmic guidelines or other institutional specifications, 
this process can be both ambiguous and extremely subjective. 

Thus, if the risk-assessment algorithm’s prediction of the offender’s risk of 
recidivism is higher than that upon which the judge settled in her own mind, she
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might increase the sentence, even without being consciously aware that she is 
following the algorithm. As stated above, it is impossible to determine to what extent 
a judge in fact relied on an automated risk score to determine a defendant’s sentence. 
A judge presented with an assessment that reveals a higher risk of recidivism than 
predicted, may increase a defendant’s sentence without realizing that anchoring 
might have played a role in the judgment. 

6 Conclusion 

The data scientist, Cathy O’Neil, describes the current age as one of unquestioned 
techno-optimism (Van Hollebeke 2016). The faith we tend to put in the power of 
technology shields algorithmic systems from critical interrogation in general. It is 
ironic, notes the investigative technology journalist, Julia Angwin, that we—eas a 
criminal justice system, political body and culture—take an all-too human approach 
to algorithmic infrastructure: 

We trust it too much. We have not yet thought as rigorously or as strategically as we need 
to about its effects. We have not fully considered whether, and indeed how, to regulate the 
algorithms that are . . . regulat[ing] our lives . . . (Garber 2016). 

Loomis is significant because it demonstrates, not only the challenges that courts 
face in understanding how automated risk-assessment systems work, but also the 
fact that there is virtually no precedent to guide judges’ decision-making in using 
these and other automated tools. 

Mere written warnings do not seem to be able to satisfactorily inform judges as 
effective gatekeepers, especially when they might not be sufficiently equipped with 
knowledge and understanding about how these automated tools function. Although 
warnings might alert judges to the inadequacies of these tools, the advisement 
might nevertheless fail to negate the considerable external and internal pressures 
of a criminal justice system championing the use of automated quantitative risk-
assessments. 

The Wisconsin Supreme Court in Loomis seemed impercipient to this reality. It 
accepted on face value the circuit court’s claim in post-conviction proceedings that 
it “would have imposed the exact same sentence” even without the automated risk 
score (S v. Loomis 2016, p. 771). The court’s required advisement suggests that 
judges should be a bias check on a tool itself designed to correct judges’ biases. 

A useful starting point might be to reflect anew on the question: “Who is the 
decision-maker?” As Liu et al. (2019, p. 138) note: “In a world that often blindly 
portrays numbers to be scientific, neutral and objective, human decision-makers are 
likely to surrender their powers to data.” 

As seen in Loomis, ill-informed deference to algorithms marginalizes the role 
of public authority and scrutiny in governance. As “words yield to numbers” in 
criminal sentencing (Hamilton 2015, p. 6), the judiciary should exercise consider-
able caution in assessing the qualitative value of these new technologies. Although
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governments might mandate humans to make final decisions, it remains problematic 
to address the anchoring effect, as long as data-driven approaches to decision-
making processes in the public sector are tolerated. 

Judges must be trained about the phenomenon of automation bias. Studies have 
shown that individuals who receive such training are more likely to scrutinise an 
automated system’s suggestions (Citron 2016). 

Beyond training, the best ways to ensure fairness of the automated scoring system 
is through procedural safeguards. In the development of algorithms for deployment 
in the criminal justice system, accountability and oversight are key. Policymakers 
must ensure that these systems have been designed for the purpose for which they 
are used, and that they are continually monitored and assessed for accuracy and 
reliability. 

Facilitating outside research and auditing to evaluate and test algorithms for 
bias is also of critical importance. The design, implementation and evaluation of 
automated systems to be used in the criminal justice system should be consistent 
with the core values of such a system, including equal protection and due process. 
Important normative and ethical questions loom large at every turn as these 
algorithmic risk-assessment tools are integrated into the existing system – and those 
decisions should not be made lightly or with insufficient information. 

At least for now, humans remain in control of governments, and they can demand 
explanations for decisions in natural language, not computer code. Failing to do so in 
the criminal justice context risks ceding inherently governmental and legal functions 
to an “unaccountable computational elite” (Pasquale 2017). Criminal justice policy 
should be informed by data, but we cannot afford to allow the sterile language of 
science to obscure questions of fairness, accountability and justice (Starr 2014). 

Angwin argues that “algorithmic accountability” entails a more skeptical 
approach to algorithms in general (Garber 2016).  We  are living in a time of  
general tech-optimism, a time in which new technologies promise to make our 
lives both more efficient and enjoyable. Those technologies may help to make 
out justice system more equitable; they might not. The point is we owe it to 
ourselves—and to Eric Loomis and every other person whose life might be altered 
by an algorithm—to find out (Garber 2016). Ultimately, humans must evaluate 
each decision-making process and consider what forms of automation are useful, 
appropriate and consistent with the rule of law. 

In the final analysis, there is something to be said for a sentence imposed by 
a human judge without the assistance of an algorithm. Judges, as humans, are not 
shrouded in the air of mystique and infallibility that surrounds technology. In some 
sense it is easier to examine and challenge a judge’s decisions when a defendant 
suspects that bias influenced the judge’s decision one way or the other, because 
judges, for the most part, have to give reasons for the way in which they act.
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As for Eric Loomis himself, he was released from Jackson Correctional Institu-
tion in August 2019, after serving his full six-year term. According to COMPAS, at 
least, he is at high risk to return (Chesterman 2020). 4 

References 

Chaiken S (1980) Heuristic versus systematic information processing and the use of source versus 
message cues in persuasion. J Pers Soc Psychol 39:752–766 

Challen R, Denny J, Pitt M, Gompels L, Edwards T, Tsaneva-Atanasova K (2019) Artificial 
intelligence, bias and clinical safety. BMJ Qual Saf 28:231–237 

Chapman GB, Johnson EJ (1999) Anchoring, activation, and the construction of values. Organ 
Behav Hum Decis Process 79:115–153 

Chesterman S (2020) Through a glass, darkly: artificial intelligence and the problem of opacity, 
NUS law working paper 2020/011. http://law.nus.edu.sg/wps/. Accessed 31 May 2020 

Christin A, Rosenblat A, Boyd D (2015) Courts and predictive algorithms. Data Soc. https:/ 
/www.law.nyu.edu/sites/default/files/upload_documents/Angele%20Christin.pdf. Accessed 30 
Oct 2020 

Citron D (2016) (Un)fairness of risk scores in criminal sentencing. Forbes https:// 
www.forbes.com/sites/daniellecitron/2016/07/13/unfairness-of-risk-scores-in-criminal-
sentencing/#7a2241044ad2. Accessed 23 June 2020 

Citron DK (2008) Technological due process. Wash Univ Law Rev 85:1249–1313 
Clark BB, Robert C, Hampton SA (2016) The technology effect: how perceptions of technology 

drive excessive optimism. J Bus Psychol 31:87–102 
Dewan S (2015) Judges replacing conjecture with formula for bail. The New York Times. https:/ 

/www.nytimes.com/2015/06/27/us/turning-the-granting-of-bail-into-a-science.html. Accessed 
15 Oct 2020 

Dzindolet MT, Pierce LG, Beck HP, Dawe LA (2002) The perceived utility of human and 
automated aids in a visual detection task. Hum Factors 44:79–94 

Evans JS (2008) Dual-processing accounts of reasoning, judgment, and social cognition. Annu Rev 
Psychol 59:255–278

4 See generally, on biases, in this book P G Marques - AI Instruments for Risk of Recidi-vism 
Prediction and the Possibility of Criminal Adjudication Deprived of Person-al Moral Recognition 
Standards – Sparse Notes from a Layman; and D Durães, P M Freitas and P Novais - The Relevance 
of Deepfakes in the Administration of Criminal Justice. See also, on the different applications of 
Machine Learning and AI, in this book A Oliveira and M A T Figueiredo - Artificial intelligence
- historical context and state of the art; I Trancoso, N Mamede, B Martins, H S Pinto and R 
Ribeiro - The impact of language technologies in the legal domain; J Gonçalves-Sá and F L 
Pinheiro - Societal Implications of Recommendation Systems - A Technical Perspective; A T 
Freitas - Data-driven approaches in healthcare - challenges and emerging trends; M Correia and L 
Rodrigues - Security and Privacy; E Magrani and P G F Silva - The Ethical and Legal Challenges 
of Recommender Systems Driven by Artificial Intelligence; M Lanz and S Mijic - Risks associated 
with the use of natural language generation - Swiss civil liability law perspective; M S Fernandes 
and J R Goldim - Artificial Intelligence and Decision Making in Health - Risks and Opportunities; 
W Gravett - Judicial Decision-making in the Age of Artificial Intelligence; and D Durães, P M 
Freitas and P Novais - The Relevance of Deepfakes in the Administration of Criminal Justice. See 
finally, on the COMPAS system, in this book P G Marques - AI Instruments for Risk of Recidivism 
Prediction and the Possibility of Criminal Adjudication Deprived of Personal Moral Recognition 
Standards – Sparse Notes from a Layman. 


 12722 17863 a 12722
17863 a
 

 32481 18970 a 32481 18970
a
 
https://www.law.nyu.edu/sites/default/files/upload_documents/Angele%20Christin.pdf


32220 22291 a 32220 22291 a
 
https://www.forbes.com/sites/daniellecitron/2016/07/13/unfairness-of-risk-scores-in-criminal-sentencing/#7a2241044ad2

 32481 28933 a 32481 28933
a
 
https://www.nytimes.com/2015/06/27/us/turning-the-granting-of-bail-into-a-science.html


296 W. H. Gravett

Freeman K (2016) Algorithmic injustice: how the Wisconsin Supreme Court failed to protect due 
process rights in State v. Loomis. N C J Law Technol 18:75–106 

Garber M (2016) When algorithms take the stand. The Atlantic. https://www.theatlantic.com/ 
technology/archive/2016/06/when-algorithms-take-the-stand/489566/. Accessed 23 June 2020 

Hamilton M (2015) Adventures in risk: predicting violent and sexual recidivism in sentencing law. 
Ariz State Law J 47:1–57 

Hannah-Moffat K (2012) Actuarial sentencing: an “unsettled” proposition. Justice Q 30:270–296 
Hannah-Moffat K (2015) Partiality, transparency, and just decisions the uncertainties of risk 

assessment. Fed Sentenc Rep 27:244–247 
Hannah-Moffat K, Maurutto P, Turnbull S (2010) Negotiated risk: actuarial illusions and discretion 

in probation. Can J Law Soc 24:391–409 
Hyatt JM, Chanenson SL, Bergstrom MH (2011) Reform in motion: the promise and perils 

of incorporating risk assessments and cost-benefit analysis into Pennsylvania sentencing. 
Duquesne Law Rev 49:707–749 

Ishwarappa K, Anuradha J (2015) A brief introduction on big data 5Vs characteristics and hadoop 
technology. Procedia Comput Sci 48:319–324 

Kahneman D (2011) Thinking: fast and slow. Farrar Straus & Giroux, New York 
Karau SJ, Williams KD (1993) Social loafing: a meta-analytic review and theoretical integration. 

J Pers Soc Psychol 65:681–706 
Kehl D, Guo P, Kessler S (2017) Algorithms in the criminal justice system: assessing the use of 

risk assessments in sentencing. Responsive Community Initiative, Berkman Klein Center for 
Internet and Society. Harvard Law School, Cambridge 

Liu HW, Lin CF, Chen YJ (2019) Beyond State v Loomis: artificial intelligence, government 
algorithmization and accountability. Int J Law Inf Technol 27:122–141 

Mamalian CA (2011) State of the science of pretrial risk assessment. Pretrial Justice Institute, 
Bureau of Justice Assistance, Washington, DC 

Milgram A (2013) Why smart statistics are the key to fighting crime. TED, New York 
Mussweiler T (2002) The malleability of anchoring effects. Exp Psychol 49:67–72 
Mussweiler T, Strack F (2000) Numeric judgments under uncertainty: the role of knowledge in 

anchoring. J Exp Soc Psychol 36:495–518 
Mussweiler T, Strack F, Pfeiffer T (2000) Overcoming the inevitable anchoring effect: considering 

the opposite compensates for selective accessibility. Personal Soc Psychol Bull 26:1142–1150 
Oleson JC (2011) Risk in sentencing: constitutionally suspect variables and evidence-based 

sentencing. South Methodist Univ Law Rev 64:1329 
Parasuraman R, Manzey DH (2010) Complacency and bias in human use of automation: an 

attentional integration. Hum Factors 52:381–410 
Pasquale F (2017) Secret algorithms threaten the rule of law. M.I.T. Technology Review. https:// 

www.technologyreview.com/2017/06/01/151447/secret-algorithms-threaten-the-rule-of-law/. 
Accessed 18 June 2018 

Richie DR, Duffy JD (2018). Artificial intelligence in the legal field. In: Association of corporate 
counsel greater Philadelphia in-house counsel conference 

Rutkin A (2016) People will follow a robot in an emergency – even if it’s wrong. 
New Scientist. https://www.newscientist.com/article/2078945-people-will-follow-a-robot-in-
an-emergency-even-if-its-wrong/. Accessed 20 Oct 2020 

S v. Loomis (2016) 881 N.W.2d 749 (Wisc. 2016) 
Skeem J (2013) Risk technology in sentencing: testing the promises and perils (commentary on 

hannah-moffat, 2011). Justice Q 30:297–303 
Skitka LJ, Mosier KL, Burdick M (1999) Does automation bias decision-making? Int J Hum 

Comput Stud 51:991–1006 
Starr S (2014) Sentencing by the numbers. The New York Times. https://www.nytimes.com/2014/ 

08/11/opinion/sentencing-by-the-numbers.html. Accessed 15 Sept 2020 
Thaler RH (1999) Mental accounting matters. J Behav Decis Mak 12:183–206 
Turing AM (1950) Computing machinery and intelligence. Mind 236:433–460


 23971 1907 a 23971
1907 a
 
https://www.theatlantic.com/technology/archive/2016/06/when-algorithms-take-the-stand/489566/

 32220 39544 a 32220 39544 a
 
https://www.technologyreview.com/2017/06/01/151447/secret-algorithms-threaten-the-rule-of-law/

 5621 46186 a 5621 46186 a
 
https://www.newscientist.com/article/2078945-people-will-follow-a-robot-in-an-emergency-even-if-its-wrong/

 22782 53934 a 22782 53934 a
 
https://www.nytimes.com/2014/08/11/opinion/sentencing-by-the-numbers.html


Judicial Decision-Making in the Age of Artificial Intelligence 297

Tversky A, Kahneman D (1974) Judgment under uncertainty: heuristics and biases. Science 
185:1124–1131 

United States v Rodriguez (1978) 585 F.2d 1234 (5th Cir. 1978) 
Van Hollebeke M (2016) Shining a light on the darkness. Data Soc https://points.datasociety.net/ 

shining-a-light-on-the-darkness-432adf10c7a0. Accessed 23 June 2020 
Wilson TD, Houston CE, Etling KM, Brekke N (1996) A new look at anchoring effects: basic 

anchoring and its antecedents. J Exp Psychol Gen 125:387–402 

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made. 

The images or other third party material in this chapter are included in the chapter’s Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter’s Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.


 23865
3014 a 23865 3014 a
 
https://points.datasociety.net/shining-a-light-on-the-darkness-432adf10c7a0
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Liability for AI Driven Systems 

Ana Taveira da Fonseca, Elsa Vaz de Sequeira, and Luís Barreto Xavier 

Abstract This article tries to assess if the current civil liability regimes provide 
a sound framework to tackle damages when AI systems—especially those based 
on machine-learning—are involved. We try to find answers for three questions: is 
there a place for fault-based liability, when it is impossible to ascertain, among 
multiple actors, whose action caused the damage? Are current strict liability regimes 
appropriate to address no-fault damages caused by the functioning of AI-systems or 
a new system is needed? When should an agent be exempted from liability? This 
analysis takes into consideration the important work produced within the European 
Union, especially the 2019 Report on “Liability for AI and Other Emerging Digital 
Technologies” (by the Expert Group set up by the European Commission), the 
European the Parliament 2020 Resolution on Civil Liability for AI, the 2021 Draft 
AI Act, the 2022 Draft AI Liability Directive and the 2022 Draft Product Liability 
Directive. 

1 Presentation of the Problems 

Digital technologies are evolving at a fast pace and artificial intelligence (AI) 
impacts all sectors of the economy and contemporary life. The operation of modern 
standalone or software based AI systems is likely to be associated to harm. In this 
article, we address the question of whether the traditional responses to the problem 
of compensation through civil liability are adequate to tackle damages when AI 
systems are put in place. While we depart from a Civil Law jurisdiction point of 
view, our discussion tries to go beyond the boundaries of our own legal tradition. 

The challenges the traditional civil liability regimes face because of the dis-
semination of AI systems are linked to specific features of the operation of such 
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systems: the ability of AI systems to making decisions in a growingly autonomous 
manner (Turner 2019, pp. 70–75; Ebers 2020, pp. 46–48; Chesterman 2021, pp. 
31–62); the opacity of the machine learning based technologies (Ebers 2020, pp. 
48–50; Chesterman 2021, pp. 63–82); the involvement of various agents in building, 
assembling, introducing into the market, customizing, selecting and supervising the 
data, training, updating and using the system (Expert Group on Liability and New 
Technologies—New Technologies Formation, Liability for artificial intelligence 
and other emerging technologies, Directorate-General for Justice and Consumers 
(European Commission) 2019, p. 35); the vulnerability to cyberattacks. All these 
factors contribute to the difficulty of deciding who—if anyone—should respond for 
a loss or harm. Hence, unless we refine or rethink traditional approaches, those who 
suffer damages are likely to be deprived of a fair compensation. 

A case submitted under the traditional fault based liability against an operator 
or user of an AI system is very hard to succeed. The causal process is typically 
unknown to the victim. The black box effect of machine learning algorithms obstruct 
the transparency and explainability of the decision-making process. The number of 
agents potentially involved add to the complexity of the task. The plaintiff’s burden 
of evidencing the fault is, most of the times, impossible to accomplish. 

In this article, we consider three questions. 
The first regards the possibility of establishing fault-based liability when various 

actors involved in the process disregarded the applicable rules, but it is impossible 
to determine which of the actions constitutes the actual cause of the damage. 

Second question: when no fault has been committed and the damage is due to 
the functioning of AI-systems, should we apply any of the strict liability regimes in 
force? Should we, instead, design a specific regime for damages associated to AI 
systems? 

Third and last question: when should the liability of the agent be excluded? 
In other words, what are the defenses the agent is able to put forward to escape 
liability? 

The European Union (EU) has published important documents dealing with AI 
and civil liability on a general basis. 

The Report on “Liability for AI and Other Emerging Digital Technologies” (2019 
Report), presented by the Expert Group on Liability and New Technologies—New 
Technologies Formation (Expert Group), set up by the European Commission, dis-
cusses the application of existing liability regimes to emerging digital technologies, 
with a focus on AI, and the need for reform of those regimes. 

The European Parliament (EP) has adopted on 20 October 2020 a “Resolution 
with Recommendations to the Commission on a Civil Liability Regime for AI” 
(2020 EP Resolution), including a Proposal for a Regulation of the European 
Parliament and the Council on Liability for the Operation of AI-Systems.
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The 2021 Draft AI Act1 does not address the civil liability issues. Instead, 
the European Commission has proposed in 2022 a Directive on Adapting Non-
Contractual Civil Liability Rules to Artificial Intelligence (the ‘AI Liability Direc-
tive’) 2 and, at the same time, a new Directive on Liability for Defective Products, 
replacing the old Product Liability Directive (PLD). 3 

The 2019 Report distinguishes two types of potential perpetrators. The frontend 
operator is the “natural or legal person who exercises a degree of control over a 
risk connected with the operation and functioning of the AI-system and benefits 
from its operation”. The backend operator is the “natural or legal person who, on 
continuous basis, defines the features of the technology, provides data and essential 
backend support service and therefore also exercises a degree of control over the 
risk connected with the operation and functioning of the AI-System”.4 The grounds 
for the liability of these agents seem to lie on the position of control that they 
exercise over the AI system and, in relation to the frontend operator, also in the 
benefit that he obtains from it. Although it is not clear, the producer, the programmer 
and the person in charge of feeding the system would act as backend operators. It 
seems more difficult to identify who might take on the role of frontend operator, 
particularly as the report is ambiguous on this topic. If, on one hand, the users 
of these systems seem to be comprised here, on the other hand recital 11 of the 
proposed regulation states that the user should only (objectively) respond if he is 
an operator. This suggests that there are users who are operators—those who, in 
addition to benefitting from the use, exercise some control over the process—and 
others who are not, because they do not enjoy similar attributes. 

It should be pointed out that the concepts of frontend and backend operator are 
used here in a manner that do not fully coincide with the European Parliament’s 
proposal. Under this approach, the fronted operator is “the person primarily deciding 
on and benefitting from the use of the relevant technology” and the backend operator 
is “the person continuously defining the features of the relevant technology and 
providing essential and ongoing backend support”.5 It appears that the concept of 
fronted operator proposed in the Expert Group’s study is broader and at the same 
time clearer than the one used in the European Parliament’s proposal. Both require 
the user of the AI system to derive a benefit from its use. Yet, whereas the latter 
requires, in addition, control over the source of danger constituted by that system, 
the former is satisfied with the decision to use that source of danger.

1 European Commission 21-4-2021 Proposal for a Regulation of the EP and the Council Laying 
Down Harmonised Rules on AI (AI Act) and Amending Certain Union Legislative Acts. 
2 Proposal for a Directive of the European Parliament and of the Council on Adapting Non-
Contractual Civil Liability Rules to Artificial Intelligence (AI Liability Directive), from 28-9-2022. 
3 Proposal for a Directive of the European Parliament and of the Council on Liability for Defective 
Products, from 28-9-2022. 
4 Article 3 e) and f). 
5 Point 11. 
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2 Subjective Liability in Case of Alternative Causation 

The involvement of an AI system in the production of damages increases the 
difficulty of establishing fault and causation. 

It will not always be easy to demonstrate the existence of a subjective imputation 
of the damage to the agent, due to lack of purpose or negligence—because the 
novelty of this type of situation has not yet allowed the development of duties of 
care-, just as it may be difficult to evaluate the agent’s culpability. The autonomy 
of these systems makes it impossible, to a greater or lesser extent, to foresee how 
they will act in a specific case (Chesterman 2021, pp. 31–38, 60–62). The lack of 
predictability compromises the ability to make a prognosis as to the possible results 
of the conduct. This, in turn, may hinder the assessment of the culpability of the 
agent for having created or used the AI in those concrete circumstances (Barbosa 
2020, p. 284). 

In the same way, it would be extremely difficult to proceed with the objective 
imputation of the damage to the conduct of one of the participants in the process, 
due to the impossibility of ascertaining the actual cause of the damage. One of the 
possible outcomes at this level is the conclusion that any of the participations in the 
process of creation or use of the AI system could have produced the damage. In 
other words, any of them could be at the origin of the damage, but it is not known 
which of them is actually responsible for the damage. 

The solution to the alternative causation problem is much discussed in legal 
theory, and it is debated whether one should: 

(a) simply rule out the liability of the agents, for lack of causation; 
(b) exclude in such cases the requirement of causation (Bydlinski 1959, pp. 6 et 

seq); 
(c) replace actual causation with possible causation. Instead of demonstrating that 

the action of each agent was the actual cause of the damage, it would be 
sufficient to prove that such an action was a possible or potential cause of that 
damage. At the same time, it may be established a reversal of the burden of proof 
with regard to this assumption, presuming the existence of potential causation 
(Larenz 1994, pp. 571–572).6 

The majority of authors lean towards the last option, rejecting the first one as, in 
balancing the interests of the potential injurer and the affected person, the former is 
privileged. It does not seem defendable if we think that any of the agents performed 
an action able of causing the damage and may have actually caused it. The second 
option is rejected as it establishes an unnecessary and not commendable deviation 
to the rule of a fault-liability system (Brambring 1973, p. 59; Larenz 1994, p.  
571; Wagner 2018, p. 2318). When the requirement of causation is discarded, both 
the actual causality of the action and its suitability to produce the harm are not

6 It makes no sense to presume the actual causality of such actions, since the reason for making use 
of the presumption is precisely the failure to determine the actual cause of the damage. 
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evaluated. That may lead to the liability of someone who did not practice an act 
capable of generating the damage. The third option, on the other hand, besides being 
based on the prevalence of the interest of the affected person over the conflicting 
interest of the potential injurer, does not involve the risk of holding liable someone 
who couldn’t contribute to the event. The presumption of potential causation is a 
way of lightening the requirements of proof in this matter, protecting the affected 
person, since it is hard to prove the adequacy of each individual participation to the 
production of the entire result (Brambring 1973, pp. 95 et seq). 

It should be emphasized that this lightening of the burden of proof of causality 
does not exempt the fulfilment of the other elements of civil liability for each agent 
involved in the causal process. Even in relation to causation, as has been said, 
the adequacy of the individual behavior to the production of the whole damage 
should be proved, unless the legislator has established a presumption of adequacy 
in order to protect the position of the affected person. In such a case, liability may 
be excluded if the potential perpetrator proves that his or her conduct did not cause 
the damage, that the conduct of another agent caused the damage, or that in the 
present case there was a ground of justification, exculpation or even impunity, which 
benefited him or one of the other agents involved (Larenz 1994, pp. 573 et seq, 576– 
578; Staudinger and Eberl-Borges 2018, pp. 29–30, 41–42; Wagner 2020, p. 2321 
et seq). 

It is sometimes questioned whether the application of this regime of joint and 
several liability of all the agents should be dependent on the verification of three 
requirements: the existence of a chronological connection between the individual 
conducts, the presence of a spatial connection between those same conducts and/or 
the common nature of the actions performed by each agent. In addition to this 
objective connection, it is also questionable whether a subjective connection should 
be imposed, i.e. the need that all agents be aware of each other or, in a less strict 
version, that they should be aware of each other (Brambring 1973, pp. 62 et seq; 
Larenz 1994, p. 574). 

The absence of joint participation in these cases—characterized by a bilateral 
awareness of cooperation—seems to testify against the first formulation of the 
previously mentioned subjective connection. It is true that the second formulation 
is not covered by the joint participation regime, as it is based precisely on the 
ignorance (even if culpable) of such cooperation. Theoretically, there will therefore 
be room for such a requirement. We believe, however, that this requirement is out of 
place, since it would rarely respect the interests of the affected person. Except for 
the cases in which people are acting side by side, it would be almost impossible for 
an agent to be aware of the other (Staudinger and Eberl-Borges 2018, pp. 23 et seq, 
35–36). 

Likewise, there is no reason to limit the liability of agents based on their physical 
proximity, the temporal proximity of their conduct or the similarity between them. 
It is true that in some cases this will happen naturally. Consider, for example, those 
cases in which two people—not knowing each other—shoot at another, without 
being able to demonstrate which of the shots was fatal, insofar as any one of 
them could have been the cause of death. The contours of the situation show that
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the subjects were necessarily physically close, that the corresponding actions were 
relatively synchronous and that they shared identical characteristics. Sometimes, 
however, this is not the case and there is no materially relevant reason to treat the 
problem differently, namely to deny protection to the victim’s claims. This happens, 
for example, in those cases in which a person is infected with AIDS and it is not 
possible to determine, at the time the disease is detected, whether its origin is found 
in a contaminated blood transfusion that he had taken in the past or in intimate 
relations that he also had in the past with an infected person. If in both cases there is 
fault or negligence from the potential perpetrators, what are the grounds for rejecting 
the affected person’s claim for compensation? 

Holding the potentially harmful agents responsible implies placing the emphasis 
on the dangerousness of the action carried out by each of them (Bydlinski 1959, p.  
13). It will not be the damage that justifies the liability of the agent—as he may not 
be its author–, but the ability of the action to produce it. The underlying logic seems 
to be more consistent with the idea that, in these cases, the offences should be seen 
as offences of concrete danger and not as offences of result. 

Based on this, it is reasonable to hold that, whenever all the people involved in the 
AI systems individually practice an unlawful and culpable act, in abstract capable 
of producing the damage, the solution will be in principle the joint and several 
liability of those involved, even though it is not possible to identify the concrete 
action behind that damage. This means that each agent is liable for the totality of 
the damage and can then claim back the share that each one is liable for in internal 
relations. 

If, in general, the need for an objective and / or subjective connection is very 
doubtful, in these situations we believe that such a requirement does not appear to 
make sense. The dispersion both in place of the subjects intervening in the process 
of creation and use of AI and in time, given the time that may mediate between 
those interventions, would hardly allow protecting the interests of the affected 
person. On the other hand, given the different nature of the involvements—creation, 
programming, insertion of data, updates, use of the AI system–, the affected person 
would hardly obtain compensation for the damage suffered. Although from a 
conceptual point of view this could be the solution, from a values point of view this 
is not the most appropriate outcome. In such a case, the important is to decide which 
of the interests deserves protection: the affected person’s or the agents’. Bearing in 
mind that the latter have committed a fault that was able to cause the damage, there 
is no reason to give their interests primacy over the position of the affected person. 

One of the problems addressed by the 2019 Report is precisely that of alternative 
causation. It is recommended that its regime should be similar to multiple causation, 
with any participant being jointly and severally liable for all damages suffered.7 

Although the actual cause of the damage is unknown, it may be possible to establish 
degrees of probability among the actions of the different agents. In such a scenario,

7 Point 31. 
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it is recommended that the burden of proof be placed on the side of the person whose 
action has a higher probability of having caused the damage.8 

It should be stressed that the 2019 Report proposes a fault-based liability system 
as the rule for civil liability, despite the fact that it admits a lightening of the rules 
on the burden of proof in matters of causality, taking into account: 

1. “the likelihood that the technology at least contributed to the harm”; 
2. “the likelihood that the harm was caused either by the technology or by some 

other cause within the same sphere”; 
3. “the risk of a known defect within the technology, even though its actual causal 

impact is not self-evident”; 
4. “the degree of ex-post traceability and intelligibility of processes within the 

technology that may have contributed to the cause (informational asymmetry)”; 
5. “the degree of ex-post accessibility and comprehensibility of data collected and 

generated by the technology”; 
6. “the kind and degree of harm potentially and actually caused”.9 

“Where the damage is of a kind that safety rules were meant to avoid, failure to 
comply with such safety rules, including rules on cybersecurity, should lead to a 
reversal of the burden of proving: 

(a) causation, and/or. 
(b) fault, and/or. 
(c) the existence of a defect”.10 

The 2020 EP Resolution does not address the problem of alternative causation. 
Although it establishes the joint liability of the various operators who may be held 
liable, it is not clear whether the rule is intended for cases of joint-participation, 
parallel authorship, alternative causation or for all.11 This means that it is not 
certain the possible liability of the participants in the causal process when one 
can’t determine which of the actions effectively caused the damage. Also, even if 
their liability is accepted, no position is taken as to the possible need to prove the 
suitability of the action for producing the damage. 

According to this proposal, the basic liability system should be a fault-based 
liability, although it provides for a rebuttable presumption of fault from the 
operators.12 

All in all, in cases of alternative causation the solution will necessarily be one of 
the following three: 

(a) exclusion of civil liability;

8 Points 25–26. 
9 Points 25–62. 
10 Point 24. 
11 Article 11. 
12 Article 8. 
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(b) partial liability of each participant for a share of the total damage; 
(c) joint and several liability of all participants for the entire damage. 

From a technical point of view, all of these solutions are viable. The first solution is 
grounded on the lack of concrete causation. The second and third, differently, place 
the emphasis either on the fault of each agent or on the damage suffered by the 
affected person. The only difference is the way the causal link is assessed. Instead 
of requiring proof of causation in concreto, causation in abstracto is sufficient. They 
just differ in the regime of compliance with the obligations imposed on them. In the 
second solution, the shared liability system is applied, that is to say, each agent is 
liable for only a portion of the compensation. The affected person cannot demand 
full compensation from a potential injurer, in the same way that none of the potential 
injurers is bound by the whole. In the third solution proposed, the regime of joint 
and several liability prevails, by means of which each agent is liable for the total 
compensation, with the possibility claiming the payment back in internal relations. 

The first solution grants more emphasis to the interests of the potential injurers 
in relation to the interest of the affected person. This does not appear to be the 
most appropriate one. The number of people involved in the creation and use of 
an AI system, located or coming from different areas of the globe and different 
fields of activity, makes it very difficult to identify and locate them. Therefore, 
it is too burdensome to impose on the affected person—often a natural person 
unaware of all these details—the need to sue each of the participants in order to 
obtain compensation for all the damage suffered. In fact, it will be less difficult for 
one of these participants to locate the others and exercise his right of claiming the 
payment back. For those reasons, the system of join and several liability seems more 
appropriate to the situation. 

A presumption of causal adequacy also seems appropriate in this context, given, 
on the one hand, the highly technical, specific and complex nature of the whole 
system and, on the other hand, the (not culpable) lack of knowledge of the potential 
victims as to how the system works. 

A final note to mention that the ‘AI Liability Directive’, while not addressing the 
problem of alternative causation, proposes two very important measures regarding 
the fault-based liability: the empowerment of national courts to order the providers 
or the users of the AI system to disclose relevant evidence at its disposal about a 
specific high-risk AI system (art. 3) and the establishment of rebuttable presump-
tions of the causal link between the fault of the defendant and the output produced 
by the AI system or the failure of the AI system to produce the output (art. 4). 

3 Strict Liability 

Quid iuris when no fault has been committed and the damage is due to the 
functioning of the AI-systems? The only possible path will be that of strict liability. 
In this context, two questions have been raised:
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1. Are any of the strict liability regimes currently in force to be directly or by 
analogy applicable to the problem? 

2. Is it necessary or advisable to design a specific regime for damages created by an 
AI system? 

The current strict liability regimes that are presented as possible solutions to the 
problem are mainly: product liability, liability for damage caused by animals and 
liability for damage caused by a motor vehicle. 

According to the Council Directive 85/374/EEC (PLD), the producer— 
understood to be the manufacturer or importer of goods into the EU for distribution 
as part of his commercial activity13 —is liable for defects in his product.14 Product 
means “all movables, with the exception of primary agricultural products and game, 
even though incorporated into another movable or into an immovable”. Electricity 
is also considered to be a “product”.15 The producer is only liable for defects of 
the product at the time it was placed on the market and not for those that appear 
subsequently.16 The victim is responsible for proving the damage, the defect and 
the causation of the damage by the defect.17 

Several difficulties have been identified in applying this regime to damages 
caused by an AI system. First, this regime would not entirely solve the problem 
because it does not address the possible liability of the owner, holder or user of 
an AI system. This means that it could only offer a partial solution. Even in the 
field of the creation of AI systems, there are obstacles to its application (Barfield 
and Pagallo 2020, p. 96). It is the case with the definitions of producer and product. 
While there is no doubt that the manufacture of hardware can be seen as a production 
activity and the result as a product, the same is not true when it comes to creating 
the algorithms on which AI is based, or to feeding that system. The definition of 
product in the PLD may give the impression that only movable tangible things— 
i.e., things which can be perceived by the senses—deserve such a qualification. An 
algorithm or the data that feeds it can hardly fall into that category (Revolidis and 
Dahi 2018, p. 61; Capilli 2020, p. 478). It is therefore also difficult to regard a 
programmer or the person who feeds the data as producers within the meaning of 
the PLD. Of course, one could always try to see the norm as a living instrument 
subject to evolutionary interpretation, adjusting it to today’s reality (and not to the 
standards of 1985), or, if this is not possible, resort to analogy (Wagner 2018, p.  
11). However, it is uncertain whether this would be fruitful, since the producer is 
only liable for defects in the product which existed at the time it was placed on the 
market. The big problem with damages caused by AI systems lies in the fact that 
the risk of injury is more associated with the autonomy of these systems than with

13 Article 3. 
14 Article 1. 
15 Article 2. 
16 Article 7. 
17 Article 4. 
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a possible defect in their design (Pagallo 2013, p. 117). In most cases, there is no 
defect. The system’s evolution is not controllable by the designer, the programmer 
or the other people involved in feeding and updating it. Moreover, as a rule, errors 
occur long after the system has been placed on the market and were not known or 
were not identifiable at the time (Capilli 2020, pp. 459, 473–474; Molnár-Gábor 
2020, pp. 253–254). 

Facing these difficulties, the proposal for a new PLD establishes: an extension of 
the notion of product to explicitly include digital manufacturing files and software 
(art. 4), thus removing the uncertainty about the qualification of AI systems as a 
product; presumptions of defectiveness (art. 6); and presumptions of the causal link 
between the defect and the damage (art. 9). The empowerment of national courts to 
order the defendant to disclose relevant evidence at its disposal is also established 
(art. 8). 

Strict liability is typically based on one of two pillars: the position of control of 
a source of danger or the taking advantage of that source of danger (Barbosa 2020, 
p. 40). 

The liability for damage caused by animals seems to seek support precisely in 
the taking advantage of those animals by their owner. The possible application of 
this regime to damages due to AI systems would only be viable through analogy. 

The similarity between the two cases is found in their unpredictability (Pagallo 
2013, pp. 33, 38). Just like animals, the performance of the AI system is also unpre-
dictable. And it is precisely this unpredictability that creates the risk underlying 
these two realities. From this perspective, nothing would prevent the application by 
analogy of the rules on liability for damage caused by animals to damage caused by 
AI systems. 

The question is whether the proposed solution is the most adequate to the 
problem. If one looks at it, the option taken is to hold liable those who take 
advantage of the source of danger or those who take advantage in their own interest. 
This means that those who create the source of danger or those who take advantage 
of that source in the interest of others will not be liable for damages arising from it. 
Transposing this to the digital world, this is equivalent to exclude the liability of the 
creator of the AI-system and, if that’s the case, of the user who uses it in the interest 
of others. In many cases this doen’t seem to be the most appropriate solution to our 
problem. 

In fact, it should not be forgotten that those who design, program, feed and update 
these systems determine their functioning. In closed software systems, no one has 
access other than these entities. The degree of information and understanding of the 
system is also not at all the same as that of its users (Revolidis and Dahi 2018, p.  
74). With this in mind, does it make sense to base liability totally and exclusively 
on the taking advantage of risk, excluding those who create it or who can limit 
it, to a greater or lesser extent? It could be said that the ultimate decision to use 
the AI system lies with its user. However, that decision does not mean controlling 
the risks of the system. This decision has no influence on the design of the AI 
model. It is important to distinguish between the intrinsic danger, resulting from 
the system’s configuration, and the danger resulting from the decision to use that
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system in inappropriate circumstances. In the first case, the danger comes from the 
system itself, in the second the danger results from a bad decision of its user. Here it 
is important to begin by asking if that bad decision constitutes sufficient ground for 
fault-based liability, particularly for violation of traffic duties. If this is not the case, 
we should rely on strict liability, which will be based on the taking advantage of the 
source of danger by the agent. There, on the contrary, the source of strict liability 
should be found in the dangerousness of the system, and it may be discussed whether 
without such a scenario it would be more appropriate to hold liable those who have 
a position of (relative) control of the source of danger or those who take advantage 
of that source or both. 

We believe that the latter is the most adequate solution. It makes no sense to 
exempt from liability the designer of the algorithm, the programmer, the person who 
enters or updates data. They are in the best position to control this source of danger, 
and they also benefit from it, albeit indirectly (Wagner 2018, pp. 9–10). Although, 
as a rule, they do not benefit from the advantages created by the system, they take 
advantage of its value by trading it. Similarly, it is not reasonable to exonerate users 
from any possible liability. In addition to taking advantage of the source of danger, 
they themselves have the power to decide whether to use the AI system in those 
specific circumstances. Their decision to use it, while not being the exclusive cause 
of the danger, contributes to its maintenance or increase. 

What should be determined is whether the damage corresponds to the material-
ization of one of the dangers generated or intensified by the creation and/or use of 
the AI system. In other words, the question is whether the damage is the result of 
the materialization of those dangers—of the system itself and of the decision to use 
it in that context and for that specific purpose—or only of one of them. If it comes 
from both, there should be joint and several liability of all participants in the causal 
process. If it comes from only one of them, he alone should be liable. However, 
we must pay attention to the fact that within each group—creators or users—there 
may be several potentially harmful persons. In the impossibility of determining the 
dangerousness of each individual participation and the contribution of each to the 
production of the damage, each potentially harmful person should answer jointly 
and severally for the damage (Ebers 2016, p. 16; Capilli 2020, p. 477). 

The liability regime for damage caused by animals does not appear to cover all 
these situations. 

The liability regime for damage caused by motor vehicles doesn’t seem a solution 
to our problem either, since it would once again penalize the user of the AI system. 
In fact, the liability for the damages caused by a motor vehicle always lies with the 
owner or user of the vehicles, as he is the one who benefits from it. For the reasons 
already mentioned, such a vision would not be the most appropriate answer to our 
problem. 

Some legal systems however demand not only that the responsible person use the 
vehicle in his own interest, but also that he or she was actually driving, suggesting 
the need to have a position of control over de source of danger. Such a regime 
discards the owner or users’ liability, when they use the vehicle in the interest of a 
third party, and the potentially liability of the system designers.
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It is important to understand, however, that this position of control concerns 
only the possibility to determine whether the vehicle is used and how it is used. 
No control would be required over the proper construction and performance of the 
vehicle. From a subjective point of view, this is important because it excludes the 
manufacturers of such vehicles from the scope of application of this regime. This 
means that the designer of the algorithm, the programmer and the people who feed 
or update the system are also excluded from liability here. Only the owner, the 
holder or the user remain liable. 

The imperfection of the machine justifies a strict liability system. This imper-
fection also exists in AI systems. Therefore, it is also possible to apply analogy 
to damage caused by AI systems. In some cases, it may not be necessary to use 
analogy and the rules in question may even be directly applicable to the situations. 
This happens, for example, in accidents involving autonomous vehicles, although it 
is questionable to what extent there will be effective direction of the vehicle in cases 
of full automation (Barbosa 2020, p. 286). 

Nevertheless, we have doubts as to the adequacy of theses regimes to solve 
our basic problem, since it once again penalizes the user of the AI system in his 
own interest, discarding his liability in the hypotheses of use in the interest of a 
third party and, more importantly, excluding the potentially liability of the system 
designers. 

VI. The 2019 Report supports the adoption of strict liability for operators 
benefiting from or controlling the system. They limit such liability, however, to 
cases where AI-systems are used “in non-private environments” and “may typically 
cause significant harm”.18 This therefore excludes cases where the system is used 
in a closed environment, exposing a small number of people to the risk of injury, 
which can happen, for example, in the use of AI in the performance of a medical 
procedure. The possible extent of the injury appears to outweigh its gravity. If there 
is an operator who benefits from the risk and another who controls it, “strict liability 
should lie with the one who has more control over the risks of the operation”, 
thereby showing the primacy of control in relation to the position of profiting 
from the source of danger.19 The report also advocates extending the product’s 
liability to cover defects in software that occur after it have been placed on the 
market.20 

The 2020 EP Resolution limits the strict liability of operators to damage 
caused by high-risk AI-systems, listed in the annex to the proposal. According 
to the proposed regime, high-risk AI-systems should be understood as having “a 
significant potential in an autonomously operating AI-system to cause harm or 
damage to one or more persons in a manner that is random and goes beyond 
what can reasonably be expected; the significance of the potential depends on the 
interplay between the severity of possible harm or damage, the degree of autonomy

18 Point 9. 
19 Point 11. 
20 Points 13–14. 
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of decision-making, the likelihood that the risk materializes and the manner and the 
context in which the AI-system is being used”.21 

Common to these proposals is the idea of trying to limit strict liability to 
certain cases. The justification for this lies not so much in legal considerations as 
in policy. The aim is to establish a regime that does not discourage AI-systems 
scientists and developers from continuing their research and activities. The choice 
is understandable, although it is difficult to accept the results to which it leads. It is 
inconceivable, for example, that a patient who has suffered serious damage to his or 
her life or physical integrity as a result of a medical procedure using an AI-system 
would not be compensated. A judgement of proportionality and reasonableness 
prevents the violation of any good equal or superior to the good being protected. 
It is unlikely that technological development will be a superior good to life or even, 
in certain cases, to physical integrity. Moreover, the fact that developers are not 
held responsible does not encourage them to invest their resources in improving the 
system (Wagner 2018, p. 18). 

A compensation fund or a compulsory insurance will only prevent this incon-
venience in the event that there is liability for damages suffered by someone as a 
result of the action of an AI-System, regardless of whether fault or strict liability is 
involved. The simple proof of the damage—although it may make sense to limit 
the damage compensable by this fund according to its nature and gravity—and 
respective cause would be sufficient to justify the compensation supported by the 
fund or the insurer. Otherwise, the fund or insurer would only substitute the injurer 
in fulfilling his obligation to compensate, without extending the protection of the 
interests of potential injured parties. 

Based on all these thoughts, we advocate for a liability regime that deals 
precisely with these problems. Otherwise, on one hand, many situations will remain 
unprotected and, on the other hand, users of this type of systems will be held liable 
above all, exonerating the developers from any liability. As already mentioned, this 
does not seem appropriate. 

Unfortunately, the Draft AI Liability Directive initial proposal does not accept a 
strict liability approach. Instead, it accepts a fault based liability, with some specific 
tools: a rebuttable presumption of causality and a disclosure of evidence regime. For 
the reasons explained before, we do not think that the proposed regime is adequate 
to deal with damages caused by AI systems. In addition, it is subject to question if 
the Draft Directive is consistent with the level of protection envisaged by the Draft 
AI Act.

21 Article 3. 
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4 Exemption from Liability for Damage Caused by an AI 
System 

Depending on the nature of the liability, another question should be posed: in which 
situations can the agent escape liability? We seek here to address the cases in which 
the agent’s liability should be excluded. 

We let outside the scope of this analysis the factors that can exempt a producer 
from liability and if the factors set out in article 7 PLD need to be revisited, as 
they are inadequate to address the specificities arising from damage caused by AI 
systems. We acknowledge that there is already relevant and reasonable doctrine 
which underlines that the directive allows an AI producer to avoid liability by 
invoking the so-called development risk defence (Bertolini 2020, p. 58; Evas 2020, 
p. 9; Navas 2020, pp. 80–81). A concern that the proposal for a new PLD seems 
to have addressed since the development risk defence cannot be invoked when 
the scientific and technical knowledge evolution occurs in the period in which the 
product was still within the manufacturer’s control. 22 This amendment suggests 
that the manufacturer remains responsible if, for example through updates, he/she 
can eliminate the defects revealed by the evolution of knowledge and technique. 
However, it must be questioned whether such change is sufficient to ensure the 
safety of AI-enabled products already put into circulation. 

Therefore, we will focus on the applicable exclusions when liability is not based 
on the AI system’s defects. 

Naturally, there is no unitary answer to the question, since the grounds to exempt 
an agent vary due to the different nature of the liability. 

If the agent is liable based on strict liability, the grounds to escape liability 
will differ from those that should be accepted when we have a fault-based liability 
regime, even with a reversal of the burden of proof. For the present purpose, it is 
less important determining whether the agent is a programmer or a user, a backend 
operator or a frontend operator, as defined above, than to understand whether he/she 
is liable based on strict liability system or on fault-based liability regime. 

Actually, both in member states’ tort legislations (see Evas 2020, pp. 10–33)23 

and in EU proposals to harmonize a tort law regime for damage caused by an AI 
system, there is a trend to exclude “one fits all solution”, which means that the 
obligation to compensate damages caused by IA systems may be based either on 
strict liability or fault-based liability. 

Nonetheless, the European Commission’s proposal for an AI Liability Directive 
only addresses the harmonization of the rules for the presumption of causality and 
the disclosure of evidence, leaving it up to each Member State to determine whether 
agents’ liability should be based on strict liability or a fault-based liability system.

22 Article 10/1/e). 
23 For a detailed analysis of the liability in national law of each member states and its possible 
application to AI. 
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If the agent is going to be held liable for damage caused by an AI system, he 
cannot dismiss liability because the damage was caused by that system or is a 
consequence of its autonomy.24 However, in theory, several other factors can exempt 
an agent from liability: 

(i) the proof that the agent complied with specific duties, such as, for example, 
diligence, custody and surveillance, and acted with due care; 

(ii) the proof that harm or damage was caused by force majeure; 
(iii) the proof that harm or damage is attributable to a third party; 
(iv) the proof that the victim or the affected person caused harm or damage; 

The first factor can only be admitted in a fault-based system, even with a reversal 
of proof, since, in cases of strict liability, the agent’s liability is not based on the 
existence of an unlawful act or a breach of a duty. 

In member states’ tort laws, the liability regimes based on a presumption of fault 
allow agents to escape liability, when they prove to have acted with due care to avoid 
damage. The proposals drawn up by the Expert Group and the EP25 also seem to 
accept this solution, seeking to tailor the evidence that should be produced to address 
the peculiarities arising from damage caused by AI systems. In this light, the Expert 
Group proposes: “Operators of emerging digital technologies should have to comply 
with an adapted range of duties of care”.26 

In a strict liability system, the agent will be liable regardless of having breached 
the incumbent duty. His/her liability will be justified by the risk that the agent 
generates with the development of his/her activity or by the profits from which 
he/she benefits. 

Regarding damages caused by force majeure or a fortuitous event, there is 
no doubt that the demonstration of its existence should lead, in principle, to the 
exclusion of the agent’s liability, either in a system of presumption of fault or in a 
system of strict liability (Pagallo 2013, p. 33). Nonetheless, some clarifications are 
in order. 

First, even in a fault system, if it is proved that the damage was directly caused by 
force majeure, but at the same time, it is shown that, if the agent had acted diligently, 
he could have avoided the damage, the agent’s liability should remain and apply. 

Secondly, in strict liability regimes, we tend to consider that the proof of the 
existence of force majeure that caused the damage is sufficient to remove the 
agent’s liability. The comprehensive formulation that is sometimes used should be 
reconsidered, from our point of view. In articles 4 and 8 of the EP 2020 Resolution, 
it is proposed that “the operator shall not be liable if the harm or damage was 
caused by force majeure”.

24 Articles 4 (3) and 8 (2) EP 2020 Resolution. 
25 Article 8 EP 2020 Resolution. 
26 Point 16. 
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In order to escape liability, it should not be sufficient to prove the existence of 
force majeure. It should also be necessary to demonstrate that the force majeure is 
“alien” to the operation of the AI system. 

Consider two examples: should the agent be liable for damage caused by a 
surgeon robot that, following an earthquake, falls over a patient injuring him/her? 
Should the agent be liable for damage driven by a surgeon robot that causes injury 
to a patient due to a connection failure caused by a severe storm? 

In the first case, the damage caused by the robot could have been originated from 
any other instrument present in the operating room. The same cannot be said of 
damage deriving from a lack of connection, even due to an exceptional atmospheric 
phenomenon. 

It is very doubtful that, when the agent is strictly liable, his/her liability can be 
removed when the force majeure event is not foreign to the functioning of the AI 
system. In fact, one of the characteristic risks of AI systems is that they may cause 
damages to third parties, when there is a connectivity failure and, therefore, even if 
that failure is due to an exceptional or unusual situation, the agent should not escape 
liability. 

We are fully aware that resorting to an indeterminate or vague concept such as 
damages caused by force majeure alien or foreign to the utilization of the AI system 
will require an increased effort for the courts. Even if the situations in which there is 
a connection failure may be easier to understand and frame, practice and day-to-day 
events will certainly bring other examples that will certainly raise more questions. 

Another question frequently arising is how to deal with cases where the agent can 
prove that a third party caused the harm or damage. The autonomy of this question— 
and ultimately the exclusion of liability - depends on whether the damage has been 
caused exclusively by a third party who is not a producer or an operator of the AI 
system. Previously, we have already dealt with the problems arising from hypotheses 
in which several operators may be liable based on a strict liability system or on a 
fault-based liability regime. 

The issue here is to identify and segregate the cases in which the third party 
interfered with the AI system, modifying, or affecting its operation. We can identify 
several examples. The hackers who maliciously interfere with the AI system. The 
subjects who negligently disrupt the functioning of a robot by disconnecting its 
power supply. The children who hijack a goods delivery drone, etc. 

In any of the situations described, it is unquestionable that the third party should 
respond for the damages suffered by the injured party. The problem is to ascertain 
if this third-party liability can exclude the liability of a producer or an operator, as 
defined above. 

As mentioned before, we will exclude from our analysis the producer’s or the 
manufacturer’s liability for defective products. 

In a negligence-based liability system with presumed fault, the proof that a third 
party exclusively caused an injury should in general allow the agent to escape 
liability, unless the third party’s action was enabled by the agent’s breach of due 
diligence. In other words, the proof that a third party exclusively caused the damage
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should exclude the agent’s liability, except in cases where the agent could have 
prevented the third party’s action if he had acted diligently. 

As regards strict liability, there is no uniform solution for damage exclusively 
caused by third parties. The rule is that strict liability should be excluded in these 
cases, although joint and several liability is admitted in specific regimes. The 
most paradigmatic example is vicarious liability, when it is set that a principal is 
vicariously and strictly liable for the torts of his/ her agents. 

The absence of a uniform system for dealing with damage caused exclusively by 
third parties is an argument in favour of an autonomous regime for damage caused 
by AI systems. 

The EP 2020 Resolution is very innovative on this point. According to Article 
8.3, “where the harm or damage was caused by a third party that interfered with the 
AI-system by modifying its functioning or its effects, the operator shall, nonetheless, 
be liable for the payment of compensation if such third party is untraceable or 
impecunious”. Assuming that it is often difficult to identify the person of the 
third party and/or that the third party may not have sufficient assets to pay the 
compensation, it is proposed that the agent’s liability be maintained, even in cases 
framed under the fault-based liability regime. On the other hand, this option implies 
that, a fortiori, the solution should apply to the hypotheses of strict liability. 

Although we understand the concern behind the proposal, it is difficult not to 
question whether we are not facing strict liability (Antunes 2020, p. 10), in spite of 
the qualification proposed by the European Parliament. When it is proven that the 
agent acted diligently and could not have avoided the third party’s action and, in 
spite of this, he/she is still held liable since the party is untraceable or impecunious, 
the conclusion can only be that the EP 2020 Resolution favours a strict liability 
approach. 

When an AI system causes damage, one can never set aside the possibility that 
the affected person has by his/her action or omission contributed to the damage 
suffered or to its extent. According to a more modern understanding, the agent’s 
liability should only be excluded when the behaviour of the affected person is the 
sole cause of the damage. In other cases, the negligent conduct of the injured party 
should only constitute grounds for reducing liability. This solution is embraced by 
the 2019 Report27 and the EP 2020 Resolution.28 

There are, however, legal systems, such as the Portuguese, where the Civil Code 
still provides for a total exclusion of liability in some of the cases described (cf. 
article 570, no. 2). The solution has, however, been frequently criticized and is 
inadequate for situations in which the damage was simultaneously caused by the 
AI system and by the injured party. This is just another example of the need of an 
autonomous civil liability regime for AI damage. 29 

27 Point 28. 
28 Article 10. 
29 See also, on the AI Act, in this book P U Lima and A Paiva - Autonomous and Intelligent 
Robots - Social, Legal and Ethical Issues; M N Duffourc and D S Giovanniello - The Autonomous
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Risks Associated with the Use of Natural 
Language Generation: Swiss Civil 
Liability Law Perspective 

Marcel Lanz and Stefan Mijic 

Abstract The use and improvement of Natural-Language-Generation (NLG) is a 
recent development that is progressing at a rapid pace. Its benefits range from the 
easy deployment of auxiliary automation tools for simple repetitive tasks to fully 
functional advisory bots that can offer help with complex problems and meaningful 
solutions in various areas. With fully integrated autonomous systems, the question 
of errors and liability becomes a critical area of concern. While various ways 
to mitigate and minimize errors are in place and are being improved upon by 
utilizing different error testing datasets, this does not preclude significant flaws in 
the generated outputs. 

From a legal perspective it must be determined who is responsible for undesired 
outcomes from NLG-algorithms: Does the manufacturer of the code bear the 
ultimate responsibility or is it the operator that did not take reasonable mea-
sures to minimize the risk of inaccurate or unwanted output? The answer to 
this question becomes even more complex with third parties interacting with a 
NLG-algorithm which may alter the outcomes. While traditional tort theory links 
liability to the possibility of control, NLG may be an application that ignores 
this notion since NLG-algorithms are not designed to be controlled by a human 
operator. 
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1 Technical Basics on Natural Language Generation 

1.1 Introduction to Technical Aspects 

Natural Language Generation (NLG) is a major subfield of Natural Language 
Processing and Deep Learning overall. Recent breakthroughs in autoregressive 
models such as OpenAI’s GPT-2 (Radford et al. 2019),  GPT-3 (Brown et al.  
2019), InstructGPT (Ouyang et al. 2022) or Google’s Primer (So et al. 2021) 
have led to demonstrations of machine generated texts that were demonstrably 
difficult or even impossible to distinguish from regular written texts. When using 
NLG, liability claims can occur in any area where verbal communication is 
used. 

The first applications that commercialize the technology are already starting to 
be available with self-reinforcing chat bots, automated code generation and others 
starting to enter the market. In this work we will explore those new application 
areas and focus on particularly those which would likely be deemed a good fit for 
well-intentioned use but could lead to undesirable, negative results under certain 
conditions. 

We further examine the capacity of both human and algorithmic detection of 
machine generated text to mitigate the fast spread of generated content in the form of 
news articles and others. Building on previous work that has focused on generating 
legal texts with a previous generation of NLG tools, we train a more advanced auto-
regressive transformer model to illustrate ways how such models operate and at 
what points the operator of the model has a direct or indirect influence on the likely 
generated output. 

In the second part of the article, we examine civil liability issues which may arise 
when using NLG, particularly focusing on the Directive on defective products and 
fault-based liability under Swiss Law. Regarding the latter, we discuss specific legal 
bases that may give rise to liability when NLG is used.1 

1 See generally on the different applications of Machine Learning and AI I.1 - A Oliveira and M 
A T Figueiredo - Artificial intelligence - historical context and state of the art; I.2 - I Trancoso, 
N Mamede, B Martins, H S Pinto and R Ribeiro - The impact of language technologies in the 
legal domain; I.4 - J Gonçalves-Sá and F L Pinheiro - Societal Implications of Recommendation 
Systems - A Technical Perspective; I.5 - A T Freitas - Data-driven approaches in healthcare -
challenges and emerging trends; I.6 - M Correia and L Rodrigues - Security and Privacy; II.2 - E 
Magrani and P G F Silva - The Ethical and Legal Challenges of Recommender Systems Driven by 
Artificial Intelligence; II.6 - M S Fernandes and J R Goldim - Artificial Intelligence and Decision 
Making in Health - Risks and Opportunities; III.4 - W Gravett - Judicial Decision-making in the 
Age of Artificial Intelligence; III.5 - D Durães, P M Freitas and P Novais - The Relevance of 
Deepfakes in the Administration of Criminal Justice.
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1.2 Risks of Reinforcement Learning 

1.2.1 Undesirable Language Generation 

A possible way to adapt this and similar model to its users’ inputs is by applying 
reinforcement learning to the model. One such way using the transformer-based 
model we introduced earlier, is to add relevant user input to the fine-tuning dataset. 
This allows the operator to adjust the model to the user’s behavior and in theory 
improve upon the overall readability and comprehension. 

The potential danger with uncontrolled reinforcement learning utilizing unfil-
tered user inputs as well using a not carefully vetted data source for the main 
fine-tuning dataset is shown by undesired outputs from the NLG. Two more 
prominent recent examples include Microsoft Twitter Bot Tay (Schwartz 2019) in  
2016 and IBM’s Watson (Madrigal 2013) in 2013. 

In the case of Tay, the Bot was training itself on the unfiltered interactions it had 
with Twitter users that used inflammatory and offensive language. Based on those 
interactions it would generate inflammatory and offensive language itself even when 
responding to users that did not use any such language. 

One recent approach that is being adopted by OpenAI is content filtering at the 
input prompt level (Markov et al. 2022). In an environment that requires a high 
degree of moderation, content filtering can be applied at source to avoid prompts 
that will likely result in a hateful, violent or otherwise undesirable response. 2 While 
this does address to a degree the most extreme detectable input prompts, it does not 
promise an input bias free response, which has to be addressed at the model level. 

1.2.2 Code Generation and Vulnerable Code Data 

With the advancement of transformer-based text generation it is starting to become 
possible to train the models on very specific and technically challenging tasks. 
One such emerging field is automated code generation based on natural language 
input. The probably most famous and widely used one is Github Copilot which was 
released in June 2021.3 It generates code sequences in a variety of languages given 
some comment, function name or surrounding code. 

Copilot is mostly based on the base GPT-3 model that has been then fine-tuned to 
Github using open-source code (Chen et al. 2021). Since there is no manual review 
of each entry, Github advises that the underlying dataset can contain insecure coding 
patterns that are in turn synthesized to generated code at the end-user level. A first 
evaluation of the generated code already found approximately 40% of the produced

2 OpenAI Content Moderation Tooling, Available: https://openai.com/blog/new-and-improved-
content-moderation-tooling/. 
3 GitHub Copilot, Your AI pair programmer. Available: https://copilot.github.com/. 
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code excerpts to contain security vulnerabilities in scenarios relevant to high-risk 
Common Weakness Enumeration (Pearce et al. 2021). 

The unreviewed generation of potentially vulnerable code would pose a severe 
risk to the owner of said code, which makes an unreviewed or near-autonomous 
application of such a tool unlikely to be applied in an autonomous fashion using the 
underlying models. There are however automated code-review solutions available 
that inspect a given code passage for any potential quality and security issues (e.g. 
Sonar 4 ). Enabling a non-technical operator to use natural language to generate 
simple code excerpts that can be automatically scanned for vulnerabilities and 
deployed in a test environment that would be used for rapid prototyping would seem 
like the most reasonable semi-autonomous code generation utilization. 

1.3 Detection of Machine Generated Text 

With the wide availability of cloud computing allowing for the production of 
machine generated content and social media allowing for the mass distribution of it, 
the last barrier remains the quality of the generated texts and the ability of regular 
content consumers to distinguish it from regular produced texts. Based on previous 
related work, the ability of non-trained evaluators depends to a certain degree on 
the subject domain as well as the quality of the model itself (Peric et al. 2021). For 
excerpts that focused on legal language that was sourced from several decades of 
US legal opinions, the ability to distinguish ranged from 49% (generated by GPT-
2) up to 53% (generated by Transformer-XL), both being close to random. Related 
work also shows that the accuracy improved for the more creative domain of human 
written stories with the prompt “Once upon a time” where GPT-2 achieved a result 
already 62% and GPT-3 again a random-guessing value of 49% (Clark et al. 2021). 
While it is unlikely that we will see machine generated literature ready for mass 
consumption any time soon, one concerning factor is that the accuracy value for 
detecting news articles is also at 57% for GPT-2 and a basic random-guess value of 
51% for GPT-3. 

While most consumers have difficulties differentiating between machine and 
human generated texts, the same models can be trained to differentiate between 
those two. If the applied model (GPT-2/Transformer-XL) is known beforehand the 
rate of detection was 94% to 97% high, while not knowing the model in advance 
resulted in a detection rate of 74% to 76%. Possible detection would therefore 
likely be especially hard for models that are not open sourced and cannot easily be 
replicated. This will likely be increasingly the case as it has been with GPT-3 that 
has been licensed to Microsoft with the model source code not publicly available.5 

4 Sonar, Available: https://www.sonarsource.com/. 
5 Microsoft Invests in and Partners with OpenAI to Support Us Building Beneficial AGI, Available: 
https://openai.com/blog/microsoft/.
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1.4 Operator Influence on Output 

1.4.1 General Remarks 

While setting up tools that generate text content, there are only a few options to 
influence the output. The first and most basic layer of most NLG algorithms is the 
basic dataset that is used to train the base model. In the case of GPT-2 with its 
1.5 billion it was trained on the data of 8 million Web Pages or 40GB of Internet 
text. The way the selection was done was partly through selecting outbound web 
pages from Reddit that received “3 Karma” as a way of somewhat human quality 
selection. This layer cannot be replicated in most cases from the end-users of the 
tool and has to be taken as is (while the option to train the model from scratch 
is present but difficult to implement on a sufficiently sophisticated level for most 
end-users). 

The second and more influenceable layer is the dataset that is used to “fine-tune” 
the model. This step allows end-users to specialize their output to a certain domain, 
a certain language style or similar. Here the end-users have the highest degree of 
influence on the actual NLG output that will be generated. A particular domain 
area, such as “legal language” for example allows users to specialize the output 
of the generated language to sound quite similar and even identical to qualified 
legal language. Current trends for LLMs as well as technical limitations of most 
operators will make this layer increasingly unaccessible with most models only 
allowing operator interaction via commercial API. 6 This approach limits operators’ 
influence, but also leaves an auditable utilization trace that can then always be 
tracked back to the provider of the used model. 

The third and most direct change of quality output language can be set at the 
basic parameter settings of the model. Those are usually and specifically in the 
case of our example model the desired output text length, the initial text prompt, 
and the “temperature”. The temperature here allows the end-user to increase the 
likelihood of high probability words and decrease the likelihood of low probability 
words, which often results in usually more coherent text with a slightly higher 
temperature (Von Platen 2020). This layer is the most easily modifiable and would 
be most interacted with on the side of the end-user. Those parameters will likely 
become less available for most commercialized applications of LLMs, leaving the 
model provider more influence to optimize parameters and outputs based on existing 
optimized result lengths and probability scores. 

An additional parameter that is also sometimes in place is to exclude any foul 
language from being generated. This can mean that even if the given text prompt

6 ChatGPT Plus, Available: https://openai.com/blog/chatgpt-plus/. 
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or underlying training or fine-tuning dataset would contain foul language the model 
would still never output any words that are considered to be offensive based on a set 
keyword list. 

1.4.2 Data and Methods 

To further illustrate the direct impact the parameter setting of the operator has on 
the output, we trained a GPT-Neo (Black et al. 2021) model on a legal text dataset, 
that applies some of the methods and data of a previous work, while using a newer 
and more advanced model (Peric et al. 2021). 

Our empirical setting is U.S. Circuit Courts, the intermediate appellate courts in 
the federal court system. Circuit Court judges review the decisions of the District 
Courts, deciding whether to affirm or reverse. The judges explain their decision 
by providing a written opinion. Our corpus comprises 50,000 of these U.S. Circuit 
Court opinions, uniformly sampled from the universe of opinions for the years 1890 
through 2010.1 The sample includes both lead (majority) opinions and addendum 
opinions (concurrences and dissents). We undertake minimal pre-processing, so that 
our generator can replicate the original style of the texts. We do remove some 
metadata and XML markup but keep capitalization, punctuation, etc. We preserve 
the special legal citation notation used by U.S. courts. The opinions are in general 
quite lengthy, containing an average of 2024 tokens (words) per article. The average 
length gradually decreased from the 1890s reaching a minimum in the 1970s. After 
that, the average length of these opinions has grown steadily until the present 
day. Notably, it was around 1970 when digital legal research databases came into 
use. Our approach to representing legal documents is an auto-regressive language 
model. We are given an unsupervised corpus. We fine-tuned an existing GPT-Neo 
checkpoint on our legal corpus. 

1.4.3 Samples of Operator Influence 

We demonstrate how the end-user can interact with the model based on the fine-
tuning of the model and based on the parameter selection with the following 
samples using our reference model. In our first sample (c.) we use the full-sized 
dataset with the default temperature value applied that generates some meaningful 
results. 

In the other two samples, we used the standard full-sized dataset, but now 
changed the temperature parameter to 0.9 (d.) and 0.1 (e.) respectively. We observe 
that the samples set for a higher temperature also have a better readability that 
doesn’t consist of too many listed legal precedents, but rather more natural language.
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(a.) Prompt: The Tenth Circuit contravened those settled principles here. Not one of the 
decisions relied upon ( . . . ) 
(b.) Genuine Ending: 
( . . .  ) by the Court of Appeals—Estate of Ceballos v. Husk, 919 F. 3d 1204 (CA10 2019), 
Hastings v. Barnes, 252 Fed. Appx. 197 (CA10 2007), Allen, 119 F. 3d 837, and Sevier v. 
Lawrence, 60 F. 3d 695 (CA10 1995)—comes close to establishing that the officers’ conduct 
was unlawful. The Court relied most heavily on Allen. But the facts of Allen are dramatically 
different from the facts here. 
(c.) Full dataset, temperature default 0.7 
( . . .  ) by the majority holds that a defendant who is not a party to a conspiracy cannot be held 
personally liable for an overt act in furtherance of the conspiracy. To the contrary, the Tenth 
Circuit held that a defendant is personally liable for an overt act if he “was a member of the 
conspiracy at the time of the overt act and participated in it in some manner.” 
(d.) Full dataset, temperature high 0.9 
( . . .  ) by the Tenth Circuit is even remotely analogous to this case. In United States v. Smith, 
7 F.3d 1433 (10th Cir. 1993), the court held that a defendant’s motion to suppress evidence 
obtained in violation of the Fourth Amendment was properly denied because the government 
did not have probable cause to search the defendant’s house. 
(e.) Full dataset, temperature very low 0.1 
( . . .  ) by the Tenth Circuit in this case is inconsistent with the Supreme Court’s decision in 
United States v. Booker, 543 U.S. 220, 125 S. Ct. 738, 160 L. Ed. 2d 621 (2005). In Booker, 
the Supreme Court held that the mandatory nature of the Sentencing Guidelines rendered them 
unconstitutional. 543 U.S. at 244. The Court held that the Guidelines were unconstitutional 
because they were not “sufficiently reliable to support a finding of ‘reasonableness.’” Id. at 
245. 

2 Legal Aspects 

2.1 Introduction to Legal Analysis 

The use of artificial intelligence (AI) such as NLG algorithms creates numerous 
legal challenges, including liability issues. Most AI applications are designed to 
develop autonomously to deal with problems that their developers did not or could 
not have considered when programming it. As a result, self-learning AI can evolve 
in unforeseen ways. In the worst case, an algorithm can cause harm to others through 
dangerous self-learned behavior. 

When using NLG, liability claims can occur in any area where verbal, be it oral or 
written, communication is used. Hence, a hospital or insurance company using NLG 
based bots to communicate with patients, a lawyer using NLG to draft briefs, or a 
news outlet using NLG to redact articles are facing liability claims, if the algorithm’s 
output causes harm to others. 

Legal literature that deals with the implications of AI on future tort claims, 
focuses on the European Council’s directive on the liability for defective products
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(Directive) and whether new liability provisions are necessary or not.7 This article 
further analyzes how verbal communication generated by NLG algorithms can 
violate personal rights, infringe on intellectual property rights or be the cause of 
unfair competition claims. 

2.2 Liability for Autonomous Actions of AI in General 

2.2.1 Unforeseeable Actions of Self-Learning AI as a Challenge for Tort 
Law 

The self-learning ability of AI poses major challenges for developers and operators. 
On the one hand, AI autonomously develops new solutions to problems. On the 
other hand, these same characteristics pose a tremendous challenge, as developers 
and operators are not always able to anticipate risks that self-learning AI might pose 
to others. 

One might conclude that an AI’s action adopted from self-learning mechanisms 
are not foreseeable to the developers or operators of an AI, preventing them from 
implementing adequate countermeasures (Horner and Kaulartz 2016, p. 7; von  
Westphalen 2019, p. 889; Gordon and Lutz 2020, p. 58).8 This perception would 
shake at the foundations of tort law, as it stipulates the developer’s inability to 
control the risk stemming from AI (Weber 2017, n10). 

Scholars have attempted to address the autonomy aspect of AI and have proposed 
various ideas based on existing liability law, such as analogies to all types of 
vicarious liability (Borges 2019, p. 151; Zech 2019a, p. 215). As with other new 
technologies, some argue for a new legal basis to adequately regulate the risks and 
assign liability to manufacturers and operators (Zech 2019a, p. 214; Gordon and 
Lutz 2020, p. 61; Säcker et al. 2020, p. 823). Furthermore, some support an entirely 
new legal concept of e-persons, that makes the AI itself the defendant of a tort claim 
(Koch 2019, p. 115). 

As with most new technologies, it must be carefully analyzed whether they create 
risks of a new quality or merely change their quantity (Probst 2018, p. 41), as only 
the first one requires the introduction of new liability rules. Whether the AI qualifies 
as such has yet to be determined.

7 A lively debate is underway among legal scholars about which existing legal principles are 
most applicable to liability for harm caused by AI. It is noteworthy that scholars across 
national boundaries are debating whether different forms of vicarious liability (such as domestic 
animals) could be drawn upon. See: Eichelberger (2020), n23; Borges (2019), p. 151; dissenting: 
Grützmacher (2016), p. 698. 
8 Spindler 2019, argues that the deliberate use of products with unforeseeable risks has been 
happening for a long time and that scholars have not questioned that the person operating such 
a product is liable for damages. 
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2.2.2 Respondent to Tort Claim 

With AI causing harm to others, manufacturers or software developers will have 
a more significant role as defendants in tort claims as they are the human minds 
to which unwanted actions can be accounted to. In the case of NLG algorithms, 
the output generated is based on the program code developed by the manufacturer 
of the AI, the person who may be blamed if the output has negative consequences 
(Conraths 2020, n73). 

For AI algorithms, the self-learning phase, when the product is already put 
into circulation, becomes increasingly important (Grapentin 2019, p. 179). Due 
to this shift of product development into the post marketing phase, legal scholars 
argue that not only the manufacturer of the AI bears a liability risk but also the 
operator (Spindler 2015, p. 767 et seq.; Reusch 2020, n178). For individual software, 
the operator may also be liable for a manufacturer’s actions if the latter can be 
considered a proxy to the operator and the latter cannot prove that it took all 
reasonable and necessary measures to instruct and supervise the proxy to prevent 
the damage from incurring (Kessler 2019, n16). For example, for news outlets that 
harness NLG, the editor-in-chief or other supervisory staff may be responsible for 
the proper functioning of the software and be liable in cases the software causes 
harm to others (Conraths 2020, n81). 

2.2.3 Causality as the Limiting Factor of Liability 

The fact that self-learning algorithms independently develop after the developer has 
put it into circulation makes it difficult to delimit each actor’s causal contribution to 
the damage (Ebers 2020, n194). In most cases, self-learning artificial agents (such 
as NLG) are not standard products but are individually tailored to the operator’s 
needs. Hence, the manufacturer and operator act in concertation when developing 
and training the AI for the operator to use. Under Swiss law, if two defendants acted 
together, both are jointly and severally liable for all harms caused (Art. 50 Swiss 
Code of Obligations (“CO”)). 

With AI applications and NLG algorithms in particular, the interaction with 
third parties, such as the operator’s customers, becomes increasingly important for 
algorithms to further develop (Schaub 2019, p. 3). As recent real-life examples 
have shown, the input generated by customers may have undesired effects on the 
AI’s behavior. In general, a manufacturer must take reasonable measures to prevent 
an algorithm from using unqualified in-put data (such as hate speech) to adapt its 
behavior (Eichelberger 2020, n23).9 But it cannot be expected of a manufacturer to 
foresee every possible misuse of its product. Under Swiss law, a manufacturer can 
escape liability if the manufacturer proves that a third actor’s unforeseeable actions

9 See above Sect. 1.4.1. 
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have been significantly more relevant in causing the damage than its own, therefore, 
interrupting the chain of causality.10 

Similarly, the Directive sets forth that the manufacturer is not liable if it proves 
that it is probable that the defect which caused the damage did not exist at the time 
when the manufacturer put the product into circulation or that this defect came into 
being afterwards. Some authors argue that the fact that the user’s interactions with 
the AI may be the root cause for harm and therefore, the manufacturer escapes 
liability.11 

Apart from these specific challenges, proving causation in any claim for damages 
is challenging and, in many cases, requires significant resources to establish proof.12 

In many tort cases, not a single cause will be identified to have caused the damage 
occurred, but various causes will have partially contributed to the claimant’s damage 
(Zech 2019a, p. 207 et seq.). For the claimant, proof of causation will therefore 
remain a significant hurdle for compensation for damages (Spindler 2019, p. 139 et 
seq.). 

2.3 Directive on Defective Products 

2.3.1 General Remarks 

Most NLG algorithms will cause economic losses that are not covered by the 
Directive (Art. 9) or the Swiss product liability law which is congruent with the 
Directive. Nevertheless, it is conceivable that NLG algorithms will also cause 
personal injury or property damage. This is the case when an NLG algorithm 
provides wrong information which causes bodily harm to others (e.g., a doctor 
receiving a diagnosis from a device that uses flawed NLG to communicate, a 
communications bot from a private emergency call facility giving false medical 
advice). 

Scholars have extensively discussed whether the Directive applies to software 
or not (von Westphalen 2019, pp. 890, 892). Despite its ambiguity, most argue 
that software falls under the Directive.13 To counter any remaining doubts, the 
EU Commission has published amendments to the Directive that name software

10 Swiss Supreme Court Ruling 143 II 661, c7.1; specifically for NLG see: Eichelberger (2020), 
n56. 
11 Gordon and Lutz (2020), p. 58 et seq. and Junod (2019), p. 129 who argues that this defense 
should not be allowed. 
12 In 2022, the EU Commission published its Proposal for a directive of on adapting non-
contractual civil liability rules to artificial intelligence (COM (2022) 496). The proposal introduces 
disclosure of evidence rules and sets forth presumptions to help the position of the claimant. 
13 Contra d II.5 - A T Fonseca, E V Sequeira and L B Xavier - Liability for AI Driven Systems; 
II.7 - M N Duffourc and D S Giovanniello - The Autonomous AI Physician - Medical Ethics and 
Legal Liability. 
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as a product.14 The following analysis therefore assumes that software qualifies as 
products under the Directive. 

Various aspects of the Directive are discussed in the legal literature, with two 
standing out: First, it must be determined if the actions of an AI system are to be 
considered defective within the meaning of the Directive. Second, manufacturers 
of an AI system may be relieved of liability based on the state-of-the-art defense 
if they prove that, at the time the product was put into circulation, certain actions 
of the AI system, particularly those that the system develops through self-learning 
mechanisms, could not have been foreseen with the technical means and scientific 
knowledge available at the time. 

2.3.2 Defectiveness of an AI System 

2.3.2.1 Consumer Expectancy Test 

Many scholars struggle with how to determine whether an AI system is defective 
or not. The Directive considers a product to be defective if it does not provide the 
safety that a person may expect (Art. 6 (1) Directive). Hence, a product is defective 
if a reasonable consumer would find it defective considering the presentation of the 
product, the use to which it could reasonably be expected that the product would 
be put, and the time when the product was put into circulation. This test based 
on consumer expectations may not be adequate to determine the defectiveness of 
cutting-edge technology, as it is hard to establish, lacking a point of reference (Lanz 
2020, n745 et seq.). A risk-benefit approach that determines whether a reasonable 
alternative design would have significantly reduced the occurrence of harm therefore 
may be more appropriate (Wagner 2017, p. 731 et seq.).15 

2.3.2.2 AI Challenging the Notion of Defect 

Various causes can account for the error of a software. Some of which are easier 
to prove and do not challenge the definition of defectiveness as set forth in the 
Directive. Among those figure cases in which the manufacturer caused an error in 
the algorithm’s code, trained the algorithm (before putting it into circulation) with 
unsuitable data (Eichelberger 2020, n22), or didn’t implement adequate measures 
to prevent that third parties tamper with the code (e.g. hacking) (Eichelberger 2020, 
n22; Wagner 2017, p. 727 et seq.).16 But other aspects that complicate the proof of

14 COM (2022) 495. 
15 German Supreme Court Decision VI ZR 107/08 n18. 
16 Spindler (2019), p. 142 argues for a negligence standard to determine if the manufacturer took 
all necessary measures to prevent hacking vulnerabilities. 
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defect or challenge the understanding of the concept of defects arise with AI (See 
also Zech 2019a, p. 204). 

From a technical standpoint, it is difficult to analyze the actions of an AI which 
led to a damage due to the processes taking place in a way not yet perceivable from 
the outside (black-box problem).17 Especially in the case of NLG, it may already 
be difficult for a claimant to prove that the output causing a damage was artificially 
generated, so that the Directive applies.18 

From a normative point of view, the fact that an algorithm, through self-learning 
mechanisms, may adopt behavior not intended by its developer, challenges the 
perception of defectiveness: Scholars discuss various ways to determine the expecta-
tions of a reasonable consumer towards AI systems. AI agents outperform the skills 
of humans for specific tasks. To compare the outcomes of AI algorithms to those 
of a human does not sufficiently consider the task-limited superior performance 
of AI compared to humans (Wagner 2017, p. 734 et seq.). Comparing the results 
of two algorithms to determine the reasonable expectations of customers is not 
more suitable as its consequence would be that only the algorithm with the best 
performance is being considered safe, while all others are defective (Wagner 2017, 
p. 737 et seq.). 

Determining the defectiveness of the learning process of an algorithm may 
further prove to be difficult as it is mainly developing after the product has been put 
into circulation and happens outside of the control of the manufacturer, in particular 
with NLG (Binder et al. 2021, n44). The phase where the NLG algorithm interacts 
with users is particularly challenging the understanding of defectiveness: While the 
AI is providing its services to the users it simultaneously improves its abilities, 
therefore raising the question whether the algorithm can be considered defective 
when it was put into use or not (Binder et al. 2021, n44). 

As previous examples have shown, interaction with users can cause an algorithm 
to develop certain behavior not intended by the manufacturer (Zech 2019b, p. 192). 
It must be determined whether the manufacturer must provide reasonable measures 
to prevent the algorithm from evolving in an unintended manner (Eichelberger 2020, 
n23). Scholars agree that a manufacturer must implement safeguards to prevent an 
algorithm from incorporating inappropriate or illegal user behavior into its code. 
This may prove easier in theory than in practice because it is very difficult to predict 
what user behavior may cause a self-learning algorithm to evolve in a way not 
intended by the manufacturer. If users interact with the AI in unpredictable ways 
that cause harm, a product cannot be considered defective (Zech 2019a, p. 213).

17 Zech (2019b), p. 190 et seq., calls it an “intransparency problem”; Casals (2019), p. 204 argues 
that proof is facilitated since archive logs will likely be available for most AI. 
18 Human generated verbal speech does not fall under the Directive. See also above: Sect. 1.3. 
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2.3.3 State of the Art Defense 

A manufacturer can escape liability if it proves that a defect could not have been 
detected when the product was put into circulation with the available technical 
and scientific knowledge. New technologies with unknown negative effects such as 
AI qualify for the state-of-the-art defense. Scholars therefore propose exempting 
certain applications from the state-of-the-art defense, as legislatures in various 
jurisdictions have done for other technological features such as GMOs and xeno-
transplantation (See for example: Junod 2019, p. 135; Eichelberger 2020, n20; 
disagreeing: Zech 2019a, p. 213). 

The distinction between conditions that qualify as a defect of a product and those 
that fall under the state-of-the-art defense when it comes to AI is difficult. Self-
learning algorithms may develop undesired behavior that a diligent manufacturer 
could not foresee. But the fact that a manufacturer cannot foresee the potential 
harmful behavior of its AI software does not automatically trigger the state-of-
the-art defense.19 Examples from the past show20 that it is not sufficient that a 
manufacturer was unable to foresee a specific risk of his product. The defense could 
only be invoked if he was also unable to anticipate a general risk of harm posed by 
his product (Wagner 2020, § 1 ProdHaftG n61; Zech 2019a, p. 213). 

The drafters of the Directive have intended this defense to be applicable to very 
limited cases. Hence, manufacturers are required to have applied the outmost care 
and diligence to anticipate negative effects of their product to invoke the defense. 
Some authors argue that the risk of self-learning AI is already known enough to 
prevent manufacturers to successfully invoke the defense (von Westphalen 2019, p.  
892; Zech 2019a, p. 213). 

From a practical perspective the hurdles to invoke the defense are significant as 
well. A manufacturer that invokes it, would most probably have to reveal business 
secrets (such as the programming code) to the injured party, therefore making it 
highly unlikely that the defense will become widely used to defend product liability 
claims (von Westphalen 2019, p. 892). 

Finally, there exists a wide array of possible applications for AI, while not 
every product category poses the same dangers to consumers. In most cases the 
imminent dangers of a conventional product represent the greatest risk for harm; 
enhancements with AI applications of these products do not significantly increase 
that risk. A general exclusion of AI from the state-of-the-art defense would therefore 
not consider the individual risk of harm of each product category (Koch 2019, p.  
114).

19 Wöbbeking (2020), n10 compares the risk of unforeseeable actions to the dangerous behavior 
of domesticated animals. 
20 At the beginning of the wide use of asbestos, manufacturers were unable to foresee a general 
risk for lung cancer. The same was true for HIV being transferred in blood transfusions as there 
existed no technical means to detect HIV in blood, see: COM (2006) 496 referencing the Hartman 
v Stichting Sanquin Bloedvoorziening (1999) Amsterdam District Court. 
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In conclusion, an exemption as proposed by some authors requires more in-
depth analysis of the specific risks of AI and their foreseeability. A general call for 
excluding new technologies from the defense is counter-productive and may hinder 
manufacturers from investing in products using AI. 

2.4 Liability for Negligence 

In the absence of a specific provision which allows the defendant to claim com-
pensation for damages, in Swiss law, the general fault based civil liability applies 
(Art. 41 Swiss Code of Obligations). For NLG, fault-based liability would become 
relevant if the output generated violates personal rights, infringes intellectual 
property rights, or triggers the unfair competition act’s provisions. 

2.4.1 Infringement of Intellectual Property Rights 

The output generated by NLG algorithms without human intervention is not 
protected by copyright due to the lack of creative input (Ragot et al. 2019, p.  
574). Reymond 2019; Ebers et al. 2020, p. 9).21 Hence, output generated by NLG 
algorithms can be used by other parties without violating copyright laws or paying 
royalties for its use. 

On the other hand, NLG algorithms can rely on sources available on the internet. 
The risk that they use copyrighted or patented works must be considered by their 
developers.22 

2.4.2 Personal Rights Violation 

Several examples show that artificial intelligence algorithms for NLG may generate 
output that violates personal rights of others (defamation, libel etc.). Swiss law 
provides a victim of personal rights violation with a bouquet of remedies, ranging 
from injunctions to claim of damages. The autonomy of NLG algorithms does not 
exclude the operator’s civil liability if the output generated by the NLG algorithm 
violates personal rights of others (Art. 28 (1) Swiss Civil Code).23 If the claimant 
proves that the operator of the NLG algorithm was at fault, he may seek monetary

21 Ragot et al. (2019), p. 574; for the German law: Heinze and Wendorf (2020), n63 who argue that 
for AI which strongly relies on presetting, the programmer of the code may own a copyright to the 
work produced by the AI. 
22 Heinze and Wendorf (2020), n79; German Supreme Court Ruling I ZR 201/16 (15/2/18); see 
the recent lawsuit filed against GitHub with the US Federal Court in San Francisco (https:// 
githubcopilotlitigation.com/). 
23 Swiss Supreme Court Ruling 141 III 513, c5.3. 

https://githubcopilotlitigation.com/
https://githubcopilotlitigation.com/
https://githubcopilotlitigation.com/
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compensation (Art. 28a (3) Swiss Civil Code and Art. 41 Swiss Code of Obligations) 
(Meili 2018, Art. 28a n16). 

News outlets are susceptible to claims if they vastly use NLG algorithms without 
proper oversight. As news circles are shorter and new players become increasingly 
important, the risk that output generated by NLG infringes personal rights increases. 

News outlets are not the only operators that may see themselves involved in 
defamation lawsuits when using NLG that does not work properly. In particular, 
rating portals that use NLG to create comments on businesses (e.g. aggregated from 
individual feedback form customers) may violate personal rights if the (aggregated) 
feedback is wrong or violates personal rights of others (Reymond 2019, p. 111, et 
seq.). If search engines or website owners that provide links to content that violates 
personal rights of others are also liable, is not yet determined under Swiss law.24 

2.4.3 Unfair Competition 

Output of NLG algorithms may be susceptible to unfair competition claims if in 
violation of fair competition requirements. Cases in which unfair competition issues 
involving NLG become relevant are all types of sales activities in which NLG 
is used to advertise products. This may involve widespread general advertising 
or automated comparisons with similar products of competitors, or descriptions 
tailored to individual customers to persuade them to purchase a particular product 
(Leeb and Schmidt-Kessel 2020, n6). With the advent of rating websites (such 
as Google Maps, yelp etc.) businesses are taking advantage of good ratings. 
NLG algorithms may help businesses to easily create fake reviews. The creating 
or ordering of fake reviews to unjustifiably improve or weaken the rating of a 
competing business, qualifies as unfair competition, and may give a competitor a 
claim in damages. 

The Swiss Unfair Competition Act sanctions (UWG25 ) various forms of unfair 
competitive behavior. In particular, the law sanctions actions that mislead customers 
about the NLG’s operator’s own products or those of a competitor (Art. 3 (1) UWG). 

The law provides for various remedies, such as injunctive relief for the injured 
persons, for the state or professional associations (Art. 9 and 10 UWG). Injured 
persons may further claim damages based on the fault-based liability in Art. 41 CO. 

2.4.4 Duty of Care 

Owners of copyright protected or persons whose personal rights have been violated 
by NLG output have various legal remedies to act against the violation of their 
rights. Besides injunctions the injured person may claim damages. The latter is

24 Reymond (2019), p. 114; Swiss Supreme Court Ruling 5A_792/2011, c6.3. 
25 Swiss Federal Law against unfair competition dated December 19, 1986 (UWG). 
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based on the general fault-based liability provision of the Swiss Code of Obligations 
(Art. 41 CO). Hence, the claimant must prove, among damages and causality, that 
the tortfeasor breached the applicable duty of care. 

The duty of care is derived from legal or private standards, which for new 
technologies have yet to be established (Reusch 2020, n301). If specific standards 
are lacking, general principles for all sorts of dangerous activities apply. Thus, a 
person creating a risk of harm for others must take all necessary and reasonable 
precautions to prevent such.26 

The Swiss Supreme Court has already dealt with cases where links from online 
blogs led to webpages that violated personal rights. Without in-depth assessment 
the Court concluded that the operator of the blog could not constantly monitor 
the content of all webpages linked (Reymond 2019, p. 114 with other references). 
Similarly, the German Supreme Court concluded that a search engine operator 
cannot be held accountable for any personal rights violation of autocomplete 
suggestions generated by its software. The operator of a search engine must only 
take reasonable measures to prevent violation of personal rights. The smooth and 
efficient performance of the software should not be impeded by rigorous filtering 
systems.27 On the other hand, the specific expertise of the manufacturer or the 
operator which allows them to assess the risk that the AI agent may infringe on 
third party rights must be considered to set the applicable standard of care (Heinze 
and Wendorf 2020, n84). Furthermore, the operator is also responsible to regularly 
control the algorithms datasets which it uses to improve its abilities (Conraths 2020, 
n69). But despite careful planning, the developer or operator of an NLG-algorithm 
may not always be able to predict who may be harmed by the algorithm used, hence 
preventing it to take measures against it (Weber 2017, n22; Binder et al. 2021, n46). 
Finally, with self-learning NLG-algorithms in particular, developers and operators 
must prevent that the algorithm takes up harmful behavior from the interaction with 
its users (Heine and Wendorf 2020, n84). 

3 Conclusion 

NLG offers a wide array of possible applications. Cutting-edge algorithms allow 
to create verbal output that cannot be distinguished from human created speech. 
A cat-and-mouse game is underway between those who program NLG and those 
who develop algorithms capable of determining whether certain output is human 
or artificial. As shown, the verification of computer-generated text is crucial from

26 Gordon and Lutz (2020), p. 58 argue that breach of duty is unlikely because harm from AI is not 
foreseeable to developers. To the contrary: Zech (2019a), p. 198 arguing that the introduction of 
a high-risk product is negligent if the operator has not taken all reasonable and necessary steps to 
prevent harm to others. 
27 German Supreme Court Ruling VI ZR 269/12 (14/3/13). 
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a legal perspective, as the legal bases are only applicable to one or the other 
respectively. 

The self-learning function of artificial intelligence is challenging tort law. 
Interaction with users can result in unintended behaviors, and in the worst case, 
even cause harm. This raises delicate questions as to what extent a programmer or 
an operator of an AI should be liable for its actions as they might not always be 
able to anticipate future behavior of the AI derived from the interaction with third 
parties. 

Legal research will have to grapple for some time with how to deal with the 
specific challenges of AI before rashly giving in to the temptation of new legislation. 
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AI Instruments for Risk of Recidivism 
Prediction and the Possibility of Criminal 
Adjudication Deprived of Personal Moral 
Recognition Standards: Sparse Notes 
from a Layman 

Pedro Garcia Marques 

Abstract In what follows lies a recount of a concerned criminal lawyer, a layman, 
as he observes the change foreshadowed by AI in the field of individual risk 
recidivism assessment for the purposes of criminal penalty imposition on convicted 
felons. The text will therefore reflect upon the nature of that assessment when 
promoted by new AI programs based on actuarial-meaning statistically derived-
information. It then proceeds to compare that risk recidivism assessment with the 
one undertaken within the current traditional human paradigm. Identifying the 
ensuing challenges set by the technological alternatives on the very survival of 
criminal law’s principiological mainstays. A final note will be drawn on what is 
lacking in the technological proposal, for all its technical upsides and perceived 
advantages. The approach here changes. From literature one will bring to the fore 
the very human account that lies at the center of anything resembling judgment. 
Both the judgment of the individual being assessed and the one of the court doing 
the assessment. Human as they both are, one heeds the kind of humanity an entire 
science—that of law—and its specific approach must acknowledge. Exactly that 
humanity that seems to be lacking in the technological AI proposals. 

1 Introduction 

Sparse notes, no more, will be found below. Reflections of a criminal lawyer, no 
doubt sensing the uneasy feeling of redundancy. A layman lead by curiosity and 
scholarly interest. One that for all his investment is in no doubt that he can only 
tag along the incessant technological revolution that here as elsewhere creates new 
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possibilities and all-encompassing challenges. Challenges of a kind that in order to 
be properly met will require the one thing that cannot be provided: time for pause. 

The following lines are not those of an expert. If expertise is what you, dear 
reader, are searching, please do look elsewhere. They are, on the other hand, the 
result of (a small amount of) time to pause and reflect. If, dear reader, you are willing 
to settle with that then, please, do come in and join me. What I offer are no more 
than mere reflections. Who knows, maybe your time will in end be well spent. 

The immediate object of our attention is be centered around machines and 
computer programs endowed with artificial intelligence, with particular emphasis on 
those in which the degree of autonomy is determined by an independent decision-
making capacity with the ability to learn, at a level of deep learning.1 

The consideration of predictive tools for the level of risk of recidivism will gain 
particular importance, namely computer tools for anticipating the risk of recidivism 
of convicted felons. 

Endowed with autonomy in considering the nature and measure of the individual 
penalties, COMPAS, LSI-R, VRAG and ORAS will be taken as a reference, as 
they are acronyms of currently available computer programs for “prediction” of 
recidivism risk, each of them dependent on actuarial-meaning statistically derived-
information.2 

All of them concern computer programs that, at the present time, calculate, 
through the attribution of points and ranking definition, the recidivism risk of any 
certain convicted felon in the commission of crimes in the future. 

Offered today as auxiliary tools to judicial decisions, these are not yet programs 
endowed with autonomous decision-making attributes. Albeit that technological 
capacity may already be well within reach (Eaglin 2017, pp. 59–122). 

At stake in any of these instruments of prediction is, therefore, at the present 
moment, its claim of capacity to predict future individual behavior. And not just that, 
but to do it accurately. And always, inevitably, the further claim that that judgment 
of probability, precisely because of its undoubted accuracy, should be able to serve 
as the criterion and the basis, not only for limiting the individual physical freedom, 
but also for deciding its severity and nature. 

The possibility of criminal adjudication by machines and programs, i.e., by the 
artifact endowed with artificial intelligence, to any given individual based on any 
given set of facts of a specific penalty, proposed in a specific form and at a certain 
level of severity, based on the prediction of his/her future criminal behavior is now

1 On this, please see Eaglin (2017), pp. 59–122. 
2 Acronyms for Correctional Offender Management Profiling for Alternative Sanction (COMPAS), 
Level of Service Inventory -Revised (LSI-R), Violence Risk Appraisal Guide—Revised (Vrag) 
and Ohio Risk Assessment System (ORAS), respectively. For the detailed description of these 
systems, among others, please see Eaglin (2017), pp. 59–122. For detailed discussion on risk 
recidivism assment tools, please see Eaglin (2017), pp. 59–122, Selbst (2017), pp. 96–98, Citron 
and Pasquale (2014), pp. 1–34, Notes (2017), pp. 1530–1537, Tillers (2002), pp. 1365–1380, and 
Vervaele (2014), pp. 115–128. In portuguese language, please see Rodrigues (2020), pp. 11–58. In 
Italian language, please see Gialuz (2019), pp. 1–23. 
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upon us. And with it, for the first time, the central role played in the decision-
making process of adjudication of criminal guilt and of the assignment of blame 
by machines. That is, by objects utterly devoid of capability for moral judgment and 
reflection. 

The question will inevitably arise over the possibility and legal justification of 
individual criminal adjudication devoid of moral recognition. 

The absence of which becomes a fact when, in that process of ascription, the 
machine calculae departs from a mere (even if already significant) instrumental role 
and achieves full autonomy to the point of becoming sole arbiter in the decision-
making process of individual adjudication of a criminal penalty. A well-advertised 
fact in a not too distant future by their respective system‘s providers (Eaglin 2017, 
pp. 59–122), as the ongoing development of these instruments and the improvement 
of their learning capacity will allegedly afford them the kind of algorithms capable 
of prediction calculations endowed with increasingly smaller margins of error 
(Eaglin 2017, pp. 59–122). 

The moment may come when these instruments for calculating recidivism will 
become fully capable of replacing the court, the Public Prosecutor’s Office and 
generally the social welfare apparatus in its court’s auxiliary capacity, deciding by 
themselves, by their own lights, unaccompanied and unchecked, the nature of the 
penalty, determining its measure, its duration and the conditions for its completion. 

On that day, the decision making process of penalty adjudication will become, 
not a machine based, not even a machine driven, but rather a machine decision-
making process. 

The combined consideration of these instruments and their adoption (in their 
current status and in the near future) will challenge the very existence of an array 
of traditional principles of criminal responsibility, such as, the personal nature of 
each individual criminal penalty, the in dubio pro reo or the acceptance of free 
will as the basis for contemporary philosophical justification of criminal individual 
adjudication. 

2 The Predictability of Future Behavior 

2.1 The Acceptance of a Judgment of Probability as 
a Criterion and Basis for Limiting Physical Freedom: Its 
Implications and Its Consequences 

Let us take on each of the challenges one by one. And let us do it through the lens 
of the type of assessment that any of these programs is capable of asserting: one that 
is undoubtedly based, not on certainty, but only on probability. 

Probability of recidivism does not mean certainty of recidivism and risk assess-
ment calculation does not equate to certainty of danger. Therefore, a risk probability
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judgment, even if rigorously determined in relation to an agent, does not imply that 
he is actually dangerous. 

Thus, the imposition of a penalty based on that calculation may imply: 

a. Its enforcement on an agent that, despite the calculated statistical probability, 
does not actually pose any of the risks calculated as probable; 

b. That this negative margin of inefficiency is accepted, meaning that it is admitted 
as a cost of the system that a non-determinable number (since the penalty is 
applied to all according to a calculated risk calculation validated by the system) 
of convict felons will be subject to a type of penalty and to a level of severity that, 
in individual cases, are not justified, due to the non-coincidence between the risk 
probability calculation and the individual risk that the convicted person actually 
represents. 

The penalty or penalties chosen, the measure of their severity, that is, the sentencing 
to which the accused is subject, subject as it is to a judgment based on a mere 
probability-based risk calculation, will apply to the individual regardless of the risk 
that, as mentioned above, that convicted person actually represents. 

Thus the problem: if the applicable penalty is based on the pursuit of preventive 
needs, then the risk of justifying a penalty on the basis of a judgment of probability, 
surely will imply that the deprivation of individual liberty of that individual agent 
may pursue no foreseeable end, legitimate or otherwise. Hence corresponding to a 
penalty whose imposition no legitimate end can justify. 

The abandonment is thus dictated, albeit without conscious realization, of one 
of the fundamental principles of contemporary criminal adjudication: that of the 
irrevocable inherently personal nature of each individual penalty. 

Probability, risk, that is, doubt—even if supported by calculation—will do. It will 
suffice for the deprivation of liberty and above all for the imposition of a criminal 
penalty with the particular kind of acumen that any criminal ascription implies (and 
is supposed to imply). The convicted felon is blamed, singled out and labeled as 
dangerous, not because she/he actually is, but because everything technological— 
the machines, a spreadsheet, an algorithm—suggests that she/he is. Even if and even 
when she/he is not. 

The commitment may very well be on the constant refinement of the mechanisms 
involved in the calculation of probability of risk as the basis for the proposal of— 
or decision on—the nature and the quantification of severity of the penalty to be 
applied to each convicted felon. 

But that convicted felon will always be regarded by the system as the object of 
calculation. The object to be targeted with those measures. 

Reduced to the condition of object of calculation, the calculae on the rei extensae 
involved in the risk assessment necessary for penalty determination will inevitably 
fail to grasp the absence from the equation of the very person, the individual 
herself/himself, that forms that object of measurement. 

Again, one can the swear by the commitment to allow for autonomy in 
calculation only when the best possible technical conditions are achieved. But with 
doubt hanging over each risk assessment exercise and with an object rather than
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a person in view, the perspective adopted is necessarily one of damage limitation 
in the face of miscalculation by the part of implements that will dispense with any 
consideration of the person, replacing it by a mere object under measurement. 

But, if this is true than one can always argue that probability is precisely 
at the heart of every assessment the future possibility of recidivist action by 
convicted felons. Be that the traditional judicial evaluation subject to open court 
discussion, bearing on the pertinent evidence over the personality of the defendant, 
as well as her/his family, social and economic standing and conduct before and 
after the perpetration of the crime; be it the technological cybernetic activation of 
algorithmically organized parameters that, in all honesty, will bear into the calculus 
much the same factors and parameters the judge and jury will comb through in order 
to arrive at a substantiated decision on the sentencing. All of which allowing no 
more than an estimate. Probability in the end underlies any prognostic judgment on 
recidivism and sustains any decision on the imposition and enforcement of criminal 
penalties in each particular case, on each respective convicted felon. 

So one can argue that, at least in its technological form these new found methods 
of criminal recidivism assessment, the issue or rigor or lack of in the calculous 
of probability becomes expressly thematized. Along with the pledge towards its 
successful achievement in a measured and verifiable way. 

Whereas the traditional judicial form of risk assessment will foster no such 
ambition as it will not allow for any equivalent capability. For any such close 
scrutiny will require the kind of mass data treatment and simultaneous differentiated 
parameter control that will fall quite beneath the scope of capability afforded by the 
traditional judicial method, human as it is in its nature and form. 

Moreover, the treatment of the data and the care taken in its selection in order 
to properly support the recidivism risk assessment is, one can further argue, no less 
rigorous, as the traditional human method and the new technological alternative are 
set side by side. 

This being true it is possible to defend that these new technological possibilities 
provide the platform for the much-needed criticism and denunciation of traditional 
systems of risk assessment and ascription—with the inherent blame assignment and 
individual criminal liability adjudication—for not acknowledging the fact that they, 
just as much as their cybernetic counterparts, are solely dependent and reliant upon 
probability. Probability stands for, on one and the other, still as the paradigm. 

And by not coming to terms with that realization one can contend that the 
traditional human method will effectively conceal the requirement for the utmost 
rigor in its calculation of individual risk assessment. Dispensing with the very 
implements that allow for a thorough and convincing review as well as scrutiny 
of each individual decision on the penalty. Thus opening the door, without even 
realizing it, to judicial arbitrariness. 

If the criticism is true. And it is. And if we can credit its particular thrust on the 
very existence today of technological alternatives with their unmatched capabilities; 
these technological proposals are none the less lacking. And they are lacking where 
the traditional approaches are not. At the core of their fundamental epistemic 
option they do fail. And they do fail where the criticized traditional approach,
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notwithstanding the pertinence of the criticism, does not. The technological models 
fail in and because of their epistemic self-sufficiency. 

Self-sufficiency as their epistemic central feature lie, no so much on the fact that 
the entire calculation model afforded by the ever-adaptable given algorithm is the 
epilogue of an exercise in probability. Rather, their stapled epistemic self-sufficiency 
resides on the assumption that probability suffices. No more is needed. 

Probability is the exercise on which the cybernetic calculator grounds its 
entire risk assessment. Doubt therefore becomes the very thing on which the— 
every—effort of calculation is based. Henceforth, doubt, namely the one that under 
the persuasion of extraordinary technical capability is reduced to the fringes of 
statistical irrelevance, will not suffice to merit the reversal, let alone the putting 
into question of whatever level of risk assessment that has been set regarding that 
individual convicted felon. Despite the doubt, the assertion of statistical probability 
will suffice. 

Ubiquitous as doubt may be on each exercise of calculation, none of that will 
hinder the imposition of penalty on the convicted felon to the exact measure of the 
risk that, despite the doubt, he is statistically deemed to represent. 

A person is convicted, deprived of he/his freedom—and as mentioned supra 
blamed, singled out and labeled as dangerous—in the face of a justification that 
may very well be wanting. Since, despite the assessment, in that particular case, that 
particular person may have, in fact, posed no risk at all. 

Of course, one may always turn to the traditional human way of going about that 
risk assessment. Based just as much on probability as its technological counterpart 
and craving, as it were, for the kind of certainty that will provide for its adequate 
juridical validity. But the turn in the analysis will not afford any conceivable answer 
to the question at hand. Two wrongs will not make a right, one would say and the 
misgivings of the traditional human approach will fall short on providing the kind 
of improvements the technological one is in dire demand. 

But also and above all, albeit underlying a fact, it does not, on the other hand, 
describe the reality. And the reality of that human endeavor is its firm rootedness 
on the quest for certainty. One that provides an explanation for a penalty grounded 
on the conviction of that particular judge and through him of the State (and the 
Commonwealth for those in those whereabouts) regarding the specific risk that that 
individual person actually poses. And on the responsibility of the State for those 
risk assessments provided in error. 

In this human traditional approach doubt is valued, subject to appreciation, 
challenged in open court, subject to argument by the parties, contested, reviewed 
over and over and challenged again. Doubt, even at the fringe of statistical 
irrelevance, is, even then, doubt. In fact one may say that in this human approach 
there is no such thing as irrelevant doubt, statistical or otherwise. 

The difference in how doubt is handled in each of the systems is striking. 
And perhaps therein lies the other kind of sufficiency that the technological 

approach boasts and takes upon itself: the procedural self-sufficiency. Apparently 
dispensing with discussion of any shape or form, on open court or in camera or 
any other, it calculates and assesses and proposes the end result. It may decide
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one day by itself on it. In the meanwhile, as it aides the court on delivering its 
decision, what, may one ask, will the court have in its hands to counteract the self-
sufficiency of a readymade decision that decides on what is negligible doubt, that 
equates it to sufficient certainty, without ever partaking its rationale, nor allowing 
for any contradictory discussion on what has already become the machine’s sole 
actuarial (using the term on which the machine decides against itself) domain? 

Doubt and probability thus fulfill, in the traditional human approach, the part 
of costs of the system They are evidence of its fallibility, the very sources of 
its injustice. The awareness of what therein lies in palpable threat of unfairness 
manifest traditional approach’s commitment to the principle of presumption of 
innocence and serves as the backbone of its claim to constitutional validity. 

This claim entails the acceptance, as an unquestionable moral assertion of lesser 
evil, that it is best to acquit a guilty person than to convict the innocent one. And to 
bring it to bare on the whole exercise of calculation and assessment of recidivism 
risk of any given convicted person. 

Doubt will therefore be brought into consideration in favor of the one being 
evaluated, accepting risk of error by default. Insufficient weighing of risk assessment 
serves, in the face of doubt, as the cost of a traditional system that, by proclaiming 
the above mentioned principle of lesser evil, does so as part of its duty towards 
equal respect and consideration of each individual, recognizing in each and everyone 
her/his inherent humanity. Such a proclamation is endowed with immediate practical 
consequences, bringing to the fore the exact principle of which that proclamation 
and the traditional method are their all too human practical translation: that of the 
in dubio pro reo. Precisely the one that the technologic alternative fails to consecrate 
and to integrate in itself. Precisely the one that avows the constitutional validity of 
the former to detriment of the latter. 

3 The Risk of Technological Bias 

Furthermore, the linear understanding of prospective behavior at the heart of any 
technologically autonomous risk assessment will be afford the understanding of 
human behavior precisely as linear. The feasibility of technological risk assess-
ment becomes possible only insofar as future human behavior is determinable. 
A determination that, let us remind ourselves, is only made possible through 
the transformation of doubt over actual risk, when statistically improbable, into 
certainty of risk. 

At this level, no room will be afforded to those rare moments of regret, desis-
tance, repentance, introspection or epiphany. Back tracking, changing of minds, 
since statistically highly improbable will equate to nonexistence in the brave new 
world of all too certain technological decisions on risk. Those precise cybernetic 
decisions that will perform the function, if and only if, the human element is 
extricated from the equation, utterly ignored from the calculous. Those moments, 
rare as they are, are as good as nonexistent. Yet human nature and human condition,
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on those rare moments, stubbornly challenge the machine-like certainty, comforting 
as it may appear in its alleged accuracy. 

If one accepts this technological state of affairs, along with the above-mentioned 
methodological conundrums, a turn will be imposed on the philosophical premise 
that sustains and forms the basis for any exercise in criminal adjudication and blame 
ascription. That of its reliance on the understanding of each person as a free agent. 
That, in the end, of a commitment to indeterminism. 

At stake is the abandonment of an indeterministic conception of human action. 
And at the statistical fringes, where improbability lurks in, the irrelevance of free 
will is for all intents and purposes accepted. Replaced with a kind of self-appointed 
statistically plausible determinism, albeit unchallenged and uncritically accepted. 

Then there is the risk of perpetuation and promotion of the existing model of 
social reality in its prejudices and asymmetries. And, with it, the conjunctural set of 
problems that persist in challenging the credibility of all technological attempts at 
risk assessment. 

Since any exercise will need to take into account data on social environment 
and provenance of the convicted felon, such an exercise may imply the risk of 
considering the defendant in terms of a model, and, as such, as a member of a 
paradigmatic community for statistical purposes. And the risk of bias creeps in.3 

In addition to the inherent risk of miscalculation, such a model may tend 
to perpetuate a dominant majority perception of a social reality with the kind 
asymmetries that feed its underlying prejudices. When lacking critical instruments 
able to denounce them, the algorithmic model of risk assessment posed by the 
defendant, instead of being able to ascertain the actual danger that she/he represents 
as an individual, may undergo the risk of overburdening the exact same persons 
who, as members of disfavored communities, already suffer the effects of those 
exact same asymmetries and prejudices. 

Even worse. By providing an arsenal of data and methods of calculation that 
seem to order a necessary conclusion in a logical, plausible and linear way, it will 
tend to validate and, with that, to legitimize ways of collecting and processing data 
and consequent proposals for penalties that, underneath that arsenal, replicate—in 
a fashion that lends itself to be hidden and camouflaged—the precise bias that will 
label those individuals whose risk is being assessed with the same criminogenic 
factors that affect in a marked way the members of the communities they come 
from. And for no other reason than the fact that they come from those communities. 

Hence, those who, in fact, most often find themselves grappling with justice may, 
in the logical plausible linear assessment of the machine, find themselves labeled as 
the personification of danger because mechanical logic demands it. Despite of who 
she/he individually are and in spite of what a human consideration, under the light

3 The risk of bias in risk predictive assessment tools has a long-standing issue that has merited 
significant discussion. For detailed analysis on the issue, please see, among others, Angwin et al. 
(2016), Chander (2017), pp. 1023–1045, Flores et al. (2016), pp. 38–45, Spielkamp (2017), pp. 
96–98, Temming (2017), pp. 26–29, and Zarsky (2014), pp. 1375–1412. 
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(a no less) human reasoning, might be able to do in challenging that (machine-like 
calculated) logic. 

4 Conclusion 

What is then left out? 
Most definitely the consideration of the improbable, although always possible, 

change of mind. 
But how so? 
We will try to provide an answer in much in the same way as in previous 

occasions (Marques 2016, pp. 505, 506; Marques 2021, p. 103). The path will be 
unorthodox. We start with literature. 

The kind of  change that the brazilian writer JORGE AMADO, in his novel Terras 
do Sem Fim, lets us in in the mind of Damião, a hired killer (jagunço), as he prepares 
to ambush and kill yet another victim. A change of mind, an epiphany even, that 
leads him, for the first time, to miss the shot (Amado 1942, pp. 75, 76). 

Damião is tormented by the questions he had heard from Sinhô Badaró addressed 
to another killer (jagunço), “Do you think it’s good to kill people? Don’t you 
feel anything? Nothing inside?”. And now in the ambush, as he was preparing to 
kill Firmo, an idea emerges. At first, as a mere conjecture—“And suddenly, the 
terrifying idea cut his head: what if Dona Teresa were pregnant, a child in her belly? 
( . . . ) He would have been born without a father, the father would have been under 
the aim” of Damião.

�And it shudders all over, its huge giant body. 

You can see Dona Teresa’s face ( . . . ) before there was the moonlight, white as milk, spilling 
over the ground. ( . . . ) She is asking him not to kill Firmo, for God’s sake he does not kill . . .  
On the moonlit floor the black man sees Teresa’s face perfectly�. 

What if I didn’t kill Firmo? (Amado 1942, pp. 75, 76) 4 

Unpredictable as it may be, therein lies humanity. 
And Arendt’s words spring to mind: “the fact that man is capable of action means 

that the unexpected can be expected from him, that he is able to perform what is 
infinitely improbable” (Arendt 1998, p. 178). And so because man “is unique”, 
since, with each birth, “something uniquely new comes into the world” (Arendt 
1998, p. 178). 

Every beginning, thus Arendt, every origin bares with it the element of unpre-
dictability. Each moment of difference is, therefore, an unexpected and unpre-
dictable moment of novelty, of surprise, confirming both that the “new” “always 
appears in the guise of a miracle” (Arendt 1998, p. 178).

4 Translation by the author from the original in portuguese. 
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Here, thought is born as the political condition for action, as the very possibility 
of language and discourse and, therefore, of a life founded on, because marked by, 
humanity. And, with that, the word, the thought that reflects it and the judgment 
that, then, through one and the other becomes possible. 

Now, what is at stake here is precisely, with ARENDT, the return of thought 
to action (Arendt 2005, pp. 188, 189). Of action considered as freedom. Since, 
when action, that which begets human creativity, is left aside, thought itself, as the 
“activity of sharing in the difference in which equals are recognized” (Arendt 2005, 
pp. 188, 189), will be forgotten. And, on that moment, judgment, that on which the 
very possibility of freedom relies, will disappear from human existence. 

Hence, what is definitively left out? 
Again, literature. 
We turn to PRIMO LEVI in his Se Questo è un Uomo (Levi 1989). While captive 

in Auschwitz he recounts that one day while being escorted by a guard, named Alex, 
an oiled steel pipe crossed their way. As the guard passed, he leaned on the pipe and 
accidentally got oil on his hands. “Without hate and without derision”, Levi tells us, 
“Alex wipes his hand on my shoulder, the palm and the back of your hand, to clean 
it”. And concludes Levi, “( . . . ) he would be very surprised, the poor and brutish 
Alex, if someone told him that today I judge him for this act, he and Pannwitz, and 
the countless people who were like him, big and small, in Auschwitz and elsewhere. 
” (Levi  1989, pp. 96, 97). 5 

This—human judgment as the essence of human thought and the mark of human 
dignity—becomes forgotten and, as forgetfulness sets in, P. F. TRAWSON’s lament 
becomes our own. A lament that he expresses as follows: “it is a pity that the talk 
about moral sentiments has fallen out of favor” (Strawson 2008, p. 26). Fallen into 
disfavor is not only the doubt regarding the restriction of moral concepts into a 
single, rational origin, but also the perception towards the insufficiency of mere 
reason as the prime motivational impetus for action. 

A lament that serves as the point of departure for the unravelling of his proposed 
reactive attitudes of participation. As those that in the face of each behavior of each 
one of us trigger common reactive attitudes (ordinary reactive attitudes). The kind 
of attitudes—participatory in nature—that the Author calls “essentially natural and 
human reactions”, without which “it is doubtful that we have something that we can 
consider intelligible as a system of human relations, as human society” (Strawson 
2008, p. 26). 

At stake is the need to take into consideration the network of attitudes and feel-
ings that form an essential part of moral life as we know it, as a perceptible source 
of the meaning enclosed in the “language of morals”, and, as such, of everything 
we intend to say when we speak of worthiness, responsibility, guilt, condemnation, 
and justice. Each of them resonates in those attitudes and feelings that constitute 
the cement of the specific kind of relationship that forms a community. Of the kind 
of relationship that equate to life itself, again with ARENDT, in its ontologically

5 Translation by the author from the original in portuguese. 
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characterizing togetherness. A relationship that, in the end lies, at the very he very 
foundation of moral responsibility. 

That, in the end, is missing. Left out. 6 
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The Relevance of Deepfakes in the 
Administration of Criminal Justice 

Dalila Durães, Pedro Miguel Freitas, and Paulo Novais 

Abstract Nowadays, it is challenging to distinguish between genuine content 
created by humans or deepfake created by deepfakes algorithms. Therefore, it is in 
the interests of society and nations to have systems that can notice and evaluate the 
content without human intervention. This paper presents the challenges of artificial 
intelligence, specifically machine learning and deep learning, in the fight against 
deepfake. In addition, it presents the relevance that deepfakes may have in the 
administration of criminal justice. 

1 Introduction 

Deepfakes appeared in late 2017 when an anonymous user on the social network 
Reddit published videos where pornographic actresses’ faces were replaced with 
celebrities’ faces (Europol 2020). The potential of this technique quickly dissemi-
nated on the Internet, making it accessible for everyone (Anderson 2018). 

Deepfake is one of the most visible malicious uses of artificial intelligence (AI). 
The name derives from the combination of “deep learning” and “fake media”. To 
create Deepfakes, AI techniques, particularly machine learning (ML), are used to 
create or manipulate content, which may be audio or video. Content that might 
be extremely hard for humans or technological solutions alike to distinguish from 
authentic one (Chawla 2019). 
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2 Deepfake: Definition and Categories 

A deepfake is content (video, audio or otherwise) that was either fully or partially 
fabricated or manipulated from existing content (video, audio or otherwise). 
However, the most significant cases of deepfake appear in the video format, whose 
authentication difficulty allows any information since any audiovisual content 
can be manufactured. Deepfakes emerged from AI applications that combine, 
mixture, replace or overlay images and videos, creating fake videos so that they 
look authentic (Maras and Alexandrou 2019; Europol 2020). Deepfake is a clear 
example of the intricacy and complexity technology used. However, the available 
applications allow anyone with low computing power and little knowledge to create 
fake videos (Figueira and Oliveira 2017). 

Deepfakes can be legally created to engage or spark critical observations. 
Nevertheless, deepfakes are also used to commit fraud, deceive, or intimidate people 
by releasing images or videos without their consent. 

There are different categories of deepfakes: face replacement or body-swapping, 
face reconstruction, face generation, speech synthesis, and shallowfakes. Face 
replacement or body-swapping substitutes parts of a person for another. Face 
reconstruction manipulates a part of a person to assemble it seem as if they are 
expressing something they are not. Face generation lets create synthetic images 
of convincing but entirely fictional people. Speech synthesis employs training 
algorithms to generate a deepfake voice or an artificial audio file. Shallowfakes 
allow the creation of audiovisual frauds by using elementary or basic editing 
methods (Europol 2020). Table 1 present examples of different deepfakes. 

3 AI and Deepfake 

As we mentioned earlier, deepfakes are created using AI. But how? 
One of the great advantages of AI is that it absorbs a large amount of knowledge 

from the environment in which it is inserted, learning, and improving its responses 
day by day. 

To better understand the concept of AI, it can be divided into two categories: 
Artificial Strong Intelligence and Artificial Narrow Intelligence. 

Artificial Strong Intelligence includes systems that exhibit human intelligence 
or even superior in all fields. Furthermore, this type of intelligence can share 
experience from different domains. Several tests are used to indicate if a given 
system shows Strong AI, but this has not yet happened, what has led experts to 
suggest that this is merely an aspiration (Muehlhauser 2013). 

Narrow AI or Weak AI includes all systems where there are well-defined right or 
wrong answers, where there are discernible underlying patterns and structures, and 
where research and computing speed offer advantages over humans. The existing 
AI systems are not yet designed to apply abstract reasoning, understand concepts,
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or general broad-spectrum problem-solving skills (Krupansky 2017). So, systems in 
this category have narrow and limited application to solve specific problems. 

There are three main different approaches to developing AI systems: Rule-based 
methods, ML and DL. Of these three approaches, the most used are the last two, 
which will be addressed in the next section. 

4 Machine Learning 

ML is a kind of AI that permits software applications to become more trustworthy by 
improving their capacity to anticipate accurate outcomes (Burns 2021). In ML, the 
algorithm is presented with a dataset with several data and a tag for the data. In this 
way, the system will find the common patterns in that dataset. Figure 1 presents the 
position of ML on AI. The more examples the dataset contains, the more effectively 
the algorithm responds. In addition, the system learns from its mistakes. 

Based on theoretical concepts, ML can be described by a model, which has data 
as input and prediction as output. Yet, a model is no more than a mathematical 
formula. A mathematical formula is the result of a ML algorithm implementation. 
The mathematical formula will measure parameters that can be used for prediction. 
Models can be trained and learned from training data (Krzyk 2018). Figure 2 
presents a diagram visualization of a ML Model. 

This is very recurrent in society, allowing companies to investigate trends in the 
behavior of individuals and patterns in order not only to enhance their product but 
also to provide a better quality of service to users. Several companies in the world 

Fig. 1 Position of ML on AI context (adapted from (Cauduro 2018))
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Fig. 2 Diagram visualization of a ML Model 

use ML, and it acts as an important differentiating factor between companies. Today, 
ML is used in many areas and applications. One of the most prominent applications 
of ML is in recommendation systems, where it allows advising clients on specific 
topics. Examples are news, games and movies (Burns 2021). 

As mentioned, there are several areas in which ML can be applied, and there 
are several categories in which the different algorithms are grouped based on 
their objective. As presented in Fig. 3, the three main categories are supervised, 
unsupervised, semi-supervised learning, and reinforcement learning (Dey 2016; 
Krzyk 2018). This figure also presents some applications of each type of ML 
categories. 

4.1 Supervised Learning 

Supervised learning can be described as a process that uses algorithms capable of 
producing patterns and hypotheses from given instances, applying them to predict 
unknown instances. This type of learning tries to predict dependent variables from 
a list of independent variables. All ML algorithms follow a similar process: dataset, 
features, algorithms, evaluation, and training. 

To use ML models, it is always needed an input dataset divided into training 
and testing, which must contain millions of data. The larger the dataset, the 
better is the algorithm’s response. The training includes the variable that will be 
predicted/classified, and it is with this data the algorithm will learn so that it can 
apply this knowledge in the test dataset and predict/classify that same variable (Dey 
2016).
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Fig. 3 Machine Learning Methods (Adapted from (Krzyk 2018; Raigon 2020)) 

Fig. 4 Supervised learning model 

Features are data that will be transformed into a numerical representation so that 
the algorithm can understand it. The algorithm does not use all the data, because it 
will learn which one is relevant. 

On supervised learning the dataset has several data samples, which consist of 
pairs of input-output examples that trained the model. When the model is prepared, it 
will predict the expected label outcome. Then prediction is compared with the label. 
If there is not a match, we have what is called an error. The error is merely feedback 
in the model, in which it will be updated. Figure 4 represents the supervised learning 
model. 

Different ML algorithms can be used, namely regression or classification algo-
rithms (Table 2). 

Regression algorithms aim to know how one variable evolves concerning 
others. This type of algorithm predicts a continuous value. Examples of regression 
algorithm applications are predictions, forecasting, or estimating. 

Classification algorithms seek to explain a categorical variable with two or more 
categories, dividing the data into classes, using common features. Some examples 
of application classification algorithms are fraud detection, image classification, 
customer retention and person diagnostics.
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Table 2 Types of algorithms applications 

Type Algorithm name Description 

Regression Linear Regression Compares each feature to the outcome to assist future 
forecasts. 

Regression 
Classification 

Decision Tree Data resource values are separated into branches at 
decision nodes by a classification or regression model. 

Naive Bayes It is a group of basic probabilistic classifiers 
dependent on the application of Bayes theory with 
strong self-governance of the Naive Bayes features. 

Random Forest Applies simples’ decision based on approach of the 
most voted. In regression, the prediction is calculated 
by the average. 

AdaBoost Employs numerous models to decide but scale is the 
important measure to obtain precision in forecasting 
result. 

Gradient Boosting 
Trees 

It focuses on the mistake made by the previous trees 
and tries to correct it. 

Support Vector 
Machine 

Used for classification task and locates a hyperplane 
that separates the classes. 

Classification Logic Regression Quantifies the connection between the absolute 
variable and at least one free factor by evaluating 
probabilities using a logistical capability. 

4.2 Unsupervised Learning 

Unsupervised learning diverges from supervised learning in that none of the data 
has defined the label. The way the algorithm will create knowledge from the data 
is done differently, analyzing the affinity between the analyzed objects to detect 
similarities/differences between their characteristics; from there, labels will be 
created and assigned (Kotsiantis et al. 2007). This learning results in finding patterns 
in data that would otherwise be considered noise, not containing helpful information 
(Ghahramani 2003; Dey  2016). 

An advantage of unsupervised learning is that the data does not need to be 
categorized, making huge amounts of unstructured data accessible for analysis. 
Algorithms try to draw assumptions from non-labelled data, finding new data 
patterns. Figure 5 presents the unsupervised learning model. 

An important application of unsupervised learning is anomaly detection. In these 
methods, networks are trained to discover the composition and overall look of a data 
stream, settling whether one data point looks different from the rest. The application 
of these methods allows, for example, the detection of cyber fraud attempts in 
complex transactions. 

Unsupervised learning model can be dividing into clustering and reducing data 
dimensionality.
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Fig. 5 Unsupervised learning model 

Table 3 Algorithms that can be applied for clustering and dimensionality reduction 

Type Algorithm name Description 

Clustering Gaussian Mixture 
Model 

More flexible in the range and structure of clusters 
k-means. 

K-Means 
Clustering 

Places the data into a few clusters (k), each having 
data with equal attributes. 

Hierarchical 
Clustering 

It is a calculation that creates a hierarchy of groups. It 
begins distributing by groups based on information of 
each one. Here, two close groups will be in a similar 
group. This calculation closes when only one group 
remains. 

Recommender 
System 

Assist to specify the important data for constructing a 
suggestion. 

K-Nearest 
Neighbors 

It is a direct measure that keeps all available topics and 
describes new examples dependent on a similitude 
estimation. 

Dimension 
Reduction 

PCA/T-SNE The processes decrease the number of features to 3 or 
4 trajectories with the tallest variances. 

Clustering is a technique that splits and groups similar data samples. The groups 
are called clusters. Examples of clustering are recommended systems, targeted 
marketing and customer segmentation. 

Dimensionality reduction is a method of condensing features into so-called 
core values that concisely convey similar information. By choosing just a few 
components, the number of resources is reduced, and a small part of the data is 
lost. 

Table 3 summarizes the algorithms that can be applied for clustering and 
dimensionality reduction. 

4.3 Semi-Supervised Learning 

Semi-supervised learning has much use in the digital world, detecting fraud, 
whether in the news, emails, etc. Algorithms trained in small datasets can learn 
to label data and be used in translations, allowing algorithms to translate languages 
using incomplete dictionaries.
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The ML model is trained and tested with data present in unequal proportions. The 
proportion of training data is lower than the ratio of test data. Semi-supervised ML 
algorithms are located among unsupervised and supervised learning, and unlabeled 
data can significantly improve learning accuracy (Malapragada et al. 2017). 

4.4 Reinforcement Learning 

Finally, reinforcement learning consists of teaching a model of ML, defining specific 
rules that it will have to follow, presenting rewards when the algorithm completes a 
task well or giving punishments when it behaves wrongly (Burns 2021). 

Reinforcement learning differs significantly from the learning as mentioned 
earlier. In this type of learning, the exchange between the agent and the surroundings 
in which it works is crucial. In this way, the agent interacts with the environment 
producing actions that will change the environment causing the machine to receive 
rewards or penalties (Ghahramani 2003). 

It should be noted that the agent is not aware beforehand of the actions needed 
to take. The decisions it makes will influence future actions (Dey 2016). Figure 6 
details the reinforcement learning model. 

The machine’s goal is to learn to behave in a way that enables rewards (or lessens 
penalties) over its lifetime. This learning only depends on two criteria: delayed result 
and trial and error research (Dey 2016; Sutton and Barto 2018). The agent intends to 
build an optimal policy; however, it solves the problem of studying new states while 
increasing its overall benefits. This trade-off dilemma is called Exploration versus 
Exploration. The agent must analyze the two sides of the dilemma and choose the 
strategy based on the overall results. Hence, to make the best general decision in the 
future, the agent must preserve information adequately. Examples of reinforcement 
learning are decisions made in real-time, computer vision, and autonomous driving. 

Fig. 6 Reinforcement learning model
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There are two different model approach for reinforcement learning, the Markov 
Decision Processes (MDPs) and the Q-learning model. 

An MDP consists of a cluster of finite domain states S, a group of possible actions 
A(s) in each condition, a tangible reward function R(s) and a transition model P(s’, 
s | a) (Shuweta 2018). 

Q-learning is a free of charge method that is applied to make a self-playing 
PacMan agent. It rotates around revising Q values which represents the value of 
a behaving a in a state s (Shuweta 2018). 

5 Deep Learning 

Deep Learning (DL) is a subclass of ML techniques where the systems are 
comprised of multiple layers to learn representations of data with various levels 
of conception. Most DL methods use neural network architectures, hence the name 
deep neural networks. Figure 7 depicts the amount of hidden layers in the neural 
network. Standard neural networks include 2–3 hidden layers, but deep networks 
contain around 150 layers (Santos et al. 2021). 

The learning of classification tasks from images, text, or sound are performed 
by DL models (Santos et al. 2021). This learning, on the part of the model, to be 
done successfully, requires large amounts of labelled data and large computational 
power, often requiring high-performance GPUs to execute model training (Santos 
et al. 2021). 

Fig. 7 Comparison between simple neural network and deep learning network (Adapted from 
(Ceron 2020))
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Several areas use DL, but it has had particular success in autonomous driving. 
The DL is used to automatically detect objects and people in these systems. Another 
area where the DL is widely used is the Aerospace and Defense areas, v.g. satellites 
detect objects or identify safe zones for troops. These techniques are also relevant 
in automatic speech translation and home assistants (Mathworks 2022). 

Most DL models use the so-called neural networks, inspired by the connections 
of neurons in the human brain, and can extract/learn features automatically. For 
example, you can pass images to a network, and this network can extract features 
from the image without any human intervention. As these networks are trained, they 
automatically learn to classify/solve problems. One major advantage they have is the 
ability to improve their classification capacity as the data increases and time goes 
by (Mathworks 2022). 

Many DL applications use the technique of Transfer Learning (TF). TF is a 
procedure that requires adjustment a pre-trained prototype. The network training 
starts with an existing dataset. Then, this network is provided with the new data or 
dataset that contains unknown classes. From there, the network adjusts, transposing 
the previous knowledge to this new situation. Computation time is shorter in 
comparison to an untrained network (Mathworks 2022). 

As shown in Fig. 8, DL models can be classified as supervised learning or 
unsupervised learning. In supervised learning DL convolutional neural networks 
and recurrent neural networks (RNNs) are employed. The RNNs may also be 
divided into the gated recurrent unit (GRU) and short-term memory. In unsupervised 
learning DL we have self-organizing map (SOM) and autoencoders (AE) networks. 
The AE is a restricted Boltzmann machine (RBM) type. 

Fig. 8 Deep Learning Models (Adapted from (Madhavan and Jones 2021))
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Fig. 9 GAN Architecture 

6 Deepfake Generation 

Another type of deep neural network are called Generative Adversarial Networks 
(GANs). These can be used to create deepfakes. They learn from a training dataset 
and generate a data sample with similar features. GANs have an architecture that is 
no more than two components of neural networks: an encoder and a decoder. The 
model uses the encoder to train an extensive dataset in order to generate fake data. 
The decoder is basically a binary classifier that receives inputs (real or face content) 
and uses a SoftMax function to identify the authentic data (Fig. 9). 

Examples of deepfakes applications are VGGFace (Malli 2017), FakeApp 
(Malavida 2022), Faceswap (Deepfakes 2022), and CycleGAN (Zhu et al. 2017). 

7 Deepfake Detection 

Deepfake detection is technology possible, namely in two domains: images and 
videos. 

7.1 Image Detection Models 

The literature presents several processes to distinguish the images generated 
by GAN using deep networks. One of the methods is based on preprocessing 
procedures to analyze the statistical characteristics of the image and improve 
the recognition of false appearance pictures made by humans (Li et al. 2018a). 
Another method is centered on a deep convolutional neural network that identifies
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false images generated by GANs (Do et al. 2018). Xuan et al. (2019) revealed a 
convolutional neural network (CNN) based on Gaussian Blur and Gaussian Noise 
to identify fake human pictures. A hybrid methodology was established to identify 
fake pictures effectively (Liu et al. 2019; Faceswap 2022). 

7.2 Video Detection Models 

The video detection models use one of two approaches: biologic or spatial temporal 
features analysis. 

The first approach can be applied to three different methods: catch face fakes, 
timer for deepfakes, and the relationship between audio and video. The first method 
is based on the physical aspect of eye blinking. So, this method monitors the eye 
blinking to catch the fake face. A CNN with an RNN and a binary classifier are 
used to supervise eye blinking (Li et al. 2018b). The second method is based on 
the physical aspect of the timer (pulsation) to detect fake videos. This method uses 
a GAN to compare fake to authentic videos (Ciftci et al. 2020). Finally. The third 
method is based on the relationship between audio and video. This method uses DL 
models with a triple loss function which detects fake from authentic videos (Mittal 
et al. 2020). 

The second approach is to use a convolutional neural network (CNN) to extract 
a feature from a frame. Later, these features can be passed through a LSTM that 
analyzes the temporal sequence in frames. Finally, the video is classified as real 
or fake with a Softmax function (de Lima et al. 2020). Also, another approach 
is Recycle-GAN, which employs dependent generative adversarial networks to 
combine spatial and temporal data. The evaluation results show that spatial and 
temporal information can produce a good result in detecting deepfakes (Bansal et 
al. 2018). 

8 Deepfakes and the Administration of Criminal Justice 

Deepfakes can have profound negatives impacts by targeting the reputation of 
individuals, creating false events or content that can result in a wrongful conviction 
or impact lawsuits, decreasing trust in institutions; and threaten national security or 
harm international relations if misused by governments (Europol 2020; Meskys et  
al. 2020; Flynn et al. 2021). 

From a criminal justice administration perspective, deepfakes can be quite 
harmful and dangerous as they create a haze between true and false. 

Manipulated videos, pictures, audio or documents can be presented as evidence 
and deceive judges, lawyers and police officers, “casting doubt on audio-visual 
evidence as an entire category of evidence” (Trend Micro 2020). Moreover, as 
the processing power of information systems increases and deepfake technology
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develops even further, namely in real-time applications, videoconferencing or 
teleconferencing of witnesses, experts or parties may be manipulated by making 
them sound, do and act in a manner that did not happen. 

Two years ago, the first case of deepfake being submitted as evidence in UK 
courts made the headlines. In a child’s custody case, the mother of the child 
presented an audio record where the child’s father was threatening her (The 
Telegraph 2020). Later on, the authenticity of the recording was challenged and 
the court ended up dismissing it. According to the experts that inspected the audio 
file, it had been tampered with, in order to include words that the father never said 
(The National 2020). 

The court’s traditional stance of taking at face value certain type of evidence— 
video or audio, for example—may have reached its end. 

The main question is how the courts and the society in general can adequately 
protect themselves against the negative effects of deepfake technology. 

The suggestion for a Regulation of the European Parliament and of the Council 
laying down coordinated regulations on artificial intelligence (Artificial Intelligence 
Act) gives us an idea of what could be the European Union’s take on this matter. 

Included in its subject matter (article 1(d)) are the rules for AI systems used 
to “generate or manipulate image, audio or video content”. AI systems that are 
defined in article 3(1) “as software that is developed with one or more of the 
techniques and approaches listed in Annex I and can, for a given set of human-
defined objectives, generate outputs such as content, predictions, recommendations, 
or decisions influencing the environments they interact with”. Among the referred 
techniques and approaches we find machine learning and deep learning (annex I(a)). 

This proposed framework adopts a risk-based approach to artificial intelligence 
that distinguishes between four different degrees of risk: unacceptable, high, limited 
and minimal. To better understand the level of risk posed by deep fakes, it is 
necessary to briefly define each one of them. 

Firstly, in the unacceptable risk lie AI uses that are prohibited by the Artificial 
Intelligence act, as they fail to comply with the EU’s values (e.g. fundamental 
rights). AI used for manipulation of human behavior causing harm physical or 
psychological harm (article 5, 1(a)(b)), social scoring (article 5, 1(c)), and real-time 
remote biometric identification in in publicly accessible spaces for law enforcement 
purposes (article 5, 1(d)) is prohibited. Only in specific cases can real-time remote 
biometric identification occur, more precisely when it is proportionate and strictly 
necessary to pursue one of three objectives: targeted search of victims, stop a 
terrorist attack or imminent threat to life and physical safety, or track a suspect 
or perpetrator of serious crimes (article 5, 1(d) i,ii,iii). 

The categorization of an AI system as high-risk means that it is allowed to 
use, insofar the requirements laid out in article 8 to 15 are fulfilled (e.g. up-to-
date technical documentation, logging capabilities, adequate transparency, human 
oversight, appropriate level of accuracy, robustness and cybersecurity) and the 
providers, users and other parties comply with the obligations foreseen in article 16 
to 29, in particular conformity assessment. The European lawmaker includes in this
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category of risk AI systems in the domain of biometric identification, recruitment 
tools, credit scores, management of emergency services, among others. 

Although the European proposal mentions in the proposal a three-tier risk-based 
approach (unacceptable, high, and low or minimal), it a fourth level is commonly 
recognized: limited risk. “Certain” AI systems—recalling the expression used in 
the proposal—are subject to transparency obligations (article 52). Meaning that 
their use is allowed, but providers and users must inform the end-users that they 
are interacting with an AI system or content artificially generated. The range of AI 
systems covered in this risk level is quite large as it encompasses all AI systems that 
interact with natural persons, detects emotions, or categorizes based on biometric 
data, or generates deepfakes. 

The AI systems that pose no or low risk fall into the last category of risk. No 
obligations are imposed to the providers or users of such AI systems. Nevertheless, 
providers may decide, on voluntary basis, to create codes of conduct and ensure 
compliance with the requirements set out for high-risk systems (article 69). It is 
however a decision of the providers of non-high-risk AI systems to apply these 
requirements, as they are only mandatory for high-risk systems. 

Drawing from the aforementioned classification of risk, we can safely affirm 
the use of deep fakes falls unequivocally into the third category: limited risk. 
Accordingly, deep fakes would not be prohibited nor deemed as high-risk, but they 
wouldn’t also be classified as low or minimum risk. So, users “who use an AI 
system to generate or manipulate image, audio or video content that appreciably 
resembles existing persons, places or events and would falsely appear to a person 
to be authentic, should disclose that the content has been artificially created or 
manipulated by labelling the artificial intelligence output accordingly and disclosing 
its artificial origin” (recital 70 of the proposal). Users of AI systems that produce 
deep fakes must therefore disclose the artificial origin and nature of the content 
generated (article 52(3)). 

The transparency obligation has however some exceptions. 
The European lawmaker tried to reach a balance between the protection of very 

different values and goals: development, marketing and use of AI systems (recital 1); 
economic growth and social development (recital 2 and 3); human dignity, health, 
safety, freedom, equality, democracy, the rule of law, the right to non-discrimination, 
protection of personal data and privacy, and the rights of children (recital 1 and 15). 
In doing so, the proposal allows for the dismissal of the obligation of transparency 
if the deep fakes are used for legitimate reasons. Article 52(3) specifically declares 
the artificial origin of deep fakes may not be disclosed if it is used with the purpose 
of detecting, preventing, investigating and prosecuting criminal offences or it is a 
legitimate exercise of the right to freedom of expression and the right to freedom of 
the arts and sciences. 

Understanding whether deep fakes must be announced or marked as such, or 
even if they are legal, implies an analysis done case by case. There may be cases 
where this type of artificial content amounts to a breach of fundamental rights of 
third parties prescribed as criminal (e.g. defamation, extortion, child pornography). 
In others however it may simply be an expression of creativity. The borders of
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the freedom of expression, arts and sciences are somewhat difficult to define and 
curbing the risk of mass manipulation with deep fakes may prove to be a challenge 
too difficult for law to overcome. 

Technological content control or identification tools could be a valuable tool for 
governments, businesses, and persons alike. 

9 Conclusion 

The big problem that the administration of criminal justice must solve is enforce-
ability. The current legal framework is unable to tackle deepfakes. 

The problem of applying existing legal rules in the case of deepfakes can be 
summarily described as follows. First, the rapid evolution of technology makes 
any legal norm quickly out of date. Second, there is an urgent need to define 
what and how technology should be used. Third, due to the cross-border nature 
of the technologies, it might be extremely complex to identify the rules that these 
technologies must comply with; hence they are usually registered in countries with 
more lenient rules. Fourth, it is difficult to enforce legislation when technology 
development and usage is not confined to a single country. Fifth, the duties of 
the parties interested in deepfakes are frequently partial. Sixth, it is possible to 
circumvent the rules of a given jurisdiction easily (van der Sloot et al. 2021). 

AI should assist in identifying and removing problematic deepfakes. In the same 
way that ML and DL provide the problem, they also have to be part of the solution. 
Nevertheless, digital literacy should not be neglected, as the pace of technological 
solutions employed in deepfake creation are frequently ahead of their detection 
counterparts. There is no real substitute for a critical stance with regard to digital 
content.1 

1 See generally, on the different applications of Machine Learning and AI, in this book A Oliveira 
and M A T Figueiredo - Artificial intelligence - historical context and state of the art; I Trancoso, 
N Mamede, B Martins, H S Pinto and R Ribeiro - The impact of language technologies in the legal 
domain; J Gonçalves-Sá and F L Pinheiro - Societal Implications of Recommendation Systems -
A Technical Perspective; A T Freitas - Data-driven approaches in healthcare - challenges and 
emerging trends; M Correia and L Rodrigues - Security and Privacy; E Magrani and P G F Silva -
The Ethical and Legal Challenges of Recommender Systems Driven by Artificial Intelligence; M 
Lanz and S Mijic - Risks associated with the use of natural language generation - Swiss civil 
liability law perspective; M S Fernandes and J R Goldim - Artificial Intelligence and Decision 
Making in Health - Risks and Opportunities; and W Gravett - Judicial Decision-making in the 
Age of Artificial Intelligence. See also, on the AI Act, in this book P U Lima and A Paiva -
Autonomous and Intelligent Robots - Social, Legal and Ethical Issues; A T Fonseca, E V Sequeira 
and L B Xavier - Liability for AI Driven Systems; M N Duffourc and D S Giovanniello - The 
Autonomous AI Physician - Medical Ethics and Legal Liability; A Keller, C Martins Pereira and 
M Lucas Pires - The European Union’s approach to Artificial Intelligence and the Challenge of 
Financial Systemic Risk; J C Abreu - The “Artificial Intelligence Act” Proposal on European e-
Justice Domains Through the Lens of User-focused, User-friendly and Effective Judicial Protection 
Principles. See also, on biases, in this book P G Marques - AI Instruments for Risk of Recidivism
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Antitrust Law and Coordination 
Through Al-Based Pricing Technologies 

Maria José Schmidt-Kessen and Max Huffman 

Abstract Price is the core element of commercial transactions and an important 
parameter of competition. One of antitrust law’s aims is to ensure that market prices 
form under the laws of supply and demand, and not after the whims of monopolists 
or cartelists. Innovations in computer and data science have brought about pricing 
technologies that rely on advanced analytics or machine learning (ML) techniques, 
which could strengthen existing bargaining power disparities in part by supporting 
price coordination among competitors. 

Existing research establishes a theoretical framework for competitive harm 
through coordination, showing that pricing technologies can lead to near-cartel 
price levels while avoiding anti-cartel prohibitions. This contribution builds on 
that framework, taking into account up to date empirical, game-theoretic, and 
computer science literature on pricing technologies to produce a taxonomy of those 
technologies. We then employ a comparative approach to identify the legal effects of 
various pricing technologies at a more granular level under EU and US antitrust law. 
The contribution supports greater understanding between economists and policy-
makers regarding the analysis and treatment of AI-based pricing technologies. 

1 Introduction 

Price is the core element of commercial transactions and an important parameter 
of competition. One of antitrust law’s aims is to ensure that market prices form 
under free competition, so that the laws of supply and demand operate to maximize 
consumer welfare. One instance where prices do not result from competition is when 
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there is anti-competitive coordination in a market. Anti-competitive coordination is 
prohibited under various provisions of antitrust law, most importantly under cartel 
prohibitions (e.g. Section 1 of the Sherman Act in the US and Article 101 of the 
Treaty on the Functioning of the European Union) and under merger rules (where 
mergers producing coordinated effects should be prohibited). 

The prevailing opinion in antitrust scholarship and enforcement practice has 
been that, unless there is explicit coordination between competitors, coordination 
is unlikely to occur in markets with four or more players (Stigler 1964). When 
coordination is not explicit but tacit, it will rarely be caught by antitrust rules. Under 
the current state of the law in both the US and EU, tacit coordination is by definition 
not caught under cartel prohibitions, since existing rules require some evidence of 
a meeting of the minds between cartel participants to trigger the application of 
the prohibition. To show that there has been a meeting of the minds, traditionally, 
evidence about communication between cartel participants, records of a meeting, or 
exchange of information through a third party is necessary. While there is reason 
to believe this limitation on enforcement against coordinated outcomes enables 
price and non-price effects that harm consumers, to date there is not a broadly 
accepted approach to preventing these outcomes as a matter of conduct enforcement. 
Increased likelihood of tacit coordination as a result of a merger could potentially be 
caught under merger laws, but competition enforcers have rarely prohibited mergers 
because of their potential coordinated effects. In the instances in which they have 
tried to block such mergers, they have regularly been unsuccessful due to high legal 
standards for proving tacit coordination imposed by courts.1 

The conventional wisdom that anti-competitive coordination in the form of tacit 
collusion is unlikely to occur is being challenged by recent studies in game theory 
and rapid technological developments (OECD 2017). Innovations in computer 
and data science have brought about pricing technologies that rely on advanced 
analytics or machine learning (ML) techniques, which are thought to be capable of 
self-learning and sustaining price coordination among competitors. It is uncertain 
whether antitrust laws would catch such algorithmic price coordination. It would 
depend on (a) the capabilities of the technology used and their potential for causing 
competitive harm, and (b) on the interpretation of antitrust law. This chapter aims at 
bringing more clarity to these two dimensions to contribute to ongoing debates on 
antitrust law and AI-based pricing technologies. 

We start by laying out the state of the art on pricing technology and algorithmic 
tacit collusion in law, microeconomics and computer science literature. Next, we 
engage with a variety of AI-based technologies that can be deployed for dynamic 
pricing. We then assess various technological options from an EU and US antitrust 
perspective before outlining policy approaches and a future outlook.2 

1 In the EU, an example is Case Case T-342/99 Airtours, where the General Court held that the 
Commission had not been able to show coordinated effects from a merger that would lead to a 
blocking of the merger. 
2 The Chapter takes into consideration policy developments until 17 February 2023.
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2 Algorithmic Pricing and Collusion 

Pricing is a core part of companies’ competitive strategy. In settings where prices 
can be adjusted easily and frequently, as for example in the case of online retail 
or stationary retail with electronic price tags, companies can optimize their pricing 
by using dynamic pricing techniques (Den Boer 2013). Dynamic pricing allows 
companies to rapidly react to changes in demand or inventory levels, and to respond 
to competitors’ behavior and market trends. 

Increasingly available amounts of data together with algorithms can support 
and enhance dynamic pricing. Simple algorithms can implement pre-existing 
“analogue” pricing rules, such as matching the lowest competitor price. In this 
case, the use of algorithms allows for the automation of price setting and for faster 
reactions to a rival competitor’s price change (CMA 2018). Alternatively, more 
sophisticated machine learning algorithms can autonomously choose which data 
to base pricing decisions on and can learn about optimal pricing strategies (CMA 
2018). 

The impact of pricing algorithms on market competition is ambiguous. On the 
one hand, they can have pro-competitive effects, like allowing managers to make 
faster and better decisions or directly reducing costs by fully automating decision-
making (CMA 2018). In addition, they might contribute to markets clearing faster 
and more efficiently (CMA 2018). On the other hand, concerns have been raised that 
pricing algorithms might facilitate explicit, tacit, or even unintentional coordination 
of market behavior, leading to collusive market outcomes and consumer harm (CMA 
2018). 

Academic literature in antitrust law and policy is split regarding the risks for 
competition from firms’ algorithmic pricing. Some authors suggest that markets 
are being fundamentally transformed by the use of algorithms, and that the risk 
of widespread algorithmic collusion is real (Ezrachi and Stucke 2016; Mehra 2016). 
Ezrachi and Stucke (2016) propose four scenarios in which the use of algorithms 
in pricing can lead to collusive outcomes. First, in situations in which algorithms 
are used to support an explicit price-fixing agreement by implementing the agreed 
conduct or detecting any deviations from it. An example of this is the Amazon 
poster-sellers’ cartel which was prosecuted in the US and the UK.3 In this case, 
competitors on Amazon reached an express agreement as to the features of the 
algorithm to be employed in establishing prices on Amazon, with the effect of 
price coordination that would not have happened in the absence of the agreement. 
As the UK Competition and Markets Authority described it, an initial verbal price 
fixing agreement was later implemented using pricing software. This was contrary 
to antitrust law. Second, in hub-and-spoke situations in which many market actors 
delegate their pricing decisions to the same algorithm from a third-party developer, 
Ezrachi and Stucke (2016) argue that there is a risk of price alignment steered by

3 United States v. David Topkins, Plea Agreement, Crim. No. 15-201 (N.D. Cal. Apr. 30, 2015); 
Online sales of posters and frames, Case No. 50223 (CMA 12 Aug. 2016). 
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the hub. Third, in situations where companies unilaterally deploy simple algorithms 
with predictable actions, e.g. algorithms implementing ‘win-continue lose-reverse’ 
rules or algorithms that match competitor prices, price alignment can occur. Last, 
when advanced machine learning algorithms are designed by companies to achieve 
a goal, like profit maximization, and are left to themselves to figure out the optimal 
pricing strategy (autonomous agent schemes), they autonomously could learn to 
collude. In particular, in the case of autonomous agent schemes, this strand of the 
literature maintains that current antitrust laws are ill-suited for sanctioning this type 
of conduct. 

The opposite view maintains that the claims about risks from algorithmic pricing 
in debates on AI and antitrust law are “science fiction” (Petit 2017; Schwalbe 
2019). This strand of the literature considers in particular autonomous algorithmic 
collusion as something that is far removed from present day capabilities of the 
technology and point to the fact that no empirical evidence of autonomous collusion 
has been presented so far (Schwalbe 2019; Gautier et al. 2020). In addition, this 
strand of the literature maintains that the currently possible forms of algorithmic 
collusion do not pose any fundamental challenges to existing antitrust rules (Gautier 
et al. 2020). Some critiques might be questioned as continuous technological 
improvements increase the possibility of theorized outcomes. Furthermore, the line 
between human-assisted and autonomous algorithmic collusion may not always be 
easy to draw, thus leaving more grey areas for the treatment of algorithmic collusion 
under current antitrust law than critics maintain. 

Literature in microeconomics echoes this split. For economists, collusion is 
defined as a situation when firms use strategies implementing a “reward-punishment 
scheme designed to provide incentives for firms to consistently price above the 
competitive level” (Harrington 2018). The question as to whether algorithms can 
learn to engage in collusion and to “punish” deviations from collusive behavior 
has been discussed both theoretically, empirically, and in simulations. For collusion 
to occur in markets without algorithms, certain structural conditions can facilitate 
collusion, such as when there is profit to make from colluding, there are few 
competitors, players on the market are symmetric, entry barriers are high, there 
are repeated interactions of market players, there is seller-side homogeneity, and 
there is a high level of transparency that allows competitors to observe each other’s 
behavior (Stigler 1964; Green et al. 2013). These same structural conditions also 
support non-collusive coordination, sometimes called tacit collusion, oligopolistic 
coordination, or interdependent conduct, which has not been treated as violating 
either US law (Section 1 of the Sherman Act) or EU law (Article 101 TFEU).4 

An early analysis of this problem is offered by Donald Turner, who concluded 
that tacit coordination should not be treated as an agreement because it merely 
reflects the behavior of a rational oligopolist, acting in its independent best interest 
(Turner 1962, pp. 665–666). In particular, there is no conduct that can be condemned 
by way of remedying the outcome, short of an injunction operating as a price control

4 See infra. 
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(Kaysen and Turner 1959, pp. 110–119, 266–272).5 Importantly, Turner identifies as 
not affected by his conclusion conduct “designed to convert an imperfect oligopoly 
pricing pattern into a perfect one by eliminating uncertainties” (Kaysen and Turner 
1959, pp. 670–673). Richard Posner later advocated for an alternative approach 
to the problem in which oligopolists “base their pricing decisions in part on 
anticipated reactions to them” with the resulting “tendency to avoid vigorous price 
competition” (Posner 1969, p. 1564). Posner took issue with Turner’s suggestion 
that an oligopolist might merely find itself in a market where the profit maximizing 
activity was to consider its competitor’s responses, leading to coordinated outcomes. 
Instead, Posner identifies a number of features required for successful oligopolistic 
coordination, including substantial similarity of product and reliable knowledge of 
other firm prices; because those and other features come about by voluntary action, 
it is possible to remedy the oligopoly pricing by forbidding those actions (Posner 
1969, pp. 1575–1576). 

The deployment of pricing algorithms is thought to be able to bring about or 
to magnify some of the conditions that lead to coordinated outcomes, including: 
market concentration, speed, efficiency, transparency, and stability. Gal (2019), for 
example, argues that algorithms’ speed allows these algorithms to detect and punish 
deviations from charging supra-competitive prices faster than humans, thus making 
collusion more stable. Pricing algorithms also process much higher amounts of data 
than humans, thus making them more efficient in pursuing a collusive strategy. 
In addition, the argument has been made that due to algorithms’ strategy being 
“encoded”, it would be easier for algorithms to “read” other algorithms’ strategies 
thereby increasing market transparency (Gal 2019). In addition, algorithms’ pre-
diction capacity based on past market data might increase transparency in terms of 
more accurately predicting future demand (Miklós-Thal and Tucker 2019). Lastly, if 
companies need to rely on pricing algorithms in order to be able to get a competitive 
advantage on markets, this might raise market concentration, as the development 
or purchase of sophisticated pricing algorithms is costly and only incumbents and 
larger players will have the resources to compete (Chen et al. 2016; Dorner 2021). 

While there is considerable evidence on firms using pricing algorithms (Chen 
et al. 2016; European Commission 2017), there is scant evidence showing a causal 
relationship between pricing algorithms and collusive outcomes. One recent study 
from the German gasoline market, however, showed that after gas stations adopted 
algorithmic pricing technology, gradual price rises lead to permanent price increases 
indicating a decrease in competition (Assad et al. 2020). In this study, the authors 
show that in the aftermath of algorithmic pricing software becoming available and 
widely adopted by German gas stations, profit margins in non-monopoly markets

5 Turner does not argue that nothing should be done, instead advocating a structuralist approach of 
curbing market power by legislation. 
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and in duopoly markets where both stations adopted algorithmic pricing increased 
considerably.6 

Due to the difficulty of finding real-world evidence of tacit algorithmic collusion, 
with the German gasoline market study being the first and only of its kind to date, 
several studies have tested learning algorithms’ capacity to collude in simulations 
of repeated games. Calvano et al. (2019, 2020) provided a first experimental 
study where they could show that two Q-learning7 algorithms could autonomously 
learn to collude by implementing a reward-punishment scheme in the framework 
of a repeated Bertrand oligopoly setting.8 The results showed that, after several 
iterations, the equilibrium strategy of the algorithms in the repeated game led to 
sustained supra-competitive price levels. Klein (2021) provides further evidence 
on the capacity of Q-learning algorithms to learn how to collude in situations of 
sequential pricing. 

The relevance of these studies for policy, however, has been questioned due 
to the very slow learning process of Q-learning algorithms, which make their 
use by businesses unrealistic (Ittoo and Petit 2017; Gautier et al. 2020; Dorner 
2021). The studies have also been criticized for being difficult to extend to 
settings more than two-agents due to problems in scalability and learning in a 
non-stationary environment where several competitors are adjusting their behavior 
constantly. Lastly, the studies’ inapplicability to scenarios with non-homogeneous 
goods has been criticized (Ittoo and Petit 2017; Gautier et al. 2020). In other 
words, the simulations that show the possibility of Q-learning algorithms learning 
to collude have been criticized for being too far removed from the conditions 
under which real markets work, thus questioning the policy implications from their 
findings. Nonetheless, the studies show theoretically that two algorithms that are 
unilaterally deployed and that are not designed to communicate can eventually 
learn to tacitly collude and produce coordinated outcomes. In addition, the Swedish 
Competition Authority recently published a report corroborating the evidence from 
prior experiments and showed the possibility of collusive outcomes also when a 
variety of learning algorithms were mixed (Q-learning, SARSA, and PG), and when 
Q-learning agents were programmed asymmetrically (Konkurrensverket 2021). 

It is unclear in how far the findings from simulations with Q-learning algorithms 
apply to other machine learning techniques (Gautier et al. 2020). Hettich (2021) 
provides initial evidence for deep Q-learning algorithms (DQN)9 learning how to 
collude significantly faster than simple Q-learning algorithms. According to his 
study, collusion disappears in simulations with more than 7 firms. Furthermore, col-
lusion is not hindered when the other algorithms are simple, rule-based algorithms,

6 The geographic markets for gasoline stations are local, each potentially having a different number 
of players. The authors drew 1 km radii around gas stations to define the relevant market. This is 
why there are many separate relevant retail gasoline markets within the territory of Germany in 
this study that allow for comparisons across them. 
7 We elaborate on Q-learning in the next section. 
8 The Bertrand model of competition describes interactions among firms that set prices, the quantity 
sold being determined by the choices of their customers based on the set price. 
9 DQN algorithms combine a Q-learning algorithm with a Deep Neural Network. 
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but is hindered if there are various learning algorithms with different characteristics 
(e.g. differences in learning pace). More research is needed to understand and 
measure the risks of collusion stemming from DQNs used in pricing. 

In computer science, there is an important literature on the capacity of reinforce-
ment learning algorithms to cooperate in repeated prisoner’s dilemma (Schwalbe 
2019 for an overview), which is comparable to the setting of two firms in 
a Bertrand oligopoly. The literature has explored the focus on the connection 
between learning, communication, and cooperation. In two recent studies modelling 
prisoner’s dilemma situations, two important factors for learning cooperation by 
self-learning algorithms were identified. First, cooperation is easier to achieve when 
lower degrees of coordination were needed to achieve the highest reward (Leibo et 
al. 2017). Second, that cooperation was much more easily achieved if algorithms 
could send signals to each other through a communication protocol (Crandall et al. 
2018). Applying these insights to pricing algorithms, this literature would suggest 
that collusion is more likely the less complex the algorithms and the environment 
they operate in are (Schwalbe 2019). In addition, as in the case of human agents, 
communication between algorithms will increase the likelihood of collusion. 

All in all, the uncertainty as to whether pricing algorithms can collude and what 
level of harm they can cause when they align prices on markets persists. Nonethe-
less, this uncertainty will likely not have vanished before a competition authority 
or court might have to deal with a case giving rise to questions surrounding the 
legality of pricing algorithms that are not a simple tool to implement a cartel as in the 
Amazon Poster cases discussed above. Furthermore, the literature has already hinted 
to features in the design of pricing algorithms that, at least in theory, should make 
algorithmic collusion more or less likely. In the next section we discuss various 
possible AI-based pricing technologies and their characteristics. Subsequently, we 
give a possible outline for how to deal with different characteristics of pricing 
algorithms under antitrust rules. 

3 Varieties of AI-Based Pricing Technologies 

Dynamic pricing can be implemented with the help of a broad range of algorithms. 
There are very simple if-then algorithms, or rule-based agents, without any learning 
capacities. Such algorithms can, for example, implement simple business rules in a 
non-transient manner, i.e. they will not change their behavior by learning from past 
interaction. There are third-party developers offering these kinds of simple pricing 
solutions on the market, and they appear to be the most common form deployed 
today (CMA 2018). 

More sophisticated algorithms that are capable of learning, can be categorized 
as a form of AI. Artificial Intelligence (AI) can take many forms. The recently
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proposed EU AI Act10 defines artificial intelligence systems as “software that is 
developed with one or more of the techniques and approaches listed in Annex I 
and can, for a given set of human-defined objectives, generate outputs such as 
content, predictions, recommendations, or decisions influencing the environments 
they interact with”. Annex I contains three examples of AI systems, the most 
important for us being machine learning approaches.11 

Machine learning covers a variety of computer programs that learn from 
experience (Russell and Norvig 1995). The main fields within machine learning are 
supervised learning, unsupervised learning, and reinforcement learning. Supervised 
learning entails teaching an algorithm with example input-output pairs a mapping 
function that will allow the algorithm eventually to predict outcomes for new input 
data autonomously. Supervised and semi-supervised learning are applied in many 
fields where training occurs with labeled data, e.g. in the case of algorithmic content 
moderation on social media. Supervised learning is also used for regressions, and, 
when deployed in pricing, can thus enable pricing algorithms to predict future 
trends. 

Unsupervised learning, on the other hand, entails giving an algorithm only input 
data without output variables. The learning task of the algorithm is then to figure 
out patterns in the input data. Applications of unsupervised learning include pattern 
recognition in big data and recommender systems. Unsupervised learning can help 
in pricing decisions in order to discover new correlations or to gain insights across 
product or geographic markets. It might, for example, allow a cosmetics seller to 
have new insights about how a seemingly unrelated event, e.g. the weather, impacts 
demand for cosmetics. 

Lastly, reinforcement learning is the machine learning technique that has been 
deployed in the repeated game simulations discussed in the previous section. 
Reinforcement learning trains algorithms to make a series of decisions in a complex 
environment in order to achieve a certain objective through trial and error. Q-
learning is one form of reinforcement learning.12 It enables agent to implement a 
reward-maximizing strategy in an unknown environment over time. The agent learns 
by choosing and performing an action in a certain state, estimating the reward for 
taking that action, and updating its function based on the positive or negative reward

10 Proposal for a Regulation Laying Down Harmonised Rules on Artificial Intelligence (Artificial 
Intelligence Act) and Amending Certain Union Legislative Acts, of 21 April 2021, COM(2021) 
206 final. 
11 The other two examples are logic- and knowledge-based approaches on the one hand, and 
statistical approaches, Bayesian estimation, search and optimization methods on the other. This 
definition, however, is not final yet, and has been criticized by various actors in the policy 
process, including the EU Council (see https://www.euractiv.com/section/digital/news/eu-council-
presidency-pitches-significant-changes-to-ai-act-proposal/). 
12 Other types of reinforcement learning are SARSA and policy gradient (PG) methods, the 
Swedish Competition Authority provides a comparison between Q-learning, SARSA and PG in 
its November 2021 Report (Konkurrensverket 2021, pp. 17–19). 
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received.13 This process is then repeated over and over until the learning process is 
stopped. In the simulations by Calvano et al. (2019, 2020) and Klein (2021) this  
process allowed the algorithms to learn to collude over time. 

A different structural form of learning relies on so-called deep neural networks 
(DNN). DNN were inspired by the neuronal structure of the human brain, and 
consist of multiple interconnected layers of artificial neurons. In DNN, learning 
can again be supervised, unsupervised, or reinforced (Nicholson 2021). DNNs can 
learn differently and faster, by modifying connections between artificial neuros and 
due to each layer being able to execute a different task. DNN is the underlying 
AI technology for automatic speech recognition, image recognition, and natural 
language processing, and can also be deployed for predicting and optimizing 
pricing. It is sometimes referred to as a “black box” because the processes that yield 
an output are difficult or impossible to understand. 

An alternative to DNN are Random Forests that combine the predictions of many 
decision trees (Montantes 2020). In comparison to DNN, they require less data 
and are computationally more efficient. They also tend to be more transparent in 
comparison to a DNN because they allow to make connections between the variables 
and the prediction model they generate. 

The literature has shown that various characteristics of machine learning algo-
rithms can influence the capacity to cooperate/collude. These include memory 
of prior interactions, the learning pace, the complexity of algorithms (the more 
complex, the less likely to collude because behavior is difficult to “read” for other 
algorithms) (Schwalbe 2019; Hettich 2021), and their capacity to communicate 
(Schwalbe 2019). 

4 Algorithmic Collusion in US Antitrust Law 

4.1 The Necessity of “Agreement” 

The core requirement for a violation of Section 1 of the Sherman Act is the 
existence of an agreement among two or more independent economic actors.14 The 
agreement requirement is also present in some cases under Section 2, which outlaws 
“combin[ing] or conspir[ing] to monopolize.”15 (Because there is no meaningful 
difference between the Section 2 conspiracy and the Section 1 conspiracy, the 
analysis here does not treat them separately.) The question of agreement is binary:

13 More detailed and technical descriptions of how Q-learning works can be found e.g. in Ittoo and 
Petit (2017). 
14 United States Code, Title 15, Section 1 (“Every contract, combination in the form of trust or 
otherwise, or conspiracy, in restraint of trade or commerce among the several States, or with foreign 
nations, is declared to be illegal . . . .” 
15 Id. Section 2. 
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conduct occurring by agreement must be analyzed for its legality under either 
the rule of reason or per se analytical approaches, but conduct not occurring by 
agreement is immune from challenge under Section 1, irrespective of the likelihood 
of consumer harm. 

4.2 Non-Agreement Coordination 

Most important for the analysis here is the broad category of non-agreement 
coordination that fits under the labels “tacit collusion,” “tacit coordination,” “inter-
dependent conduct,” “conscious parallelism,” and “oligopolistic coordination.” This 
analysis employs the label “non-agreement coordination”, best understood as the 
outcome that occurs when competitors all recognize their independent best interest 
is achieved not by full-throated competition but by coordination with competitors. 
An example, frequently cited, is that of competing gas station proprietors who 
price in parallel fashion despite a lack of implicit or explicit agreement between 
them (Huffman 2008, p. 646). The US Supreme Court has repeatedly recognized 
this reality, in cases including Bell Atlantic Corp v. Twombly (2007),16 and held 
that coordination among economic actors that is caused by their pursuing their 
independent best interest does not constitute an agreement (Huffman 2008, at  
648–649). Two primary reasons support the approach of treating non-agreement 
coordination as outside of the prohibitions of Section 1. First is a simple and 
formalistic matter of statutory interpretation: Section 1 does not outlaw conduct 
by firms pursuing their independent best interest. 

Second is the problem of remedying non-agreement coordination. To prohibit 
oligopoly conduct, courts or regulators would be required to order economic actors 
not to pursue their independent best interest, by—for example—not taking into 
account the effect on competitors (and their likely response) to pricing decisions. 
A rule against oligopoly pricing would effectively be a requirement of naïve or 
irrational pricing conduct (Turner 1962, p. 692; Whinston 2006, p. 52). 

US law has developed in a series of cases to exempt non-agreement coordination 
entirely from the reach of the Sherman Act. Hylton (2018) argues that Judge 
Posner’s 2015 opinion in In re Text Messaging Antitrust Litigation represents the 
most definitive statement of this principle—as one remarkable example from that 
opinion: “[T]he Sherman Act imposes no duty on firms to compete vigorously, or for 
that matter at all, in price.”17 Notably, Text Messaging suggests a complete about-
face from Posner’s (1969) view that the law might take steps to challenge tacit 
collusion (Hylton 2018, p. 5).  

Courts have developed a system of requiring additional evidence, beyond 
observed parallel conduct, to differentiate agreement from non-agreement coordi-
nation. This “plus-factor” framework is fundamentally an evidentiary or pleading

16 550 U.S. 544, 553–554 (2007). 
17 In re Text Messaging Antitrust Litig., 782 F.3d 867, 874 (7th Cir. 2015). 



Antitrust Law and Coordination Through Al-Based Pricing Technologies 381

burden, meant to indicate conduct subject to liability as distinct from innocent 
conduct, rather than a substantive rule of law. As outlined by Kovacic et al. (2011, 
pp. 405–406) a plus factor is an evidentiary fact that reduces the likelihood of a non-
agreement explanation for coordinated conduct. In their presence, evidence may be 
sufficient for circumstantial proof of agreement, which can be remedied by prohibi-
tion and sanction. In the absence of plus factors, however, there is no basis to assume 
actual agreement from an observation of coordination among competitors, leaving 
unremediable non-agreement coordination as the legally necessary conclusion. 

4.3 Hub-and-Spoke 

Agreements can also be reached through parallel agreements reached with a third 
party, acting as the “hub” in a hub-and-spoke enterprise structure (Huffman and 
Schmidt-Kessen 2021, pp. 8–10). The analysis of a hub-and-spoke enterprise 
becomes interesting if it is possible to prove an agreement around the “rim”, which 
is horizontal among the various spokes. Recent cases in US courts, including the 
Seventh Circuit’s decision in Toys ‘R’ Us (2000) and the Second Circuit’s decision 
in Apple e-Books (2015), find horizontal agreements among competitors when the 
individual vertical agreements with the hub are reached with an understanding of, 
and reliance on, competitors’ comparable agreements.18 Hub-and-spoke enterprises 
have characteristics in common with non-agreement coordination, because these 
enterprises do not rely on actual communication between the spokes. However, 
unlike non-agreement coordination, it is possible to remedy the hub-and-spoke 
through a prohibition of the various vertical agreements. 

4.4 Remedying Coordinated Conduct 

One approach to remedying non-agreement coordination is to attack it indirectly, 
through challenging agreements or other conduct that increase the likelihood of 
coordination. A second is to attack the coordination directly under Section 5 of 
the US Federal Trade Commission Act, with its prohibition of “unfair methods of 
competition.”19 

With regard to the prohibition of conduct that increases the likelihood of 
coordination, courts and enforcement agencies interpreting Section 1 prohibit

18 United States v. Apple Inc., 791 F.3d 290 (2015) (upholding finding of liability for a horizontal 
agreement among publishers orchestrated by retailer Apple, acting as the hub); Toys ‘R’ Us 
Inc. v. FTC, 221 F.3d 928 (7th Cir. 2000) (affirming FTC finding of liability for hub-and-spoke 
conspiracy). 
19 United States Code, Title 15, Section 5. 
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agreements among firms to share information where those agreements increase 
the likelihood of oligopolistic coordination (Clark 1983, pp. 915–918).20 Clark 
categories such practices as (1) public announcements of business plans, (2) data 
dissemination on prices and non-price matters, (3) discount deterring practices 
including MFN clauses, and (4) standardization of terms of trade (Clark 1983, pp. 
919–951). Page (2017) summarizes judicial treatment of the sharing of information 
among firms as dependent on the audience and the past, present or forward-looking 
nature of the communications. Broad publication to the market, consumers as 
well as competitors, has obvious competition-enhancing features - for example, 
communicating petrol prices to consumers, permitting comparison shopping while 
driving. Communication to competitors but not to the market facilitates tacit 
collusion and has limited procompetitive benefits, with typical examples including 
communications within industry trade associations. With regard to communications’ 
temporal character, present or past information is less likely to be harmful than is 
future information (Page 2017, pp. 611–612). 

Market structure is also linked to concerns for non-agreement coordination, 
and in merger review courts and agencies broadly consider coordinated effects as 
a reason to challenge or enjoin a merger. The 2010 Horizontal Merger Guide-
lines identify as coordinated conduct (1) explicit agreements, (2) a common 
understanding not explicitly agreed to but nonetheless enforced, and (3) parallel 
accommodating conduct (Guidelines, 2010, section 7). The Guidelines acknowl-
edge that coordinated conduct includes activity that is not in itself an antitrust 
violation. Mergers will be challenged if by increasing concentration in a market 
susceptible to coordination, the incidence and effect of coordination is likely to be 
exacerbated (Id., section 7.1). Susceptibility to coordination includes, among other 
factors, price transparency and homogeneity (Id., section 7.2). Merger review stands 
as a significant protection against the possibility of non-agreement coordination 
otherwise not subject to challenge.21 Notably, the US Horizontal Merger Guidelines, 
last updated in 2010, are as of this publication ripe for revision. Given the 
FTC’s emphasis on technology markets, and the leadership of the EU in its Draft 
Horizontal Guidelines (infra), we anticipate a revision will incorporate algorithmic 
collusion concerns as a factor to be considered in analyzing coordinated effects. 22 

Remedying non-agreement coordination directly under the FTC Act may in 
theory be possible (Dibadj 2010, pp. 606–608). The FTC Act’s broad prohibition 
targets “unfair methods of competition,” rather than the somewhat more specific

20 Concerns for anticompetitive information sharing can also be found in the Collaboration 
Guidelines (2000, at 21, 26–27). 
21 E.g. United States v. H&R Block Inc., 833 F. Supp. 2d 36, 77–81 (D.D.C. 2011) (identifying 
market structure conducive to non-agreement coordination as a basis for enjoining merger in tax 
preparation software market). 
22 Federal Trade Commission and Justice Department Seek to Strengthen Enforcement Against 
Illegal Mergers, 18 Jan. 2022, available at https://www.ftc.gov/news-events/news/press-releases/ 
2022/01/federal-trade-commission-justice-department-seek-strengthen-enforcement-against-
illegal-mergers. 
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“contract, combination.. ., or conspiracy” under the Sherman Act. And the FTC 
lacks the power to impose draconian penalties, limiting concerns that criminal 
penalties or treble-damages liability will disincentivize aggressive competitive 
behavior (Huffman 2022a). However, the remedial concern of how to address the 
conduct directly—whether to order competition, or to order pricing at marginal 
cost, or other outcome—remains. The FTC has not challenged non-agreement 
coordination directly, instead targeting its prosecutions at facilitating practices that 
tended to lead to coordination (see Clark 1983, pp. 948–951). 

5 Algorithmic Collusion in EU Antitrust Law 

5.1 Coordination by Agreement 

Article 101 (1) TFEU prohibits “all agreements between undertakings, decisions 
by associations of undertakings and concerted practices which may affect trade 
between Member States and which have as their object or effect the prevention, 
restriction or distortion of competition within the internal market”. These include in 
particular price fixing agreements.23 The core piece of evidence in order to prove 
a violation of Article 101 (1) TFEU is that there has been communication between 
the parties to the agreement or concerted practice that has led to a “meeting of the 
minds” to fix prices. Similar to the US context, mere parallel conduct cannot be 
prohibited under Article 101 (1) TFEU.24 

5.2 Non-Agreement Coordination 

The EU Commission has been able to prove an anti-competitive agreement without 
having evidence of explicit communication between the parties before.25 The Court 
of Justice of the EU found in Imperial Chemical Industries that “parallel behaviour 
may not by itself be identified with a concerted practice, it may however amount to 
strong evidence of such a practice if it leads to conditions of competition which do 
not correspond to the normal conditions of the market, having regard to the nature 
of the products, the size and number of the undertakings, and the volume of the said 
market.” The Court went on to say that this was especially the case “if the parallel 
conduct is such as to enable those concerned to attempt to stabilize prices at a level 
different from that to which competition would have led”. The Court thus opened the

23 Article 101 (1) (a) TFEU. 
24 See e.g. Cases C- 40 to 48, 50, 54 to 56, 111, 113 and 114-73 Suiker Unie; Case 172/80 Zünchner 
v Bayerische Vereinsbank; Case T-442/08 Cisac v Commission [2013]. 
25 Case 48/96 Imperial Chemical Industries [1972]. 
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door in this judgment to considering evidence beyond the communication between 
the parties to contextual elements of the market in question. Nonetheless, as the EU 
Court of Justice judgment in Woodpulp stressed, if there is a plausible explanation 
for the conduct other than collusion, there is no violation of Article 101 (1) TFEU.26 

Furthermore, the EU Commission states in its Guidelines on Horizontal Coop-
eration that it will be vigilant of companies’ attempt of making markets more 
transparent by announcing prices publicly.27 If several companies make public 
announcements sequentially, for example, this can be evidence of concertation.28 

In its new Draft Horizontal Guidelines, 29 the Commission recognizes that 
the use of algorithms can increase market transparency, too, and with it the risk 
of a collusive outcome in the market. It notes, however, that for algorithms to 
bring about such outcomes, further structural conditions are required, like “a high 
frequency of interactions, limited buyer power and the presence of homogenous 
products/services”. 30 In addition, at least a provable indirect information exchange 
via an algorithmic tool between competitors would be necessary to consider it a form 
of coordination that could be caught under Article 101 (1) TFEU. This could be, for 
example, through a shared optimization algorithm that is marketed by a single IT 
company and that feeds on sensitive data from various competitors. 31 

5.3 Hub-and-Spoke Coordination 

A third possibility to establish that there has been anti-competitive coordination 
contrary to Article 101 (1) TFEU is when parties that intend to fix prices do not 
communicate with each other, but through a third party. In this case, the third 
party, acting as a middleman or hub will ultimately establish a “meeting of the 
minds” between the spokes (OECD 2017; Huffman and Schmidt-Kessen 2021). 
This was the case, for example in AC Treuhand,32 where a consultancy facilitated

26 Joined Cases C-89, 104, 114, 116, 117 and 125 to 129/85 Woodpulp. 
27 EU Commission (2011). Guidelines on the applicability of Article 101 of the Treaty on the 
Functioning of the European Union to horizontal co-operation agreements, 2011/C 11/01, 63. 
28 E.g. COMP/39.850 Container Shipping where the EU Commission found that regular public 
announcement of price increase intentions through press releases and specialized trade press made 
several times a year by various companies was considered a concerted practice contrary to Article 
101 (1) TFEU. 
29 EU Commission (2022). Approval of the content of a draft for a Communication from the 
Commission – Guidelines on the applicability of Article 101 of the Treaty on the Functioning of 
the European Union to horizontal co-operation agreements, 2022/C 164/01. The Draft Guidelines 
should have been adopted by 1 January 2023, but at the time of writing (February 2023), the final 
version had not yet been published. 
30 Ibid, 418. 
31 Ibid, 426. 
32 Case C-195/14 P AC Treuhand. 
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the exchanges of sensitive business information between its clients that lead to 
alignment of prices on the market. 

As mentioned above, especially if several actors in a same market purchase 
pricing algorithms from the same third-party developer, a hub-and-spoke scenario 
might ensue. As soon as there is a communication from the third-party developer to 
purchasers that the algorithm helps to align prices, this could possibly be enough to 
prove a violation under Article 101 (1) TFEU.33 At the same time, the fact that these 
third-party pricing algorithms will have stochastic elements, and might be used to 
implement different pricing strategies determined by the final user might actually 
not lead to any pricing alignment (Schwalbe 2019; Dorner 2021). 

5.4 Collective Dominance 

If there would be increasing evidence of collusive outcomes on markets where 
algorithmic pricing has become widespread, Article 102 TFEU could also poten-
tially provide an avenue for imposing antitrust law sanctions. Article 102 TFEU 
prohibits “[a]ny abuse by one or more undertakings of a dominant position within 
the internal market or in a substantial part of it [ . . . .] so far as it may affect trade 
between Member States”. While this provision has most often be applied to a single 
dominant undertaking, it also prohibits abuse of dominance by several undertakings 
that collectively hold a position of dominance. 

The standard of proof of showing that there is collective dominance has 
somewhat converged with the requirement of showing coordinated effects or, in 
other words the likelihood of tacit collusion, from mergers (Mezzanotte 2010; 
Petit 2012; Jones et al. 2019, p. 284). In order to show that the conditions of 
collective dominance (or coordinated effects from a merger) can be established and 
sustained, the EU General Court established in the Airtours case three necessary 
conditions29.34 First, the degree of transparency on the given market needs to be 
high so to allow market players to monitor each other’s conduct. Second, there 
needs to be a retaliation mechanism in place that is capable of deterring or punishing 
deviating conduct, i.e. the undercutting of prices. Third, neither customers nor 
potential competitors could counteract the collusive strategy. The existence of buyer 
power, for example could be a factor that would undermine tacit collusion. 

In addition, there needs to be an abuse to establish a violation of Article 102 
TFEU. Article 102 (a) TFEU gives as an example of abuse “directly or indirectly 
imposing unfair purchase or selling prices or other unfair trading conditions”. If the 
conditions of collective dominance could be established through pricing algorithms, 
the charging of supra-competitive prices could then constitute abuse for being an

33 Along similar lines, see Case C-74/14 Eturas and Others. 
34 Case T-342/99 Airtours. See also EU Commission (2004). Horizontal Merger Guidelines, 
2004/C 31/03, 45–57. 
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unfair price. So far, however, there is very little case law on unfair prices in the EU, 
and even less so on unfair prices as a collective abuse of dominance (Jones et al. 
2019, p. 696). 

6 Comparative Legal Analysis of Algorithmic Pricing 
Situations 

When it comes to the assessment of algorithmic pricing, the application of antitrust 
law both in the US and the EU turns on an appreciation of whether there is 
coordination by agreement or non-agreement coordination. Easy cases arise where 
algorithms are deployed by express agreement between competitors, with a design 
to coordinate price or other competitively sensitive terms. This should in all cases 
be illegal per se (US Law) or a restriction of competition by object (EU law) and, as 
in the Amazon posters cases, subject to criminal prosecution and appropriate private 
enforcement. 

In the case of coordination by algorithm, just as with non-algorithmic coordina-
tion, a proof problem arises. Observed coordination may be by agreement, giving 
rise to per se treatment (above), or by non-agreement, leading both to questions (1) 
whether non-agreement coordination aided by algorithms is somehow different, and 
(2) whether coordination by algorithms can rise to the level of agreement, even if 
not originally animated by agreement. As to this second question, under the current 
state of US antitrust law, the mere deployment of an algorithm which, through 
machine learning, engages with another algorithm through a series of exchanges and 
commitments that can be likened to “agreement,” is unlikely to give rise to liability. 
This situation is similar in the EU, albeit price signaling by pricing algorithms could 
under certain circumstances be interpreted as a form of concerted action. This is one 
place where experience and empirical study may highlight features of algorithms 
that are inconsistent with competitive outcomes, providing a basis for enforcement 
that does not currently exist. The incremental evidence that is building up from 
experiments run e.g. by Calvano et al. (2019, 2020) and the Swedish Competition 
Authority (Konkurrensverket 2021), and others, which try to approximate, step-by-
step, real market conditions in which AI pricing tools are deployed are an important 
component. For now, as oligopoly theory would predict, the symmetry of agents is a 
factor conductive to collusion, but as the Swedish Competition Authority shows, it is 
not a necessary condition for algorithmic tacit collusion to arise (Konkurrensverket 
2021). In addition, traditional factors in competitive analysis as, e.g., entry barriers 
remain valid with algorithms: when the algorithm can take threat of entry into 
account, prices will be lower (Konkurrensverket 2021). All initial evidence seems 
to point in the direction that cases of algorithmic collusion will have to be treated 
on a case-by-case basis. Their evaluation will be highly dependent on the strategies 
or policies programmed into or developed by the algorithms.
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As to the first question above, the concerns for coordinated outcomes requires an 
analysis of how to analyze algorithmic pricing. The remedial problem animating the 
historic debate over challenging non-agreement coordination is equally relevant in 
the context of non-agreement coordination through algorithms. The more draconian 
remedies available under US law, including criminal penalties and treble-damages 
liability, would be inappropriate if applied to an independent decision to deploy a 
pricing algorithm. Likewise, analysis under the rule of reason would be appropriate, 
leaving the burden of showing both harm to competition and—where appropriate— 
the possibility of a less restrictive alternative, on the agency or private enforcer. 
Sanctions in government enforcement in this case should be limited to forward-
looking injunctive relief (Huffman 2022a). In EU law, with its main focus on public 
competition enforcement, less radical sanctions could be imposed. Cases involving 
algorithmic pricing could be initially settled by commitments,35 wherein the EU 
Commission could impose behavioral remedies or request changes to algorithmic 
design. In this way the EU’s public enforcement approach, applying more of a 
regulatory than adversarial lens (Huffman and Schmidt-Kessen 2021), is a better 
fit for the current state of uncertainty with regard to the novel technologies at issue. 

Even under a cautious enforcement approach, however, what forward-looking 
injunctive relief might be appropriate is unclear. Much as Turner (1962) argued, 
a prohibition of independent profit-maximizing behavior is problematic. The most 
promising intervention is to challenge features of pricing algorithms that implicate 
the most concerning of the facilitating practices, whether information sharing or 
other, identified by Clark (1983), Dibadj (2010), and Page (2017). Disclosures 
of competitively sensitive information, whether by human or by algorithm, are 
correlated with coordinated outcomes and should be subject to challenge, with 
questions of temporality (future, present, or past) and breadth (public or disclosed 
to competitors only) animating the analysis. Where those disclosures happen by 
agreement, they should ordinarily be subject to challenge. Other agreements that 
increase homogeneity or transparency, facilitating non-agreement coordination by 
algorithm, are likewise concerning. Cooperation among competitors in selecting and 
programming an algorithm should be considered a facilitating practice and subject 
to a high degree of scrutiny, likely leading to a challenge—although as with other 
discussions of business practices, there may be efficiency justifications that will need 
to be indulged. As empirical results become available to support this, courts and 
enforcers should be open to interposing presumptions, shifting the burden to justify 
a particular use to the firm employing an algorithm.36 Efficiency consideration 
would equally play a role under EU competition law, both to determine whether 
the deployment of algorithmic pricing should be categorized as a restriction of 
competition by effect under Article 101 (1) TFEU (which would require showing of

35 Article 9 Regulation 1/2003. 
36 This is an application of what in the US system is called the “quick look” or “abbreviated rule 
of reason.” 
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anti-competitive effects on the market from the conduct) and whether it can benefit 
from an efficiency exemption under Article 101 (3) TFEU. 

Merger review provides an opportunity to check changes in market structure or 
other impacts that may facilitate coordination by algorithm, which is otherwise 
not subject to challenge under the Sherman Act. In the US, such review should 
follow the existing analysis outlined in Horizontal Merger Guidelines Section 
7. In particular, structural presumptions exist as a check on concentration levels 
(Guidelines, section 7.2). As empirical evidence is developed, it is possible those 
presumptions will need to be strengthened if the arguments of Gal (2019) that 
algorithmic pricing leads to collusion more readily than non-algorithmic pricing 
prove to be accurate. Mergers in markets with a history of collusion or non-
agreement coordination are already subject to scrutiny based on that history 
(Guidelines, section 7.2), and in the case of markets characterized by pricing 
algorithms enforcers should investigate whether algorithms were adopted as a means 
to facilitate coordination and whether past practice with algorithmic pricing in 
that industry led to outcomes causing concern. Mergers that tend to eliminate 
the “maverick,” perhaps the firm that continues not to employ industry standard 
software in its pricing decisions or perhaps the firm that programs its software to 
compete more aggressively than the industry norm, should be subject to increased 
scrutiny on that basis as well (Guidelines, section 7.2).37 Reflecting the substantial 
convergence of merger enforcement policy, the same reasoning would apply under 
the EU Merger Regulation (Akman and Garrod 2011).38 

Under EU law, the problems addressed under merger law could alternatively 
be dealt with under and abuse of collective dominance under Article 102 TFEU. 
This would allow competition authorities to intervene also in the absence of a 
merger, but it would require a competition enforcer to show that the market in 
question has the structural conditions that are thought to be conductive to collusion 
under the Airtours criteria discussed above. If, in the case of a concentrated 
market, pricing algorithms indeed contributed to more transparency, and there was 
no significant buyer power or other countervailing factor, the question whether 
algorithms could engage in retaliation in cases of price cuts would define whether 
collective dominance can be established. For this to happen, algorithms would 
likely need to be relatively simple and would need symmetric learning capacities 
to potentially be able prove a position of collective dominance. The question 
would then still remain whether there is collective abuse and at which level supra-
competitive prices would become unfair prices under Article 102(a) TFEU.39 In 
the US, collective dominance, or “shared monopoly,“as a theory of harm has not 
been seriously considered in more than 40 years; one question will be whether the

37 E.g., United States v. H&R Block Inc., 833 F. Supp. 2d 36 (D.D.C. 2011). 
38 See Regulation 139/2004 and EU Commission (2004). Horizontal Merger Guidelines 2004/C 
31/03. 
39 On the difficulty of establishing unfair prices. 
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efficiency of algorithmic decisions might provide a basis for re-examining such a 
theory in the coming years. 

Given the greater constraints of the Sherman Act relative to Articles 101 and 102 
TFEU, a US-law analog is the so-called “stand-alone” action under FTC Act section 
5 challenging conduct as an “unfair method of competition.” Resort to the FTC Act 
is a common solution advocated by scholars identifying concerns not subject to 
challenge under existing law of Section 1 (e.g., Dibadj 2010, pp. 606–608). Such an 
approach is most frequently identified with the FTC’s Ethyl Corp. Prosecution.40 

Ethyl Corp. was reversed on appeal to the federal court of appeals, which held 
that independent unilateral conduct by firms did not violate the FTC Act, partly 
on the basis of insufficient proof of an instance of conduct that led to the observed 
outcomes. The possibility of identifying adoption of algorithmic terms empirically 
shown to be uniquely pernicious as a way to satisfy the court of appeals’ requirement 
remains. 

7 Voices of Policy Makers and Future Outlook 

The issue of algorithmic collusion has not escaped the attention of enforcers and pol-
icymakers. Broadly summarized, policy responses, in public reports or submissions 
to multi-jurisdictional committees, reflect both (1) confidence in existing antitrust 
rules to attack anti-competitive practices and outcomes caused by use of algorithms, 
and (2) caution with regard to novel theories of enforcement in the absence of 
real-world evidence of harm caused by the adoption of algorithms. Based on the 
strength of the theoretical concerns, but the weak evidence of real-world effects, 
the right approach will continue to be watchful caution on the part of enforcers 
and policymakers, who should seek to develop evidence of market-level effects to 
develop their regulatory toolkits. In addition, the current state of substantial parity 
of analysis across jurisdictions presents a unique opportunity for inter-jurisdictional 
cooperation. 

Existing communications can be described as more, moderately, and less aggres-
sive in their analysis and anticipated treatment of algorithmic pricing. The Autori-
dade da Concorrência (2019) report on Digital Ecosystems, Big Data and Algo-
rithms may be the most suggestive of need for oversight and intervention. With 
regard to the most dramatic concerns, exemplified by the laboratory experience 
of Q-learning algorithms “colluding” without active human intervention, Digital 
Ecosystems correctly notes this has not been shown to have happened in a real-
world context, but careful attention is appropriate (Autoridade da Concorrência 
2019, pp. 270–275). In particular, Digital Ecosystems notes firm responsibility for

40 In re Ethyl Corp., 101 F.T.C. 425 (1983), reversed, Ethyl Corp. v. FTC, 729 F.2d 128 (2d Cir. 
1984). 
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effects caused by algorithms they deploy and the possibility of requirements to test 
and verify to ensure compliance (Autoridade da Concorrência 2019, pp. 274–275). 

The UK Competition and Markets Authority (CMA) published a Report in 
2021 on Algorithms (CMA 2021). On the issue of possible risks for markets from 
algorithmic tacit collusion, it concluded that empirical evidence is so scarce that no 
clear conclusions can be drawn. The report by the French Autorite de la Concurrence 
and Bundeskartellamt (2019) on  Algorithms and Competition predicts the success 
of existing rules and enforcement approaches in most cases, and identifies a lack 
of evidence for the autonomous coordination concerns, recognizing also that tacit 
collusion is not subject to challenge under EU law (Autorite de la Concurrence 
and Bundeskartellamt 2019, pp. 26–60). In summary remarks, Algorithms and 
Competition states that existing competition law regimes are sufficient for the 
task, prior cases involving algorithms have not taxed authorities’ expertise, and 
legal changes should wait for a clearer picture of the types of cases that may be 
encountered in the future (Autorite de la Concurrence and Bundeskartellamt 2019, 
p. V). The Canadian Competition Bureau was an early mover with its discussion 
paper, Big Data and Innovation (2017), where it highlighted concerns for post-
merger coordination, perhaps from the acquisition of a maverick, and increased 
transparency through facilitating practices (Competition Bureau Canada 2017, pp. 
20–21). However, the CCB did not see any intervention short of price control that 
would be appropriate (Competition Bureau Canada 2017, pp. 20–21) and instead 
noted the enforcement experience where traditional cartel agreements were reached 
using digital tools, including algorithms programmed by agreement between the 
cartelists (Competition Bureau Canada 2017, pp. 19–21). 

The so-far limited reaction from the US is the least suggestive of need for 
intervention. In 2018, the US antitrust agencies cooperated in a report to the OECD 
Competition Committee in which they highlighted their views on algorithmic 
collusion.41 The US agencies noted the scholarly interest in collusive outcomes 
reached by algorithm, and noted one of the particular features – speed of response 
and adjustment – frequently highlighted in those scholarly analyses (DOJ/FTC 
OECD, para. 18).42 Substantial shifts in enforcement priorities following political 
change (Huffman 2022b, pp. 4–6, 6, 8–9) can be expected to bring a different lens 
to the problem, but we are still lacking definitive pronouncements showing revised 
goals. 

Multi-jurisdictional committees have much promise in facilitating cooperative 
development of expertise and rules. Both the OECD and ICN have been engaged 
in the question of coordination by algorithm. For example, the OECD Algorithms 
and Collusion Report (2017) canvassed literature and enforcement experience with

41 Implications of E-commerce for Competition Policy - Note by the United States, at paras. 18–20 
(6 June 2018). 
42 An extensive report by a committee of the US Congress considered algorithms only by reference 
to concerns for dominance and did not discuss the impact of algorithmic pricing on coordinated 
outcomes. See Judicary Report (2020). 
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regard to collusive outcomes reached by algorithm and observed, “algorithms may 
permit firms to replace explicit collusion with tacit co-ordination.” (OECD 2017, 
section 4.3). In light of this concern, the OECD Report highlighted the possibility of 
“revisiting” “the notion of agreement”, possibly considering rapid price adjustment 
leading to monopoly outcomes to be treated as “agreement”, as could parallel 
pricing by algorithms which acts as a signaling device (OECD 2017, section 5.2). 
In a scoping paper, “Big Data and Cartels” (2020), the ICN identifies the same 
concerns for non-agreement coordination, based on rapid repeated transactions, as 
well as the unproven possibility of deep-learning algorithms achieving computer-
ized agreement, and also poses the question whether definitions of agreement need 
to be revised when algorithms operate autonomously (ICN 2020, pp. 12–17). 

Moving early to distill the state of the learning to amendments to guidelines 
promises benefits. It will enable counsel to better advise firms on their deployment 
of increasingly sophisticated software. As one example, the Competition Bureau 
of Canada’s newly revised Competitor Collaboration Guidelines (2021) recog-
nizes “agreements between competitors to use a common pricing algorithm” as 
a cartel agreement, adding the caution that “conduct that amounts to conscious 
parallelism is not sufficient (Competition Bureau Canada 2021, section 2.4.1 & 
n.15). Empirical research into the effects of pricing algorithms, taking into account 
both the substantial efficiency benefits and the well-theorized concerns, should 
be a first priority investment for agencies or multi-jurisdictional groups, perhaps 
through grants to research teams. Much agency expertise is developed through case 
investigation and prosecution, and studying the effects of algorithmic pricing as 
part of merger and non-merger investigations should be a priority. Those agencies 
that have powers to carry out sector inquiries, like the EU Commission43 and 
the National Competition Authorities in the EU Member States, as well as the 
analogous US FTC Section 6 authority (US Federal Trade Commission 1981),44 

could use these powers to acquire more evidence about the state of the art of pricing 
algorithms and their market impact (Konkurransetilsynet 2021).45 Enforcement 
efforts raising these issues should include technologists to complement the existing 
reliance on economic and management expertise. After greater experience and 
understanding is developed, rulemaking or legislation targeting the most pernicious 
uses of technology, likely to be those that produce transparency among competitors 
but not in the market generally, should be on the table.

43 Article 17 Regulation 1/2003. 
44 United States Code, Title 15, Section 46. Page (2009) outlines this procedural advantage that is 
unique to the FTC in US law. 
45 A recent example of such a sector inquiry is a recent Report by the Norwegian Competition 
Authority surveying the use of monitoring and pricing algorithms on Norwegian markets. 
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8 Conclusion 

Substantial scholarly attention and, more recently, work by enforcers and policy-
makers in understanding the effects of broad deployment of algorithms to establish 
prices has not produced a definitive resolution of the degree of the concern or the 
nature of the appropriate intervention. Both sides—technical development of pricing 
software, and the establishment of toolkits for investigation and enforcement, 
continue to develop. In this chapter we bring to the front several key areas of interest 
for scholars, advocates, and enforcers. 

The question of the impact of algorithmic pricing on market outcomes remains 
unresolved. Theories advanced by early movers among scholars including Mehra, 
Ezrachi, Stucke, and Gal, have been broadly recognized as worth serious attention 
by antitrust authorities and policy-makers. The more challenging questions related 
to autonomous discovery and response, leading in laboratory experiments to algo-
rithmic collusion, are today not sufficiently proved empirically in real-world settings 
to give rise to more than cautious concern. Empirical findings are also lacking as to 
the net effect on competition and consumers of efficiency-enhancing algorithmic 
decision-making, which also threatens coordinated outcomes. Additional empirical 
evidence from laboratory and real-world experiments, taking into account the 
diversity of algorithmic design and the variety in the data sources that could be 
deployed in the development of algorithmic pricing strategies, is necessary. In 
particular, a better understanding of the incentives and strategies of developers and 
adopters of pricing algorithms will improve responses in competition policy and 
law. 

An important observation from our comparative study is the substantial parity in 
treatment across leading antitrust systems. Jurisdictions on both sides of the Atlantic 
broadly dislike coordinated outcomes, but recognize the challenge or impossibility 
of preventing these, if no actual agreement between parties can be proven under the 
cartel prohibitions (Section 1 and Article 101 TFEU). There are less trodden paths 
that could be pursued by antitrust enforcers in the US and EU, on the one hand under 
Section 5 of the FTC Act or through Article 102 TFEU and collective dominance. 
Nonetheless, without having a sufficient evidence base that would specify if, how, 
and when pricing algorithms cause competitive harm, it seems premature to consider 
these potential avenues for antitrust enforcement. 

Lastly, the overall observed parity provides substantial opportunity for cross-
jurisdictional cooperation in finding successful strategies to combat harm that the 
law has not historically addressed. Prioritizing these concerns, and employing a mix 
of study, investigation, prosecution, and reduction to guidelines and law, are the 
right approaches to ensure both technological innovation and enforcement serves 
society’s interests. 
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The “Artificial Intelligence Act” Proposal 
on European e-Justice Domains Through 
the Lens of User-Focused, User-Friendly 
and Effective Judicial Protection 
Principles 

Joana Covelo de Abreu 

Abstract European e-Justice aims at developing electronic tools to allow national 
jurisdictions and ECJ to contact through reliable and secure digital channels. 
The 2019–2023 e-Justice Strategy underlined some new EU general principles 
directly developed under e-Justice paradigm, deserving particular attention the ones 
concerning user-focused and user-friendly dimensions. As 2021 is the year where 
justice digitalization will be under discussion, there is a need to understand how 
AI will impact on justice fields, not only in MS judicial systems (EU functional 
jurisdictions, when applying EU law), but also in ECJ, as this disruptive technology 
is being discussed. The Proposal for an AI Act stresses AI systems intended for 
the administration of justice should be classified as high-risk, considering their 
potentially significant impact on effective judicial protection domains. Therefore, 
this paper intends to understand the need to fully stress AI human-centric approach 
on justice fields, so effective judicial protection can be deepened through user-
focused and user-friendly principles; and to scrutinize, from the e-Justice standpoint, 
how the Proposal for an AI Act must further address judicial instrumental usage of 
AI systems, so judicial independence, procedural rights and access to justice are 
observed in the EU jurisdictional setting. 
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1 E-Justice Paradigm and the Trend of Digitalization 
of Justice: The Time Is Now for Tackling Artificial 
Intelligence Pros and Cons 

All European institutions are engaged on further developing European e-Justice. 
Insofar, the Council has been addressing it, since 2007, in a coordinated way, firstly 
by setting a Working Party on the theme (See, for further development, Storskrubb 
2017, p. 276) and, in sequence, by presenting three Action Plans on European e-
Justice: from 2009 to 2013; from 2014 to 2018; and the latter, still being developed, 
from 2019 to 2023 (see Council of the European Union 2019b). 

In this sense, European e-Justice “aims at improving access to justice in a pan-
European context and is developing and integrating information and communication 
technologies into access to legal information and the workings of judicial systems” 
bearing in mind that “the efficient functioning of the judiciary in the Member 
States” can also relate to the implementation of digital components and a new 
technological approach (see Council of the European Union 2019b, p. 1, paragraph 
1). Particularly trying to establish future guidelines (to be met until 2023), the 
Council, under “Evolutivity” domains, understood its Action Plan (see Council of 
the European Union 2019a) “should be flexible with respect to future developments, 
be they legal or technical” (see Council of the European Union 2019b, p. 4,  
paragraph 29), stressing that “[l]egal tech domains such as Artificial Intelligence 
(AI) [ . . . ], for example, should be closely monitored, in order to identify and 
seize opportunities with a potential positive impact on e-Justice” (see Council of 
the European Union 2019b, p. 4, paragraph 30). In this context, this European 
institution advanced Artificial Intelligence “could have a positive impact on e-
Justice, for example by increasing efficiency and trust” despite acknowledging that 
“[a]ny future development and deployment of such technologies must take risks 
and challenges into account, in particular [ . . . ] to data protection and ethics” (see 
Council of the European Union 2019b, p. 4, paragraph 31). 

In the same sense, the European Commission recently devoted its attention to 
the matter, understanding that “[a]ccess to justice needs to be maintained and to 
keep pace with change, including the digital transformation affecting all aspects 
of our lives” (see European Commission 2020a, p. 1). Focusing on Artificial 
Intelligence—one of the tools equated in this institutional “toolbox”–, the European 
Commission understood that “the emergence of new technology brings with it the 
need for ongoing assessment of its impact, in particular as regards fundamental 
rights and data protection” (see European Commission 2020a, p. 21). Insofar, 
despite understanding Artificial Intelligence potential on justice domains, “such as 
making use of information in new and highly efficient ways, and [ . . . ] reducing 
the duration of judicial proceedings”, that European institution also stressed that 
“the potential for opacity or biases can also lead to risks and challenges for the 
respect and effective enforcement of fundamental rights, including [ . . . ] the right 
to an effective remedy and fair trial” (see European Commission 2020a, p. 10). In 
fact, Artificial Intelligence tools and mechanisms pose several questions, demanding
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further transparency, “human oversight, accuracy and robustness” (see European 
Commission 2020a, p. 10) so fundamental rights protection, the rule of law and, 
particularly, effective judicial protection demands are promoted. 

In this sense, European e-Justice has, so far, been able to play “a double 
emblematic role”: 

– On one hand, “as a means to implement interoperable communication systems, 
so jurisdictional articulation can be facilitated, in an institutional level” (see 
Covelo De Abreu 2019, p. 300): under European e-Justice paradigm, the Proposal 
for a Regulation concerning the e-CODEX system (see European Commission 
2020b; See, for further development, Covelo De Abreu 2020) has been pre-
sented as a means to further develop interoperable channels between national 
judicial authorities as long as it also envisaged promoting digital interactions 
between national courts and the Court of Justice of the European Union (ECJ), 
through eCuria application (See, for further development, Costeira 2021). These 
converging trends led to the sediment of a wider notion of European Union 
Procedure (focusing on both ECJ and national courts’ roles in the European legal 
and jurisdictional order) and an atmosphere of an effective judicial integration, 
even promoting a greater proximity between judicial cooperation in civil and in 
criminal matters (Silveira et al. 2020); 

– On the other hand, e-Justice has been acting “as a referral to effective judicial 
protection of those rights given to individuals by the European legal order, 
through new approaches and updates” (see Covelo De Abreu 2019, p. 300): 
under that paramount, research must be conducted so Artificial Intelligence 
potentialities and dangers can be fully understood, particularly by conducting 
a decisive distinction between (a) Instrumental Systems of Artificial Intelligence 
and (b) Decision Systems of Artificial Intelligence in judicial domains. Based 
on this distinction, risk’s classification of Artificial Intelligence systems might 
be conducted in concrete terms, as there must be a clear approach on which 
systems applicable to justice fields must be submitted to stricter obligations as 
deemed to those of high-risk. Furthermore, these systems will also have to be 
understood under Artificial Intelligence human-centric approach, so effective 
judicial protection must be achieved, questioning whether user-focused and user-
friendly principles can deepen its observance. 

2 Artificial Intelligence Systems Intended 
to the Administration of Justice 

The use of Artificial Intelligence mechanisms in the justice field can pose beneficial 
and prejudicial challenges on effective judicial protection. However, the measures 
must be designed and taken in a European level as it “could avoid duplication of 
national efforts and create significant synergies” and “[i]t could also ensure interop-
erability and ultimately transform good pilot projects into EU-wide solutions” (see
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European Commission 2020a, p. 10). Furthermore, as Artificial Intelligence systems 
require relevant data and their training, the European Union level is the perfect 
setting for achieving their usage “in full compliance with personal data protection 
rules” (see European Commission 2020a, p. 11). 

Departing from the European Commission’s sensitivities, despite advantages 
of introducing Artificial Intelligence-based applications in the justice system are 
palpable, “there are also considerable risks associated with their use for automated 
decision-making and ‘predictive policing’ / ‘predictive justice’” (see European 
Commission 2020a, p. 11). 

It is settled that a part of “the work of courts and judges is to process information; 
parties bring information to the court, transformations take place in the course of the 
procedure, and the outcome is also information”; i.e., “[n]ot all of this information 
processing is complex customization” (see Reiling 2020, p. 2 of 10) before court 
proceedings and there are some scenarios where Artificial Intelligence systems are 
being developed. In this sense, its general use could be established on three major 
topics, as it is intended to only focus on effective and / or potential systems that are 
available before courts and to be used in the procedural course running before them: 
Artificial Intelligence systems on (1) organising information; (2) mobilising useful 
pre-existing case-law; and (3) forecasting decision trends. 

2.1 Artificial Intelligence Systems on Organising Information 

Artificial Intelligence systems can be put into use on “[r]ecognising patterns in text 
documents and files” (see Reiling 2020, p. 3 of 10). 

A similar use (despite extrapolated for further extrajudicial and judicial oper-
ations) can be already found in the United States of America (USA): eDiscovery 
is “an automated investigation of electronic information for discovery, before the 
start of the court procedure”, using machine learning “which [ . . . ] is capable of 
extracting the relevant parts from a large amount of information” but demanding 
parties to agree on “which search terms and coding they use” and depending on the 
judge’s assessment and confirmation of the agreement (see Reiling 2020, p. 3 of  
10). 

Also focusing on organising procedural information, the Ministry of Justice, 
in Portugal, was developing (until December 2020) the project “Magistratos”, 
particularly focusing on administrative, tax and judicial courts. This system aimed 
at delivering “a unique interface for magistrates (including prosecutors), enabling 
the indexation of documents and information which are part of a judicial case”, 
allowing “fast search of documents and contents” (see European Commission 
2020c). “Magistratos” was a pilot-project that could provide several tools on how to 
organise procedural information. 

Furthermore, in this topic—and taking these two systems into account –, it could 
also be equated the development of a system that was able to detect coincident 
facts’ allegations (in written pleadings) between different parties in the litigation.
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This would help judges to settle the facts that are agreed between the parties, so 
they could not be issue of proof in judgement sessions, for instance. This tool 
would save procedural time and it would allow the judge’s control—maintaining 
and deepening his/her independence and impartiality as s/he could analyse all the 
parties’ pleadings in order to check and complement the algorithm’s choices—and 
the parties possibility of questioning the results, in a due process of law, requesting 
the correction or the complement of the system’s selection. 

2.2 Artificial Intelligence Systems on Mobilising Useful 
Pre-Existing Case-Law 

Artificial Intelligence would be useful on determining if there were already previous 
decisions of different or the same court that is now facing the litigation before a case 
with similar legal framework. It would help judges to more hastily being able to find 
pre-existing decisions and to understand if the legal grounding could be mobilised 
in the present case. In this case, the Artificial Intelligence system could have a more 
decisive role than the nowadays usual search engines based on Boolean techniques, 
that sometimes are not accurately thought to devise relevant case-law (based on 
the terms used in the research of results). Furthermore, it would also allow judges to 
more efficiently contact with previous jurisprudence that otherwise they could never 
be able to even know. 

This system would be an instrumental tool to the judicial work without deter-
mining an affection of judicial independence or other effective judicial protection 
dimensions as this tool should be used under user-control principle and it would 
be user-focused and user-friendly, as a vivification of human-centric approach on 
Artificial Intelligence systems. 

2.3 Artificial Intelligence Systems on Forecasting Decision 
Trends (Predictive Justice) 

This might be the most visible feature of Artificial Intelligence use in justice 
domains since when this technology “claims to be able to predict court decisions 
attracts a lot of interest”. However, the expression “predictive justice” did not go 
without discussion as “the outcome of the prediction algorithms is neither justice 
nor predictive” (see Reiling 2020, p. 4 of 10), what determined that latest debates 
led to preferring the term “forecast” since “[t]he outcome looks more like a weather 
forecast than like an established fact” particularly because “court proceedings risk 
having an unpredictable outcome” (see Reiling 2020, p. 4 of 10). 

Therefore, there are several applications on forecasting courts’ decisions, but 
they are mainly developed under lawyers’ standpoint (See, for an extended list of
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applications, Faggella 2021). Focusing on the procedural standpoint, some USA 
experiences implemented in courts might showcase this “technology can have 
limitations when implemented in the judiciary” (see Cabral 2020, p. 115). 

In fact, one of mostly discussed issue concerning Artificial Intelligence is the 
phenomenon of algorithm bias and/or opacity: “the algorithm presents biased results 
in a repeated way” which mainly is an outcome of the data set used in the learning 
process of the machine learning algorithm (see Cabral 2020, p. 115). In fact, 
what defines machine learning is the machine ability to learn from itself through 
data that are provided to it or that it can collect from daily interactions (See, for 
further development, Domingues 2015). It is not difficult to imagine if a biased 
algorithm trend affects Artificial Intelligence tools being used on justice fields and, 
particularly, that can directly or indirectly impact on judicial decisions. 

Take Correctional Offender Management Profiling for Alternative Sanctions 
(with acronym COMPAS) for example: many academic studies, in several research 
fields, have been reflecting on how this tool can have led to some actual discrimi-
nation affecting individual freedom. COMPAS was used, in practice, in the USA, 
by some criminal judges to assess “the recidivism risk of defendants or convicted 
persons, in decisions on pre-trial detention, sentencing or early release” and it used 
“data from the criminal record and from a questionnaire with 137 questions” (see 
Reiling 2020, p. 5 of 10). 

However, ProPublica—“an independent, non-profit newsroom” (see ProPublica 
2021)—published an article on May 23, 2016 (see Angwin et al. 2016) where it 
exposed what it perceived as a “machine bias” since COMPAS appeared to lead to 
a higher rate of recidivism being attributed to African Americans in opposition to 
Caucasians. There were some publications that disagreed from these conclusions, 
as NorthPointe, Inc.—the developer of COMPAS—taking the lead (See, for further 
development, Dieterich et al. 2016; Barenstein 2019). 

The point being made is that algorithm bias and/or opacity can be “transversal” 
and, in judicial fields, “the impact of these [bias / opaque] decisions can affect 
the most pivotal sphere of citizens’ rights” as there is a “deterioration of judicial 
protection due to the inadequate use of algorithms” (see Cabral 2020, p. 117). 

Furthermore, taking into consideration Commission’s worries—based on stake-
holders’ wide participation–, Artificial Intelligence “applications in the justice 
area as a possible high-risk use case” would be those that could be a “part of 
decision-making processes” as they could assume “significant effects on the rights 
of persons” (see European Commission 2020a, p. 10), bearing in mind, particularly, 
that “[w]here machine learning is used, the risks of biased outcomes and potential 
discrimination [ . . . ] are high”, paying “special attention [ . . . ] to the quality of the 
training data used, including its representativeness and relevance in relation to the 
purpose and the context of the intended application and how these systems are 
designed and developed to ensure that they can be used in full compliance with 
fundamental rights” (see European Commission 2020a, p. 11). 

Taking these three main topics under attention, we can come to the conclusion 
that Artificial Intelligence systems used (1) on organising information and (2) on 
mobilising pre-existing case-law can be categorised as Instrumental Systems of
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Artificial Intelligence in justice fields as they play a role in preparing the procedure, 
its information and, in a more extensive way, a potential draft of segments to be 
used in the legal grounding (based on previous jurisprudence). However, Artificial 
Intelligence systems (3) on forecasting decision trends can be understood as a 
Decision System of Artificial Intelligence as it can directly impact on judicial 
decision and, furthermore, on the formation of the judge’s personal perception of 
the case brought before him/her. 

However, in both concepts, risks can be posed by using Artificial Intelligence, 
existing the need to understand if those systems can be categorised, under the 
Proposal for an Artificial Intelligence Act (see European Commission 2021b), as 
high-risk, fulfilling the obligations steaming from that classification. 

3 High-Risk Classification of Artificial Intelligence Systems: 
Human-Centric Approach at the Service of Effective 
Judicial Protection Domains 

Artificial Intelligence was legally addressed from an ethical approach since it 
departs from the idea fundamental rights operate as moral and juridical rights 
whose observance provides promising basis to identify abstract principles and 
ethical values to be operationalized in its context (See, for further development and 
reflexion, Silveira et al. 2021, p. 337). The main concern about Artificial Intelligence 
evolution and impact on legal fields is its potential to affect the “respect and effective 
enforcement of fundamental rights” (see European Commission 2020a, p. 10) which 
demands understanding its impact on effective judicial protection, “including [ . . . ] 
the right to an effective remedy and fair trail” (see European Commission 2020a, p.  
10). 

Substantiating the Regulation Proposal for an Artificial Intelligence Act, the 
Commission stressed “[i]t is in the Union interest to preserve the EU’s technological 
leadership and to ensure that Europeans can benefit from new technologies devel-
oped and functioning according to Union values, fundamental rights and principles” 
as it is a proposal “based on EU values and fundamental rights and aims to 
give people and other users the confidence to embrace AI-based solutions, while 
encouraging businesses to develop them” (see European Commission 2021b, p. 1).  

It is this worry on fully assuring fundamental rights’ protection and proclama-
tion before these new technologies that sediments an human-centric approach to 
Artificial Intelligence: “[r]ules for AI available in the Union market or otherwise 
affecting people in the Union should be human-centric, so that people can trust that 
the technology is used in a way that is safe and compliant with the law, including 
the respect of fundamental rights” (see European Commission 2021b, p. 1). This  
Proposal understands that “[t]he use of AI with its specific characteristics (e.g. 
opacity, complexity, dependency on data, autonomous behaviour) can adversely 
affect a number of fundamental rights enshrined in the EU Charter of Fundamental
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Rights” (CFREU) and it “seeks to ensure a high level of protection for those 
fundamental rights and aims to address various sources of risks through a clearly 
defined risk-based approach” (see European Commission 2021b, p. 11). 

In this sense, the Proposal for an Artificial Intelligence Act looks to be consistent 
with the fundamental rights regime steaming from the CFREU and “the existing 
secondary Union legislation” (see European Commission 2021b, p. 5).  

The Proposal addresses effective judicial protection dimensions on direct and on 
indirect terms. In fact, there are several specifications on personal data protection 
that will play a fundamental role in allowing courts to fully admitting access to 
justice rights, defence rights, the right to a fair trial within a due time and before 
impartial and independent judges, among other dimensions of effective judicial 
protection. Insofar, on personal data protection, the proposal tries to complement 
General Data Protection Regulation (GDPR)1 regime but it also operates alongside 
with, for instance, Directive 2016/680 on the processing of personal data for the 
purposes of criminal procedures,2 as it aims at ensuring “the quality of datasets 
used for the development of AI systems complemented with obligations for testing, 
risk management, documentation and human oversight throughout the AI systems” 
(see European Commission 2021b, p. 4), containing “certain specific rules on the 
protection of individuals with regard to the processing of personal data, notably 
[imposing] restrictions of the use of AI systems for ‘real-time’ remote biometric 
identification in publicly accessible spaces for the purpose of law enforcement” (see 
European Commission 2021b, p. 6).  

Based on data protection demands, Title III of the proposal, concerning high-
risk AI systems, “contains specific rules for AI systems that create a high risk to 
[ . . .  ] fundamental rights of natural persons”; these systems will be able to enter 
and circulate in the Union’s market but they will be subjected to the “compliance 
with certain mandatory requirements and an ex-ante conformity assessment” (see 
European Commission 2021b, p. 13). 

On the other hand, there was also a concern on promoting effective judicial 
protection in direct terms and in all of its dimensions, as steaming from article 47 
CFREU, focusing particularly on the right to an effective remedy and to a fair trial: 
as the proposal creates “obligations for ex ante testing, risk management and human 
oversight”, this will facilitate promoting fundamental rights’ protection “by min-
imising the risk of erroneous or biased AI-assisted decisions in critical areas such 
as [ . . . ] law enforcement and the judiciary” (see European Commission 2021b, p.  
11). Furthermore, to allow “individuals to exercise their right to an effective remedy

1 See Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 
on the protection of natural persons with regard to the processing of personal data and on the free 
movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation). 
2 See Directive (EU) 2016/680 of the European Parliament and of the Council of 27 April 2016 
on the protection of natural persons with regard to the processing of personal data by competent 
authorities for the purposes of the prevention, investigation, detection or prosecution of criminal 
offences or the execution of criminal penalties, and on the free movement of such data, and 
repealing Council Framework Decision 2008/977/JHA. 
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and to the necessary transparency towards supervision and enforcement authorities”, 
some transparency obligations are predicted without affecting intellectual property 
rights as it “will be limited only to the minimum necessary information” (see 
European Commission 2021b, p. 11). 

Recital 40 of the Proposal establishes that “[c]ertain AI systems intended for 
the administration of justice [ . . . ] should be classified as high-risk, considering 
their potential significant impact on democracy, rule of law, individual freedoms 
as well as the right to an effective remedy and to a fair trial”. Furthermore, “to 
address the risk of potential biases, errors and opacity, it is appropriate to qualify 
as high-risk AI systems intended to assist judicial authorities in researching and 
interpreting facts and the law and in applying the law to a concrete set of facts”. 
However, this high-risk classification was thought so it would not be applicable 
to all Artificial Intelligence systems in administration of justice’s fields: “[s]uch 
qualification should not extend [ . . . ] to AI systems intended for purely ancillary 
administrative activities that do not affect the actual administration of justice in 
individual cases, such as anonymisation or pseudonymisation of judicial decisions, 
documents or data, communication between personnel, administrative tasks or 
allocation of resources”. As recitals are used, within the European Union law, as 
an interpretation referral for articles enshrined in the legislative acts they introduce, 
there is a need, in this sense, to understand which operations can be outside the 
scope of this high-risk classification in the administration of justice domains, by 
conducting a concrete analysis of the legal regime steaming from this proposal. 

According to Article 6 (2) of the Proposal and Point 8 (a) of its Annex III, 
Artificial Intelligence systems on administration of justice are characterised as high-
risk. In this sense, high-risk systems have to comply with a risk management 
system: under Article 9 (2) it consists “of a continuous iterative process run 
throughout the entire lifecycle of a high-risk AI system, requiring regular systematic 
updating” and, before the system being placed on the market, the fulfilment of 
“strict obligations” as there is a requirement for ex ante conformity assessments (as 
one of its great innovative features): (a) “[a]dequate risk assessment and mitigation 
systems”; (b) “[h]igh quality of the datasets feeding the system to minimise risks 
and discriminatory outcomes”; (c) “[l]ogging of activity to ensure traceability of 
results”; (d) “[d]etailed documentation providing all information necessary on the 
system and its purpose for authorities to assess its compliance”; (e) “[c]lear and 
adequate information to the user”; (f) “[a]ppropriate human oversight measures to 
minimise risk”; and (g) “[h]igh level of robustness, security and accuracy” (see 
European Commission 2021c). When these systems rely on techniques involving 
the training of models with data, there are particularly demanding terms for training, 
validation and testing of datasets (Article 10). Technical documentation concerning 
the system must be drawn up before the system is placed in the market (Article 11) 
and a record must be kept while the system is operating (Article 12), while fulfilling 
“transparency [ . . .  ]; human oversight; and robustness, accuracy and security” (see 
Maccarthy and Propp 2021) demands. Furthermore, “[a]n additional important 
innovation is a mandate for a postmarket monitoring system to detect problems in 
use and to mitigate them” (see Maccarthy and Propp 2021).
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Risk classification—adopted in this proposal—was thought to achieve a goal: “to 
avoid an excessive burden to AI systems and market players associated to them that 
do not represent a relevant risk on fundamental rights’ level” (see Cabral 2021, p.  
122). 

In this sense, considering Artificial Intelligence systems on organizing informa-
tion, and taking into consideration the development of the project “Magistratos” by 
the Portuguese Government, there is a need to understand if the complete system 
will be classified as high-risk. In fact, accordingly to its institutional description, 
the project is deemed as an interface available to judges and prosecutors to index 
documents and information. Taking this part of the system into account, it can be 
understood as a mere administrative tasks’ reliever and, therefore, not needing a 
high-risk classification. However, “Magistratos” also aims at allowing fast search 
of documents and contents. Therefore, if these two main operations might be able 
to impact on how justice is applicable to an individual case, it will be understood 
as a high-risk system and will have to meet all the requirements steaming from the 
proposal. 

In the same category concerning systems on organizing information, a proposal 
was advanced: a system that could analyse and detect coincident facts’ allegations 
in the parties’ written pleadings, favouring the judge’s choice of which facts were 
already agreed between procedural parties and would not be dependent on further 
proofs. Conversely, this system ought to be classified as high-risk in the first place 
because, if perceived by the judge as self-sufficient, it would jeopardize judge’s 
independence and could affect the right to a fair trial. In this context, besides ex 
ante conformity analysis and ex post monitoring, high-risk classification would also 
have an important role to establish stricter rules on transparency, human oversight 
and accuracy, robustness and security of the system. These features—to be met by 
the Artificial Intelligence system—are the ones refocusing how the grounding base 
of legal setting for Artificial Intelligence is its human-centric approach, feature that 
gains a wider significance when judicial sphere is under discussion. Allowing (and 
even imposing) human involvement and control, the importance of independent and 
impartial judges defending the right to a fair trial and the exercise of all procedural 
rights given to the litigation parties becomes fully accomplished. In the face of such 
Artificial Intelligence system, this could not be different. 

So far, concerning Artificial Intelligence systems on organising information, 
as Instrumental Systems, they can appear as not posing direct issues to effective 
judicial protection, particularly because they can be mainly developed to ease 
administrative burden and to present solutions that mostly impact on administrative 
functions developed in the judiciary. However, they can also focus on avoiding 
repetitive and / or mechanic work conducted by judges. When this is the case, those 
systems (or part of them) might be classified as high-risk; being classified as such, 
these systems’ tonic must be refocused in the anthropological approach of Artificial 
Intelligence where human-centric model must prevail: 

– On one hand, allowing judges to fully exercise their task in independent and 
impartial terms. This can only be achieved if they are prepared to Artificial



The “Artificial Intelligence Act” Proposal on European e-Justice Domains. . . 407

Intelligence systems’ use, through active digital literacy because these systems 
must “be designed with ease of use” and to empower the users, which can only 
be reached if transparency demands are met and judges are aware of technical 
operations are conducted (see Council of the European Union 2019b, p. 2,  
paragraph 11); 

– On the other hand, high-risk classification will also allow lawyers to understand 
the intervention of the Artificial Intelligence systems so, if needed, they can fully 
exercise the right to action and defence rights of the parties they represent. In this 
sense, active and passive digital literacy are needed – (i) active literacy to lawyers 
as they play a vital role as judicial operators, demanding they also understand 
the functioning behind the Artificial Intelligence system and, insofar, are able 
to question its “reasoning” in their pleadings and allegations; and (ii) passive 
literacy to general community so people that can have to go to court also is aware 
of Artificial Intelligence systems’ usage and how they can impact their rights 
and which means there are to react in proper time. Furthermore, the high-risk 
classification ought to enhance a trust feeling in the justice system. 

Artificial Intelligence systems on mobilizing useful pre-existing case-law were 
perceived as those systems that could detect previous jurisprudence and, if possible, 
advance segments of the legal grounding that could be useful to the case pending 
before a court. In this scenario, Artificial Intelligence system would be classified 
as high-risk as it could have direct impact on judge’s behaviour throughout the 
procedure and it would only be sufficiently reliable if underwent the assessment 
before being placed in the market and it was subdued to transparency demands to 
the users (under Article 13 of the Proposal), human oversight (under Article 14 
of the Proposal) and accuracy, robustness and cybersecurity requirements (under 
Article 15 of the Proposal). 

In fact, effective judicial protection—especially the dimension concerning a 
judgement issued in due time—could be enhanced by a system as this one; but it 
could only be functional as long judges and parties’ lawyers were able to understand 
how the system works, why those results (and not others) were brought up and 
that the system was solely acting as a means to organize previous decisions’ 
extracts without undermining judges’ whole perception of the litigation and free 
evaluation of evidence brought before him. Furthermore, the way those extracts 
are organized—if the system also presents them in this way to the judge—must 
be intuitively perceptible to the users (in a user-focused and user-friendly approach) 
and under their control. In this context, organized results could be showcased in an 
editable format, allowing complete and / or partial dismissal and to be copied and 
pasted in other file, where the judge’s decision was being built from scratch. 

Lastly, focusing on Artificial Intelligence systems on forecasting decision trends, 
European Commission worries must be recalled: it was aware of risks posed by 
automated-decision making (predictive justice) as it had the most potential on 
affecting effective judicial protection. As a Decision System, high-risk classification 
is undoubtably the only possible to set aside those risks as these are systems able
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to “affect the actual administration of justice in individual cases” (Recital 40 of the 
Proposal). 

Here, human-centric approach of Artificial Intelligence must be recalled as 
general ethical grounding to Artificial Intelligence legal regime in the European 
Union. Insofar, decision systems cannot operate as definitive or embedded in utterly 
and unquestionably truths: these are systems that make decision-making process 
easier but they do not act as substitutes of human intervention, of human oversight 
and of general comprehension of the system’s functioning. These actions are vital 
so judicial operators at large can operate and enforce all effective judicial protection 
dimensions: 

– Judges have to control the system, which demands digital skills to be developed 
and implemented; otherwise, their independence—relevant to the maintenance 
of a legal order based on a rule of law—can be undermined. Accordingly to the 
2021 EU Justice Scoreboard, despite some Member States are still implementing 
Artificial Intelligence systems in the judicial administration, “[t]he overview 
confirms the observation that justice reform require time – sometimes spanning 
several years – from their announcement until the adoption of the legislative 
and regulatory measures and their actual implementation on the ground” (see 
European Commission 2021a, p. 5). On the other hand, the system’s workings 
have to be presented in comprehensible terms to them, so user-focused and 
user-friendly dimensions are fulfilled. Otherwise, judicial operations meant to 
judges—as interpreting the law, applying it to individual cases and delivering 
material justice—can be confused with technological ones, which undermines 
judicial function as one basic function controlling how public power is exercised 
and on restoring rights that have been breached in the legal sphere of the litigation 
party; 

– Lawyers need to understand the system, through a transparency policy available 
to them and understandable by them, so they can, if that is the case, exercise 
defence and appeal rights. These rights, before the implementation of Artificial 
Intelligence systems in the judiciary, need to be exercised in wider terms 
so parties’ reactions concerning digital challenges steaming from disruptive 
technologies’ use in the judiciary can be also discussed. This demands an 
actualistic interpretation of those rights’ exercise legal grounding so arguments 
concerning digital challenges can also be addressed. Therefore, user-focused and 
user-friendly principles can play a mediate role: if the Artificial Intelligence 
system is understandable and thought to empower its user (the judge), it will 
also be easier to understand by the lawyer, despite not being its direct user. 

4 Conclusive Remarks 

As we were able to see, perceiving Artificial Intelligence systems as ethically 
trustworthy allowed a human-centric legal approach which determines that they 
must “leave a margin for human choice, which can only be obtained through the
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guarantee that the human will be able to understand, oversight and control Artificial 
Intelligence functioning inherent proceedings” (see Silveira et al. 2021, p. 341). In 
fact, European Union Agency for Fundamental Rights (FRA) understood effective 
judicial protection (enshrined on Article 47 of the CFREU) as “one of the most often 
used Charter right in legal proceedings”, also covering “decision taken with the 
support of AI technologies” (see European Union Agency for Fundamental Rights 
(FRA) 2020, p. 75). In this sense, and after making visible how “[u]sing AI can 
challenge the right to an effective remedy in different ways”, particularly when 
parties involved have not the information and / or the knowledge to understand the 
systems’ functioning: “[w]ithout access to this information, individuals may not be 
able to defend themselves, assign responsibility for the decisions affecting them, 
appeal any decision negatively affecting them or have a fair trial, which includes 
the principle of equality of arms and adversarial proceedings” (see European Union 
Agency for Fundamental Rights (FRA) 2020, p. 76). 

As previously stressed, these problems can only be overcome if digital literacy 
is promoted also concerning Artificial Intelligence systems’ use in the judiciary. 
In fact, as FRA mentions, “challeng[ing] decisions based on AI [is] essential for 
providing access to justice”, which can only happen if “people [is] aware that 
AI is used”, “people [is] aware of how and where to complain”; and “AI system 
and decisions based on AI can be explained” (see European Union Agency for 
Fundamental Rights (FRA) 2020, p. 76). 

Furthermore, human-centric Artificial Intelligence is the dogmatic approach that 
“gains particular new forms and relevance in legal domains and, particularly, in 
justice fields where fundamental rights have to be met and enforced, despite the 
legal order that entails them”: therefore, as long as Artificial Intelligence systems are 
“being thought and implemented, not to substitute judicial operators, but to facilitate 
their tasks, particularly those of repetitive nature or of comparing settled case law” 
(see Covelo De Abreu 2019, p. 303), these might not appear as an impediment to 
effective judicial protection. Difficulties will arise but they must be addressed in a 
way the systems’ workings are directed exclusively to act as mere instruments of 
the judicial function, not assuming a leading role on its accomplishment – that must 
continue to be solely conducted by judicial operators, dully supported on transparent 
information and digitally aware of the systems’ shortcomings and potentials. 

In this sense, the European Ethical Charter on the use of Artificial Intelligence in 
judicial systems and their environment, authored by the European Commission for 
the Efficiency of Justice (CEPEJ) of the Council of Europe, is a useful tool to the 
European Union path: in fact, the Working Party on e-Law (e-Justice) of the Council 
had several reunions in Brussels where, addressing the topic “Innovative uses of 
technology – artificial intelligence”, in 2019, that Ethical Charter was presented 
(see Council of the European Union, ANP—EU Monitor 2019). In this sense, 
under Article 6 (3) of the Treaty of the European Union (TEU), the protection 
of fundamental rights in the European Union must follow the minimum standard 
developed under the European Convention of Human Rights (ECHR) of the Council 
of Europe, as an interpretation standard. In this sense, this Ethical Charter has
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been able to influence the way European Union is perceiving Artificial Intelligence 
systems being used in justice fields. 

Insofar, this Ethical Charter was adopted to sensitize “public and private stake-
holders responsible for the design and deployment of artificial intelligence tools and 
services that involve the processing of judicial decisions and data”, also engaging 
“public decision-makers in charge of the legislative or regulatory framework, of the 
development, audit or use of such tools and services” (see Council of Europe – 
European Commission for the Efficiency of Justice 2018, p. 5).  

In line with what we tested before, this Charter acknowledges that “[w]hen 
artificial intelligence tools are used to resolve a dispute or as a tool to assist in 
judicial decision-making or to give guidance to the public, it is essential to ensure 
that they do not undermine the guarantees of the right to access to a judge and 
the right to a fair trial” (see Council of Europe – European Commission for the 
Efficiency of Justice 2018, p. 8).  

Furthermore, on non-discrimination, it aims at avoiding that, in judicial proceed-
ings, biases functioning of Artificial Intelligence systems can lead to discriminatory 
decisions: as Artificial Intelligence methods are still struggling with the problem of 
reproducing existing discrimination “through grouping or classifying data relating 
to individuals of groups of individuals”, there is a need to “enforce “corrective 
measures to limit or, if possible, neutralise these risks and as well as to awareness-
rising among stakeholders” (see Council of Europe – European Commission for the 
Efficiency of Justice 2018, p. 9).  

On quality and security, CEPEJ underlined that “[d]ata based on judicial 
decisions [ . . . ] should come from certified sources and should not be modified until 
they have actually been used by the learning mechanism” (see Council of Europe – 
European Commission for the Efficiency of Justice 2018, p. 10). In this sense, these 
worries were included on high-risk classification, when Article 15 of the Proposal 
establishes the regime concerning accuracy, robustness and cybersecurity demands. 
These are particularly aligned with judicial fields since reliable data will promote 
independent and impartial judges and decisions, leading to the fulfilment of the right 
of a fair trial. 

CEPEJ also portraits transparency, impartiality and fairness as general principles 
to be met when analysing Artificial Intelligence systems in justice fields: on the 
matter, despite the need to balance intellectual property demands, these can be met 
through trade secrets’ regime already in place before courts; furthermore, “the best 
practice could be promoting a digital literacy of justice users and rising awareness 
of artificial intelligence’s impact on justice fields” (see Covelo De Abreu 2019, p.  
307) as “[t]he system could also be explained in clear and familiar language by 
communicating [ . . . ] the nature of the services offered, the tools that have been 
developed, performance and the risks of error” (see Council of Europe – European 
Commission for the Efficiency of Justice 2018, p. 11). Similar approach has been 
met under Article 13 of the Proposal, when establishing what measures high-risk 
Artificial Intelligence systems have to fulfil, particularly on making the system 
clearer to the user (more transparent) and on providing more information to the 
user.
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Lastly, CEPEJ also stressed the principle of under user control: it aims at making 
judicial operators “informed actors and in control of their choices”; in order to 
achieve it, “[t]he user must be informed in clear and understandable language 
whether or not the solutions offered by the artificial intelligence tools are biding, 
of the different options available”, which gains particular importance to judicial 
operators and, mainly, to judges and their independence and impartiality; but also 
to parties, as they have to understand “s/he has the right to legal advice and the 
right to access the court” (see Council of Europe – European Commission for 
the Efficiency of Justice 2018, p. 12). These constructions also explain why the 
European Commission, in the Proposal for the artificial Intelligence Act introduced, 
within the high-risk classification regime, Article 13, concerning Human oversight. 

In this sense, all these developments helped the European Union to establish, 
on the administration of justice domains, the high-risk classification as the general 
trend. In fact, despite all effective judicial protection can be further observed by 
using Artificial Intelligence systems, there are well-known and hidden problems 
that can undermine it: 

– Access to justice and defence rights can benefit from Artificial Intelligence as 
long as “digital literacy is well provided and transparency methods are adopted” 
(see Covelo De Abreu 2019, p. 308) since these disruptive systems might 
allow both plaintiff and defendant to gather “a certain amount of quantitative 
information (for example, the number of decisions processed to obtain the scale) 
and qualitative information (origin of decisions, representativeness of selected 
samples, distribution of decisions between different criteria such as the economic 
and social context) accessible to citizens and, above all, to the parties to a trial in 
order to understand how scales have been constructed, to measure their possible 
limits and to be able to debate them before a judge” (see Council of Europe – 
European Commission for the Efficiency of Justice 2018, p. 47). 

– On judicial independence and impartiality, Artificial Intelligence systems must 
not depend on hardware or software that put “judges under any kind of external 
pressure” (see Council of Europe – European Commission for the Efficiency 
of Justice 2018, p. 48; Covelo De Abreu 2019, p. 308). In this sense, human 
oversight steaming from Article 14 of the Proposal, allied with transparency 
demands, are the best keys to further develop judicial independence and impar-
tially, particularly fundamental to the maintenance of a Union of law. 

– Lastly, the right to a fair trial will be fulfilled if parties are able to understand that 
Artificial Intelligence systems have only acted as instruments to judicial function, 
but have not, in any moment, operated as substitutes of the court. In this sense, 
human control of the system allied with user-focused and user-friendly features 
of the system will allow to create this sensitivity. 

Digitalisation is the new trend for justice systems—European e-Justice is a 
paramount that cannot be overlooked since digital impact also has to reach 
administration of justice so it can benefit from its advantages. In this sense, the 2021 
European Justice Scoreboard underlined that “[o]n the use of digital technology by 
courts [ . . . ], the majority of Member states already have different digital tools at
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[their] disposal”, despite understanding “there is still a need for further progress 
in view of [ . . . ] artificial intelligence and blockchain-based tools more widely 
available” (see European Commission 2021a, p. 39). In this sense, the commission 
was also able to understand that “online access to court judgements [ . . . ] has 
not progressed, particularly for the publication of judgements at the highest 
instance” (see European Commission 2021a, p. 40) which can also affect Artificial 
Intelligence systems operating on previous jurisprudence, despite this Scoreboard 
was able to devise and analyse some “arrangements in place in the Member States 
that can help to produce machine-readable judicial decisions” so “an algorithm-
friendly justice system” can be enabled (see European Commission 2021a, p.  
40): in comparison with 2019, “most Member States reported an improvement in 
2020”, allowing the timid conclusion that “[j]ustice systems where arrangements 
for modelling judgements according to standards enabling their machine readability 
have been put in place seem to have the potential to achieve better results in the 
future” (see European Commission 2021a, p. 40). 

Time will set the fundamental tone for Artificial Intelligence systems’ impact 
on judicial systems; however, some insights were addressed, bearing in mind that 
human-centric approach of Artificial Intelligence cannot be forgotten since human-
control, transparency, accuracy and security are main features to allow effective 
judicial protection to continue to act, within judicial systems, as their basis and 
their teleological explanation. In order to achieve it, Artificial Intelligence systems 
ought to be user-focused and user-friendly, otherwise making harder digital literacy 
to judicial operators and the community at large. 3 
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The European Union’s Approach 
to Artificial Intelligence 
and the Challenge of Financial Systemic 
Risk 

Anat Keller, Clara Martins Pereira, and Martinho Lucas Pires 

Abstract This piece examines the EU’s ‘Proposal for a Regulation of the European 
Parliament and of the Council Laying Down Harmonised Rules on Artificial Intel-
ligence’ (‘AI Act’) with a view to determining the extent to which it addresses the 
systemic risk created by AI FinTech. Ultimately, it is argued that the notion of ‘high 
risk’ at the centre of the AI Act leaves out financial systemic risk. This exclusion 
can neither be justified by reasons of technology neutrality, nor by reasons of propor-
tionality: neither is AI-driven financial systemic risk already covered by existing (or 
proposed) macroprudential frameworks and tools, nor can its omission from the AI 
Act be justified by the prioritisation of other types of risk. Moving forward, it is sug-
gested that the EU’s AI Act would have benefited from a broader definition of ‘high 
risk’. It is also hoped that EU policy makers will soon begin to strengthen existing 
macroprudential toolkits to address the financial systemic risk created by AI. 

1 Introduction1 

Technology and finance have become inextricably linked. Incumbent banks, 
insurance companies and other traditional financial institutions are increasingly 
dependent on technology, numerous new companies now specialise in offering 

1 This chapter only takes into account developments until February 2023. 
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technology-fuelled financial applications and platforms, and even the world’s 
largest information technology companies (the so-called ‘BigTechs’) have begun to 
tap into the financial services industry. ‘FinTech’—a term often used to describe the 
innovative use of modern technologies in the provision of financial services2 —is 
seemingly everywhere.3 

With its promised ability to radically improve information seeking and process-
ing, Artificial Intelligence (‘AI’) stands to revolutionise FinTech.4 But if AI brings  
significant promise to the financial services industry, it also presents important 
perils. Most obviously, AI-fuelled FinTech—like most other types of FinTech— 
creates operational and cyber risk. More significantly, the use of AI in financial 
services gives rise to new challenges specifically inherent in current AI technology 
paradigms like knowledge representation, natural language processing and machine-
learning (Expert Group on Regulatory Obstacles to Financial Innovation 2019). 
Crucially, it is increasingly apparent that AI FinTech specifically poses a singular 
threat to market stability in the form of financial systemic risk. 

It is little wonder then that AI has become such a focal point of interest for policy-
makers around the world, having already attracted over 700 policy initiatives across 
more than 60 different jurisdictions.5 In the European Union (‘EU’), these policy 
initiatives have included, in particular, the General Data Protection Regulation,6 

the Digital Services Act Package which comprises both a proposal for a Digital 
Services Act (European Commission 2020a) and a proposal for Digital Markets 
Act (European Commission 2020b)—and, recently, an AI Legislative Package— 
which includes an ambitious Proposal for a Regulation on a European approach

2 The term ‘FinTech’ can also be employed to describe the new players in the financial system 
(often start-ups) whose core business involves using technology in the provision of financial 
services. Such services can include online lending and deposits (‘Neobanking’), as well as the 
provision of payment solutions, investment services, wealth and asset management services, and 
insurance services (‘InsurTech’). For a discussion, see inter alia Jackson (2020), p. 9. 
3 The average adoption rate of Fintech among the markets of Australia, Canada, Hong Kong, 
United Kingdom, and United States was 60% in 2019, while in 2015 it was just 16%, according 
to a recent report by Ernerst & Young (2019). A similar trend is found in the European Union; see 
Schmitz (2019). 
4 Typically, AI refers to the technological developments that allow computer systems to behave 
autonomously and emulate human intelligence, to the point that human input is significantly 
reduced or even eliminated. For a discussion of the challenges of defining AI, see Russell and 
Norvig (2010), pp. 1–27; Casey and Lemley (2020), pp. 287–362; Magnusson (2020), p. 337; and 
Bringsjord and Govindarajulu (2018). 
5 See the report by OECD AI Policy Observatory (2022). Importantly, the OECD AI Policy 
Observatory has also produced a set of principles promoting the use of AI that is innovative and 
trustworthy and that respects human rights and democratic value, available at OECD AI Policy 
Observatory (2019). 
6 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on 
the protection of natural persons with regard to the processing of personal data and on the free 
movement of such data and repealing Directive 95/46/EC (General Data Protection Regulation), 
OJ 2016 L 119/1. 
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for AI (the ‘AI Act’) (European Commission 2021g).7 This act is effectively a set 
of horizontal rules that will govern not just the growing use of AI in the financial 
services industry, but all uses of AI more broadly. Still, its potential for addressing 
the risks specifically created by AI FinTech has been noted by the EU.8 

This piece examines the EU’s proposed AI Act with a view to determining the 
extent to which it addresses the systemic risk created by AI FinTech. Ultimately, it 
is argued that the notion of ‘high risk’ at the centre of the AI Act leaves out financial 
systemic risk. This exclusion can neither be justified by reasons of technology 
neutrality, nor by reasons of proportionality: neither is AI-driven financial systemic 
risk already covered by existing (or proposed) macroprudential frameworks and 
tools, nor can its omission from the AI Act be justified by the prioritisation of other 
types of risk. Moving forward, it is suggested that the EU’s AI Act would have 
benefited from a broader definition of ‘high risk’. It is also hoped that EU policy 
makers will soon begin to strengthen existing macroprudential toolkits to address 
the financial systemic risk created by AI. 

Our work is organised as follows: Section 2 determines the extent to which the 
use of AI technology in the financial sector can amplify systemic risk; Section 3 
outlines the basic features of the EU’s AI Act and evaluates its ability to specifically 
capture the systemic risk created by AI FinTech; Section 4 concludes by making 
recommendations for further regulatory and supervisory developments in this area. 

2 AI Uses in Finance and Systemic Risk 

2.1 The Opportunities and Risks of AI FinTech 

Recent years have witnessed an increasing adoption of high-end technologies by the 
financial sector, with AI sitting firmly at the heart of the FinTech (r)evolution. 

Broadly, AI is used both in front-office operations (comprising procedures vis-
a-vis consumers, customers, and supervisory entities) and back-office operations 
(involving procedures within the organizational framework of the company or 
institution). Examples of AI-powered FinTech include chatbots for answering

7 More recently still, the EU has also proposed a new AI Liability Directive: see Directive of the 
European Parliament and of the Council on adapting non-contractual civil liability rules to artificial 
intelligence (AI Liability Directive), COM(2022) 496 final, Brussels, 28.09.2022. 
8 Namely, the Explanatory Memorandum for the AI Act notes that its provisions apply to ‘AI 
systems provided or used by regulated credit institutions’ (see Explanatory Memorandum, 1.2). 
More broadly, the AI Act is set to apply to all providers placing on the market or putting into 
service AI systems in the Union, irrespective of whether those providers are established within the 
Union or in a third country, to all users of AI systems located within the Union, and to all providers 
and users of AI systems that are located in a third country, where the output produced by the system 
is used in the Union—including when those AI systems are applied in connection to the provision 
of financial services (see AI Act, Article 2). 



418 A. Keller et al.

client queries, trading platforms hosting or using advanced algorithmic trading 
mechanisms, the provision of deposits and lending services supported by smart 
contracts running on blockchain protocols, and the automated submission of 
regulatory reports by supervised entities. In particular, AI enables financial actors to 
collect and parse through large amounts of data—which may then be put to multiple 
uses, from calculating credit and investment ratings, to detecting fraudulent and 
illicit practices. AI can also be used to improve connectivity between agents in the 
financial system9 —and AI-fuelled RegTech and SupTech could radically change 
compliance, regulatory and supervisory procedures.10 

These uses of AI in finance create significant opportunities for improving 
efficiency, fairness, and inclusiveness across the financial system, but they also 
bring important challenges. Indeed, it has long become clear that many modern 
technological applications are vulnerable to cyber and operational risks, create data 
privacy concerns, or can become channels for algorithmic bias—and particular 
features of AI could exacerbate these risks.11 More recently, specific concerns have 
emerged regarding the impact of AI FinTech on financial systemic risk. 

2.2 The Impact of AI on the Cross-Sectional and Time 
Dimensions of Systemic Risk 

The traditional classification of financial systemic risk refers to two dimensions. 
The first is the ‘cross-sectional (or structural) dimension’ that relates to how risk 
is distributed within the financial system at a given point in time. To monitor 
this dimension, macroprudential authorities must address interconnectedness and 
common exposures in financial markets. The second is the ‘time dimension’ 
which relates to the procyclicality of the financial system and is concerned with 
how aggregate risks and vulnerabilities build up over time and are amplified by 
interactions within the financial system and feedback between the financial system 
and the real economy. Financial firms and individuals alike tend to assume excessive 
risks in the upswing (boom phase) and become risk-averse in the downswing 
(bust phase). These hidden and under-priced risks normally unfold dramatically, 
potentially leading to the materialisation of systemic risk (Danielson 2017). 

As the use of AI in finance becomes increasingly pervasive, a key question is 
whether AI-driven technology can amplify these two dimensions of systemic risk. 

Regarding the cross-sectional dimension, interconnectedness is a rather intuitive 
concept to understand and apply in this context. The financial system is a network of 
interconnected financial institutions and interlinked markets. In normal times, these 
interconnections facilitate risk-sharing across financial institutions. However, during

9 See the report by EBA (2019). 
10 See the examples provided in the report by the FSB (2020), pp. 37–60. 
11 For an overview of opportunities and risks see Boukherouaa et al. (2021). 



The European Union’s Approach to Artificial Intelligence and the Challenge. . . 419

a period of stress, the same interconnections can easily facilitate the propagation of 
shocks and result in a ‘domino effect’. A shock hitting one market, or one institution 
can quickly spread to other markets and institutions that are connected to it and 
impact a large part of the financial system, or even the system as a whole. Similarly, 
greater reliance on technology across a broad array of interconnected platforms, 
firms and third-party partners increases interconnectedness and concentration. 

Financial institutions largely outsource the use of AI technologies to a small 
number of third-party technology and service providers. It is indeed the ‘famous 
five’ —Amazon, Google, Microsoft, Facebook, and Apple—and their counterparts 
in China that dominate the AI market partly by applying a strong strategy of acqui-
sitions and complementary dominance in providing cloud computing services.12 

As noted previously, AI services stands to improve the efficiency of the financial 
markets. Nonetheless, similar to cloud computing providers, AI providers, such 
as dominant BigTechs, can become systemically important given their intercon-
nectedness with financial institutions and the lack of readily available substitutes 
for the services they provide.13 In principle, AI service providers, much like 
financial market infrastructures, can be said to act as the ‘plumbing of the financial 
system’14 in light of their provision of infrastructure and platform AI services to 
financial markets.15 Unfortunately, at present, the notion of ‘systemically important 
financial institution’ is almost exclusively applied, in practice, to traditional financial 
institutions such as banks and insurance companies (Carstens 2021). Similarly, 
the notion of ‘systemically important financial market utility’ is applied to market 
infrastructures (Carstens et al. 2021, p. 7). Even where domestic macroprudential 
authorities have a designation power that can be applied to specific legal entities, 
such as AI providers, within a BigTech group,16 it is often met with practical and 
legal barriers and limitations (Keller 2020, p. 138). This challenge is magnified 
by the existing concerns of market dominance and systemic footprint of BigTechs 
in light of their collection of user data and their ability to exploit natural network 
effects.17 

12 See CB (2019). On acquisitions see Alcantara et al. (2021). See also, Chakravorti (2021). 
13 According to the FSB-IMF-BIS the three key criteria that are helpful in identifying the 
systemic importance of markets and institutions are: ‘size (the volume of financial services 
provided by the individual component of the financial system), substitutability (the extent to which 
other components of the system can provide the same services in the event of a failure) and 
interconnectedness (linkages with other components of the system).’ 
14 Press Release, US Department Treasury, Financial Stability Oversight Council Makes First 
Designations in Effort to Protect Against Future Financial Crises (18 July 2012). 
15 Ibid. 
16 For instance, the FSOC has the power to designate nonbank financial institutions and financial 
market utilities as systemically important and subject them to heightened supervision and 
prudential standards. See Dodd-Frank Act ss 113, 804. 
17 On the Data, Network and Activity business model of BigTechs see the report of BIS (2019), p. 
62.
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In a concentrated environment and without direct regulatory oversight, reliance 
of financial institutions on third-party AI-providers for their core services could 
amplify idiosyncratic risks, potentially leading to system-wide disruptions. For 
instance, if a major provider of AI is exposed to a severe operational disruption, 
such as a cyber threat, information technology lapses, internal process, or control 
breakdowns,18 this could lead to a simultaneous system-wide operational disruption. 
In an extreme case, market concentration in AI providers could also result in a 
‘lock-in’, where financial institutions are excessively dependent upon a specific AI 
provider and unable to easily replace its services due to a lack of feasible alternative 
providers19 and/or lack of interoperability of the service (Lins et al. 2021, p. 441). 
AI-providers may themselves depend on the use and services of cloud computing 
providers, another disruptive sector which could pose risks to the stability of 
financial systems (FSB 2019, p. 5; Bank of England 2021). Global cloud-computing 
service providers, such as Amazon and Microsoft, often also provide AI-products 
and services known as Artificial Intelligence as a Service (‘AIaaS’).20 The growth 
of the AIaaS is exponential and is expected to increase by 41% during 2021–2025.21 

The combination of AI with cloud computing services and the concentration of 
the providers intensify risks inherent in both disruptive technologies—particularly 
since these AI providers are often outside the regulatory reach and, therefore, are 
not subject to micro-prudential regulations that ensure their safety and soundness. 
Furthermore, the data available to macroprudential authorities on exposures of 
financial institutions to third-party providers is incomplete. The regulatory perimeter 
may not yet enable macroprudential authorities to collect timely, comprehensive, 
and comparable data that can be aggregated for macroprudential analysis. This 
opacity supports adopting comprehensive and cross-border regulatory frameworks, 
as noted in Sect. 4 below. 

In the cross-sectional dimension of systemic risk, shocks could also propagate via 
common exposures i.e., exposures of financial institutions towards the same sources 
of risk. For instance, financial institutions or other companies which provide finan-
cial services can be exposed to similar risk factors and risk management practices 
or models. These common exposures arise because of similarities and homogeneity

18 See Request for Information and Comment on Financial Institutions’ Use of Artificial 
Intelligence, Including Machine Learning A Notice by the Comptroller of the Currency, the 
Federal Reserve System, the Federal Deposit Insurance Corporation, the Consumer Financial 
Protection Bureau, and the National Credit Union Administration on 31 March 2021, available 
at https://www.federalregister.gov/documents/2021/03/31/2021-06607/request-for-information-
and-comment-on-financial-institutions-use-of-artificial-intelligence (accessed 15 March 2022). 
19 Similar to the risk of cloud services. See FSB (2019). See also FINRA (2021). 
20 Lins et al. (2021), p. 6, define it as ‘cloud-based systems providing on-demand services 
to organizations and individuals to deploy, develop, train, and manage AI models’. See the 
World Bank Group report from 2019 available at https://documents1.worldbank.org/curated/ 
en/954851578602363164/pdf/Prudential-Regulatory-and-Supervisory-Practices-for-Fintech-
Payments-Credit-and-Deposits.pdf (accessed 15 March 2022). 
21 See ReportLinker (2021). 
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across financial institutions that create the possibility of joint simultaneous failures. 
As such, reliance on standardised AI models or algorithms, which are trained on 
similar data streams, could produce herding and uniformity of predictions and 
behaviour in financial markets.22 This is particularly worrisome since financial 
institutions already use AI systems for asset pricing, credit risk modelling and 
monitoring of risks23 and will increasingly rely on these, not as complementary 
systems but as substitutes to existing, human-monitored ones. Moreover, adopting 
AI-tailored regulation and supervisory systems could inadvertently lead to common 
characteristics to AI systems, homogeneity, and model uniformity (Calzolari 2021, 
p. 33). This is not a theoretical concern as common exposures to similar risk 
management practices and models have proved to be disastrous in the run-up to 
the 2007–2009 financial crisis, when the Basel Committee standards of minimum 
capital for international banks heavily relied on the risk assessment of credit 
rating agencies. In hindsight, it became clear that these agencies had incentives to 
inflate credit scoring and their models failed to assess risks accurately (Rivlin and 
Soroushian 2017). 

The use of AI systems could also provide a fertile ground for the build-up of 
endogenous imbalances in the financial system propagated and reinforced through 
a feedback loop between data and algorithms. In this scenario, the AI system will 
generate algorithms’ decisions and data which will then be used to update models. 
These models will generate more data and will adapt their decisions and predictions 
based on that data in a dynamic and autonomous feedback loop. This unpredictable 
cycle, in its nature, could be dangerous and amplify risks that are already present in 
financial markets. 

The concern of the feedback loop between data and algorithms is particularly 
acute for three key reasons. First, research on the effects of the feedback loop 
is still in its infancy,24 making it difficult to monitor, let alone control it. This 
fits in well within a broader concern of scarcity of experts and the challenge of 
financial institutions and regulatory and supervisory authorities to hire and retain 
highly skilled personnel (Chui and Malhotra 2018). Second, AI service providers 
use ‘alternative data’ such as unstructured data, synthetic data and aggregated 
data (Bank of England and the Financial Conduct Authority 2021). Processing 
‘alternative data’ and using it to inform policy decisions is, in practice, far from 
easy. Unstructured data must go through a cleaning process to remove errors 
and inconsistencies and ensure its effective use; synthetic data must capture and

22 See Gensler and Bailey (2020). On herding results when AI systems perform similar calculations 
simultaneously, see Buckley et al. (2021), p. 51. 
23 FSB (2017b); and Institute of International Finance (2019), highlighting the lack of under-
standing from supervisors as a key challenge to implementing Machine Learning in credit risk 
modelling. See also the EBA (2021) and, in particular, see on p. 66 analysis and case studies of 
RegTech solutions to creditworthiness assessments. 
24 Malik (2020) shows that the feedback loop between data and money laundering algorithm 
creates a ‘self-fulfilling prophecy’ where the ML system overestimates its prediction accuracy, 
and its (human) users over-rely on the system predictions. 
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accurately represent the original real data25 whereas aggregated data must be 
validated, at times, without knowing its granular structure (Rankin et al. 2020). 
The absence of tailored-data quality standards for AI further exacerbates the 
unpredictability of the data-algorithms feedback loop. Third, AI systems are trained 
on past events. Initial outputs, patterns and indicators set by regulators are shaped by 
humans who may naturally have narrow and backward-looking views of systemic 
risk. There is, therefore, a real risk that ‘overtraining’ on past events will result in 
new types of risks being left ‘off screen’. This concern led economists to warn of the 
danger that AI systems ‘ . . . will focus on the least important type of risk, those that 
are readily measured while missing out on the more dangerous endogenous risk. 
In effect, it will automate and reinforce the adoption of mistaken assumptions that 
are already a central party of current crises. In doing so, it will make the resulting 
complacency even more likely to build up over time.’26 While this risk may not be 
unique to AI, most AI systems applied in financial services are untested for an abrupt 
shock to market conditions, a financial crisis and other stress scenarios.27 Where 
the parameters of input data are unfitting to these conditions, models may need 
retraining (Bank of England 2020). However, retraining is an expensive process and, 
therefore, financial institutions are likely to suffer from inaction bias and choose to 
delay it, at the expanse of erroneous methods. As we shall see in the next section, 
the need for macroprudential regulation (and a supporting legal framework) that can 
‘force’ financial institutions as well as AI providers to internalise these negative 
externalities has not been addressed by the European Union’s AI Act—nor is it 
currently addressed by any sectoral legislation—and remains vital and urgent. 

Another key challenge of AI systems that is prevalent in academic discussion is 
the black-box problem. In AI-driven algorithmic systems, it is possible to observe 
input and output (incoming and outgoing) data, but their internal operations are 
not always very well understood.28 By way of illustration, AI models are so 
complex that even their creators are often not able to grasp how decisions have 
been formulated or interpret the reasoning supporting a given output. (Black and 
Murray 2019, p. 196) Automated decision-making, therefore, raises a concern of

25 There is evidence of decreases in accuracy in models trained with synthetic data compared with 
models trained with real data. See Rankin et al. (2020). 
26 Buckmann et al. (2021) therefore suggest that when it comes to predicting crises ‘Humans’ 
rich historical, contextual, and theoretical understanding helps us to deal with these unexpected 
situations.’ 
27 European Commission (2021a). On the potential negative impact of a crisis on ML models 
see Bank of England (2020), The Impact of COVID on Machine Learning and Data Science 
in UK Banking, Quarterly Bulletin 2020 Q4 available at https://www.bankofengland.co.uk/ 
quarterly-bulletin/2020/2020-q4/the-impact-of-covid-on-machine-learning-and-data-science-
in-uk-banking (accessed 15 March 2022), suggesting that ‘ . . .  this is linked to the fact that ML 
models’ performance can change or deteriorate under conditions different to those displayed in 
the data on which they were originally trained.’ 
28 Black and Murray (2019), referring to Pasquale (2015). 
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explainability29 or, in other words, a concern that the internal behaviour of the model 
cannot be ‘directly understood by humans (interpretability)’ and its explanations 
(justifications) cannot ‘be provided for the main factors that led to its output 
(EBA 2020).’ AI systems also raise concerns of auditability since it is not always 
feasible to conduct an analytical and empirical evaluation of the algorithm.30 These 
features can negatively affect the capacity of financial firms to monitor algorithmic 
performance and assure ongoing compliance with regulatory requirements.31 This, 
in turn, could result in inaccurate credit decisions based on erroneous creditwor-
thiness assessments and unsatisfactory credit and liquidity risk management. Lack 
of explainability also impinges on the ability of financial institutions to adjust their 
strategies in times of stress or poor performance (Organization for Economic Co-
Operation and Development 2021), potentially leading to market volatility, liquidity 
shortages and even a gridlock during financial turmoil (Bathaee 2018, p. 889). 

Without diminishing the importance of the black-box problem, another danger 
of AI that has been somewhat overlooked is the disparity and mismatch between 
expectations and targets, on the one hand and objectives and purposes, on the other. 
The potential disparity between regulatory aims and the operation of AI systems 
that are programmed to optimise processes should be acknowledged and monitored. 
The difficulty, however, to foresee this disparity was illustrated in Yuval Harari’s 
book, Homo Deus: 

Even programming the system with seemingly benign gaols might backfire horribly. One 
popular scenario imagines a corporation designing the first artificial super-intelligence and 
giving it an innocent test, such as calculating pi. Before anyone realises what is happening, 
the AI takes over the planet, eliminates the human race, launches a campaign of conquest to 
the ends of the galaxy, and transforms the entire known universe into a gain super-computer 
that for billions upon billions of years calculates pi ever more accurately. After all. This is 
the divine mission its Creator gave it (Harari 2016). 

While this scenario may seem more like science fiction than reality, the point to be 
made here is that regulatory goals, including stability of the financial system and 
the safety and soundness of financial institutions, may not be easily reconciled and 
controlled in AI systems. 

Another type of disparity could emerge between the straightforward optimisation 
target of AI and its users’ target. This is particularly the case with off-the-shelf AI 
service that offers to users AI models that are already trained by the provider or 
other parties and removes the need to set up, train and actively manage the product. 
This service offers users ‘complexity abstraction’ and is cost-effective, but it also

29 See FSB (2017a), and Knight (2017). 
30 See the paper by the Banque De France (2020). 
31 This concern has been raised recently in the US: A Notice by the Comptroller of the Currency, 
the Federal Reserve System, the Federal Deposit Insurance Corporation, the National Credit Union 
Administration, and the Financial Crimes Enforcement Network on 4 December 2021, available 
at https://www.federalregister.gov/documents/2021/04/12/2021-07428/request-for-information-
and-comment-extent-to-which-model-risk-management-principles-support (accessed 15 March 
2022). 
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hands over the control and responsibility of the service to the AIaaS provider (Lins 
et al. 2021, p. 6; Pandl et al. 2021). As such, providers will not know much about 
the business model, practices and targets of the user and the user, in turn, will not 
know much (or not at all) about the setup and configuration of the AI system (Pandl 
et al. 2021). The ‘veil’ between AI providers and users increases the risk that target 
optimisation will not meet expectations and inhibit the ability to mould the service 
to the specific needs of the firm. 

Finally, the use of AI can also affect regulators and the compliance of financial 
firms with regulations. As noted previously, AI systems are increasingly used in 
policymaking—and while this technology entails a great potential particularly in 
improving systemic risks surveillance by automating macroprudential analysis and 
data quality assurance, the use of AI to improve macroprudential analysis comes 
with a price.32 Lack of explicability and auditability means that macroprudential 
authorities may not be able to understand how an AI model has arrived at its 
decisions or predictions, how undesired events occurred and how to respond and 
mitigate risks that have materialised or prevent risks from emerging in the future. 
Accordingly, macroprudential authorities may not be able to communicate to the 
public or parliament the reasons supporting their policy decisions and thus, their 
transparency and accountability may be diluted.33 In addition, although AI can 
indeed be used by banks to maximise their regulatory compliance, for instance, 
for capital optimisation and improve their risk profile and safety and soundness,34 

assisting banks to ‘game’ the system more efficiently can ultimately subdue the 
effect of prudential regulatory standards. When accumulated, the strategic behaviour 
of financial institutions could result in negative externalities and destabilise the 
financial system. Most importantly, these ‘gaming’ techniques may relieve pressures 
for banks in the short term but may not necessarily be set with a view to longer-term 
changes that may yield more sustainable outcomes. 

This is only the tip of the iceberg. In reality, the impact of the risks that should 
be of a concern to regulators go much beyond the financial system. Until now, the 
regulatory focus on the financial system-real economy nexus was limited to ensuring 
the continuation of efficient allocation of resources of the financial system in the 
face of shocks and preventing potential negative effects on the real economy. As 
AI systems will increasingly power not just the financial system but also energy, 
military and transport, a breakdown in those systems will be truly systemic and 
potentially devastating. Risks inherent in AI systems will originate from the real 
economy and ecosystems (Galaz et al. 2021), spilling over to other segments of the

32 On the use of AI in supervision see Hertig (2022). 
33 Keller (2020), p. 177. Though see Danielsson et al. (2021) arguing that AI models can be more 
transparent than human regulators who can use strategic ambiguity in their communications. 
34 Though the use of Machine Learning is limited in regulatory areas such as capital requirements 
for credit risk and for Internal Rating Based approaches—they are largely used as a complementary 
system to the standard model used for capital calculation. To that effect, the European Banking 
Authority has published a Discussion Paper on Machine Learning for IRB Approaches, November 
2021, EBA/DP/2021/04. 
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economy and the financial system. This, rather distant, danger has not gone under 
the radar of supervisors. The European Systemic Risk Board, for instance, observed 
that ‘AI could be used to attack, manipulate, or otherwise harm an economy and 
threaten national security through its financial system directly and/or its impact on 
the wider economy. For instance, algorithms could be manipulated in an effort to 
transfer wealth to foreign powers, to undermine an economy’s growth in an effort to 
create unrest, or to send wrong signals to trading units to seek to trigger a systemic 
crisis’35 —a scenario that is truly a case of ‘unknown unknowns’. 

In truth, much is still unknown about the real extent of the impact of AI-
driven FinTech—and while policymakers, industry players and experts appear alert 
to many of the risks created by AI, the potential of AI-driven technology for 
magnifying systemic risk has been receiving comparatively little attention. With 
the EU taking the lead in AI regulation, the time is ripe to assess whether its AI Act 
captures the financial systemic risk amplified by AI FinTech. 

3 The EU’s Approach to AI and the Challenge of Systemic 
Risk 

3.1 One Approach, Two Pillars 

The risks associated with the growth of AI technology and the development of an 
increasing variety of AI applications—in finance36 and elsewhere37 —have not gone 
unnoticed by the EU. Quite to the contrary: as the Union enters what it has dubbed 
as Europe’s Digital Decade,38 the desire to ensure that AI ‘puts people first’ sits 
firmly at the forefront of the EU agenda. 

Indeed, the EU’s recently published approach to AI expresses clear concerns 
over the unrestrained development of AI applications and their risks, and has elected 
‘trustworthy AI’ as one of the key pillars of its AI policy.39 At the same time, the

35 See European Systemic Risk Board (2020); see also ‘The Rise of Global Technology Risk’ in 
Arner et al. (2019, p. 69) and Buckley et al. (2019). 
36 In March 2018, an Expert Group on Regulatory Obstacles to Financial Innovation (ROFIEG) 
was appointed to assist the DG FISMA by providing expertise on FinTech, and its final report— 
dated 13 December 2019—alerted the European Commission to the fact that AI was set to ‘become 
increasingly relevant for both FinTech and RegTech’. See ROFIEG (2019). 
37 The EU’s concern with developing a clear AI strategy dates from as early as 2018, when 25 
European countries adhered to a Declaration of cooperation on AI (see Declaration—Cooperation 
on Artificial Intelligence, 10 April 2018, available at https://digital-strategy.ec.europa.eu/en/news/ 
eu-member-states-sign-cooperate-artificial-intelligence, (accessed 15 March 2022)) in what the 
EU describes as the first ‘important milestone’ in the road to a fully-fledged European approach to 
AI. See European Commission (2018). 
38 See European Commission (2021f) and European Commission (2021d) 
39 See European Commission (2022a). 
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EU has not failed to recognise the promises of AI, and its desire to create a safe 
environment for AI users, developers and deployers has come tempered by a sense 
of urgency in bolstering Europe’s ability to compete in the global AI landscape.40 

In addition to ‘trustworthy AI,’ the EU’s policy is to be supported by a second pillar 
of ‘excellence in AI.’ 

The image used by the EU is evocative: pillars typically offer upright support 
for superstructures—and multiple pillars intuitively offer more support than one. In 
that sense, the goal of the EU is to ‘build a resilient Europe for the Digital Decade’ 
where, at the same time, ‘people can enjoy the benefits of AI’: in other words, the 
EU wants to become an AI powerhouse sustained by both innovation and safety. 
But, unlike most pillars, innovation, and safety are not always complementary: they 
are often at tension with each other and choices that make AI more trustworthy can 
come at the cost of AI excellence (and vice versa).41 

Arguably, the complementarities and tensions at the nexus of the EU’s approach 
to AI stand as powerful explanations for many of the regulatory choices that shape 
that approach—and namely, for the key option to address differently different types 
of risks created by AI, and some not at all. Under this framework, identifying 
and recognising the existence of certain risks—like the AI-driven systemic risk 
discussed in the previous section—is just the first step in policymaking, and a step 
that is not necessarily followed by regulatory action to mitigate those risks. 

With that in mind, this article proceeds to introduce the EU’s approach to AI, 
discussing the extent to which it captures the financial systemic risk amplified by 
AI. 

3.2 The EU’s Approach to AI 

It has been noted that the EU’s approach to AI rests on a dual notion of excellence 
and trustworthiness. The idea of excellence in AI has translated into concerns over 
the development and uptake of AI in Europe, the fostering of an environment where 
AI is able to thrive ‘from the lab to the market,’ the encouragement of AI as a force 
for good in society, and the building of strategic leadership in key sectors; the idea of 
trustworthy AI, on the other hand, reflects concerns over safety risks specific to AI 
technology, liability issues pertaining to AI, and the importance of updating sectoral 
safety legislation.42 

40 See European Commission (2022b). 
41 Indeed, Brummer and Yadav argue that ‘when seeking to (i) provide clear rules, (ii) maintain 
market integrity, and (iii) encourage financial innovation, regulators can achieve, at best, two out 
of these three objectives’. See Brummer and Yadav (2019), p. 235. 
42 See European Commission —namely the sub-headings ‘A European approach to excellence in 
AI’ and ‘A European approach to trust in AI,’ respectively.
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In practice, these concerns have led the European Commission to publish an AI 
package in April 2021 that includes a Communication on Fostering a European 
Approach to Artificial Intelligence’ (‘Communication’) (European Commission 
2021b), an (updated) Coordinated Plan with Member States (‘Coordinated Plan’) 
(European Commission 2021c), and the previously discussed AI Act—a compro-
mise version of which has recently been approved by the European Commission.43 

The Communication lays down the foundations for the EU’s approach to AI— 
expanding upon the notion that AI carries both opportunities and risks and noting 
that ‘certain characteristics of AI . . . pose specific and potentially high risks to the 
safety and fundamental rights that existing legislation is unable to address’—but 
ultimately offers very little detail into how the EU plans to deal with the so-called 
‘two sides’ of AI.44 By contrast, both the Coordinated Plan and the AI Act provide 
important insights into what the EU has in store for AI. 

Broadly, the (updated) Coordinated Plan encapsulates the commitment to foster 
Europe’s ability to compete in the global AI landscape,45 provides an overview 
of what has already been done and proposes a plan for future action. Crucially, 
it notes the importance of developing a policy framework to ensure trust in AI 
systems—and highlights the publication of a White Paper (European Commission 
2020c) proposing an EU Regulatory Framework on AI (‘AI White Paper’).46 This 
regulatory framework is set to include a number of measures adapting the European 
liability framework to the challenges of new technologies (including AI),47 several

43 The current version of the proposed AI Act is now awaiting adoption by the European 
Parliament. 
44 See European Commission (2021d) —where the European Commission recognises both ‘AI’s 
potential’ and the fact that ‘the use of AI also creates risks that need to be addressed.’ 
45 This Commitment had already been expressed in the original version of the EU’s Coordinated 
Plan on AI. European Commission (2018). 
46 Other notable outputs include the Independent High-Level Expert Group on Arti-
ficial Intelligence’s Ethics Guidelines for Trustworthy Artificial Intelligence and the 
Assessment List for Trustworthy AI produced by the High-Level Expert Group on 
AI’—available, respectively at https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-
trustworthy-ai and at https://digital-strategy.ec.europa.eu/en/library/assessment-list-trustworthy-
artificial-intelligence-altai-self-assessment (accessed 15 March 2022)—as well as the EU Cyber 
Security Strategy for the Digital Decade, produced by the Commission and the High Representative 
of the Union for Foreign Affairs and Security Policy, and available at https://eur-lex.europa.eu/ 
legal-content/EN/ALL/?uri=JOIN:2020:18:FIN (accessed 15 March 2022). 
47 The EU aimed to propose these measures sometime between the last quarter of 2021 and the first 
quarter of 2022 (see European Commission 2018) and it is likely that they will include a revision 
of the Product Liability Directive, as well as a specific proposal regarding the liability of certain 
AI systems. See European Commission (2021b). 
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revisions to existing sectoral safety legislation48 —and, notably, the aforementioned 
AI Act. 

It is this AI Act that offers the clearest glimpse into how AI is set to be regulated 
within the EU. At over 80-articles long it is meant to secure Europe ‘a leading role in 
setting the global gold standard’ for AI and sets itself to address the risks generated 
by specific uses of AI technology. Roughly, this is to be accomplished through a 
horizontal regulatory framework that lays down harmonised rules for introducing 
and using AI systems in the EU across industries and sectors. 

Cross-sectoral horizontal rules are inherently ambitious, but the ambition behind 
the EU’s proposal has come tempered with important concerns for balance. Such 
concerns are not misplaced; rather, they illustrate the inherent tension between 
the two pillars in the EU’s approach to AI—excellence and trustworthiness—and, 
more broadly, the inherent tension between innovation and safety that so often 
underlies regulatory policy. However, it is worth determining whether the EU’s AI 
Act resolves this tension satisfactorily, in a way that allows it to address the impact 
of AI on the financial system, namely by preventing or mitigating the financial 
systemic risk demonstrably amplified by AI. 

3.3 Missing the Opportunity to Regulate the Systemic Risk 
Amplified by AI 

The Regulatory Framework for AI proposed by the EU currently does very little 
to specifically address the impact of AI on the financial system. As it stands, the 
one proposal made by the EU within this framework—the AI Act—targets only one 
aspect of that impact: the risk of discrimination created by AI systems that evaluate 
the creditworthiness of natural persons (‘algorithmic credit scoring’).49 

This is not necessarily an oversight. The impact of AI technology on the 
financial system has been expressly acknowledged by the EU on more than one 
occasion—and it does not necessarily follow that the EU must approve new rules 
to address that impact. It all comes back to the tension between excellence and 
trustworthiness—innovation and safety—which the AI Act resolves through two 
principles: technology neutrality and proportionality. 

The idea of technology neutrality50 is firmly present in the April 2021 Communi-
cation that laid down the foundations for the EU’s approach to AI,51 and reflects the

48 The revisions of existing sectoral safety legislation were originally planned for the second 
quarter of 2021 (see European Commission (2022c)), and are likely to include adaptations of the 
Machinery Directive, of the General Product Safety Directive, of the Radio-Equipment Directive 
and of the product legislation that might follow the approval of the proposed AI Act (see European 
Commission (2021d)). 
49 AI Act, Recital (37) and Annex III, 5(b). 
50 For a discussion of the principle of ‘technology neutrality,’ see, ia, Greenberg (2016), p. 207. 
51 See European Commission (2021b). 
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notion that regulation should neither impose nor discriminate in favour of the use of 
any specific technology.52 Any rules should focus on regulating the risks created by 
a particular technology, instead of on the technology itself. This means two things 
for the EU’s approach to AI: first, that any regulatory approach approved by the EU 
to mitigate the risks created by AI technology should be risk-based (as opposed to 
technology-based); second, that new rules are only required if and to the extent that 
AI technology creates risks that are not already adequately addressed within the EU. 

Accordingly, the AI Act endorses a risk-based regulatory approach to AI that 
limits regulatory intervention ‘to the minimum necessary requirements to address 
the risks and problems linked to AI’ and tailors it ‘to those concrete situations 
where there is a justified cause for concern, or where such concern can reasonably 
be anticipated in the near future.’53 Additionally, it is noted—both in the EU AI 
White Paper and in its AI Act—that there is currently ‘an extensive body of existing 
EU . . . legislation, including sector-specific rules, further complemented by national 
legislation’ that is ‘relevant and potentially applicable to a number of emerging AI 
applications.’ Such rules are fully applicable in these sectors, regardless of whether 
AI technology is involved, and will only require adjustments if—and only if—they 
cannot ‘be enforced adequately to address the risks that AI systems create (European 
Commission 2020c).’ 

Likewise, the notion of proportionality is embedded across the various docu-
ments that comprise the EU’s approach to AI54 —culminating in Recital (14) of 
the AI Act, which underlines the need to introduce ‘a proportionate and effective 
set of binding rules for AI systems.’55 More broadly, the EU rejects solutions 
that are ‘excessively prescriptive,’56 or impose ‘disproportionate burdens’57 in 
favour of solutions that ‘facilitate . . . innovation and thus enhance European com-
petitiveness,’58 namely by avoiding ‘unnecessary restrictions to trade (European 
Commission 2021e).’ Specifically, this proportionality is to be achieved by dis-
tinguishing between varying levels of risk, by regulating different AI applications

52 The idea of ‘technology neutrality’ is not new, nor is it exclusive to the EU’s approach to AI. For 
example, technology neutrality is one of the key principles of the European Regulatory Framework 
for Electronic Communications (see Directive 2002/21/EC of 7 March 2002, recital (31)). 
53 See chapter 1 of the European Commission’s Explanatory Memorandum for the Proposal for 
a Regulation of the European Parliament and of the Council Laying Down Harmonised Rules 
on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legisla-
tive Acts, 2021/0106(COD), available at https://eur-lex.europa.eu/legal-content/EN/TXT/?qid= 
1623335154975&uri=CELEX%3A52021PC0206 (accessed 15 March 2022). 
54 See, in particular, European Commission (2021b); and European Commission (2018). 
55 AI Act, recital (14). 
56 Ibid. 
57 Ibid. 
58 Ibid. 
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differently and according to their perceived level of risk—and, crucially, by leaving 
those AI applications perceived as less risky essentially unattended.59 

At the end of the day, the ideas of technology neutrality and proportionality 
combine in the EU’s AI Act to give rise to a ‘risk-based approach’ to AI that 
specifically focuses on ‘high risk’ applications.60 In other words, even though the 
AI Act endorses an ambitious, cross-sectoral, horizontal regulatory approach, that 
approach is limited by the idea that only unregulated AI risk needs to be addressed— 
and, even then, only ‘high’ AI risk. The result is a regime that prohibits only a 
limited number of AI practices,61 and that only imposes additional requirements and 
obligations on those AI systems that are considered by the EU to be ‘high risk’62 

(and on participants in the production and distribution chains of those systems63 — 
all the way down to final users).64 

Does this ‘high risk approach’ to AI adequately address the change brought by 
AI to the financial system? As noted previously, only one aspect of the impact of 
AI on the financial system is currently covered by the EU’s AI Act—the risk of 
discrimination created by algorithmic credit scoring systems65 —but the generalised 
exclusion of the risks posed by other AI systems to the financial system and its 
players can only be deemed an oversight if it cannot be properly justified under the 
technology neutrality and proportionality principles that underlie the EU’s high risk 
approach to AI regulation. 

On the one hand, there is no question that the EU wants to create a regulatory 
environment encouraging of ‘trustworthy AI;’ on the other hand, there is no 
question either that overreaching laws and rules could come at the expense of 
the EU’s ability to compete with countries like the United States and China for 
a place at the forefront of the global market for AI technology. And it could 
be argued that most risks posed by AI to the financial system and its players

59 Notably, the AI Act includes a series of articles whereby the Commission and Member States 
undertake to encourage and facilitate the adoption of voluntary codes of conduct for the providers 
of non-high-risk AI (see AI Act, article 69). Also, non-high-risk AI systems may nevertheless 
be regulated by other rules within the broader EU and national regulatory frameworks—although 
most legal regimes currently in force in the EU fail to specifically address the risks newly created 
or enhanced by the development of AI applications. 
60 See the European Commission’s White Paper, where the European Commission expressly states 
that ‘to strike this balance [between achieving its regulatory objectives without being excessively 
prescriptive], the Commission is of the view that it should follow a risk-based approach’ European 
Commission (2020c). 
61 AI Act, article 5. 
62 AI Act, articles 8–15. 
63 AI Act, articles 16–28. 
64 AI Act, article 52. Notably, additional requirements may apply to AI systems intended to interact 
with natural persons—which may be cumulatively subject to the requirements and obligations that 
pertain to ‘high risk’ AI systems (see AI Act, article 52(4)). 
65 AI Act, Recital (37) and Annex III, 5(b). Importantly, AI systems put into service by small scale 
providers for their own use are exempted from the regulation. 
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are already broadly captured by its existing financial regulation framework66 — 
particularly following recent efforts to expand the scope of that framework.67 For 
example, the most recent version of the EU’s Markets in Financial Instruments 
Directive (‘MiFID II’) contains a series of requirements specifically applicable 
to firms, engaging in, facilitating, or hosting algorithmic trading,68 and the 2014 
EU Market Abuse Regulation includes express references to algorithmic-driven 
market manipulation69 —showing a willingness to address algorithmic-driven (if not 
explicitly AI-driven) change. 

Ultimately, a full discussion of whether the EU’s high-risk approach to AI 
adequately addresses the impact of AI on the financial system far exceeds the 
scope of this piece. The scope of our enquiry is much narrower: does the high-risk 
approach to AI endorsed by the EU address the many ways in which AI-driven 
technology has amplified systemic risk and, if not, are any limitations in scope 
justified by technology neutrality or proportionality concerns? 

Determining the extent to which the EU’s approach to AI—and, namely, its AI 
Act—can address the new sources of systemic risk created by AI requires analysing 
the notion of ‘high risk’ at the centre of the AI Act. According to articles 6 and 
7 of the AI Act, the classification of a particular type of AI system as ‘high 
risk’ depends essentially on its intended use (see article 6(1)(a) and 7(1)(a)) and 
on its potential for posing a ‘risk of harm to the health and safety, or a risk of 
adverse impact on fundamental rights’ of individuals (see article 7(1)(b))—with no 
regard for its potential for creating losses and contagion channels that can reach the 
wider system populated by those individuals. Indeed, this focus on the ‘protection 
of . . .  individuals’ is made clear in Recital (10) of the AI Act and permeates most of 
its provisions.70 

Some solace can perhaps be taken in the fact that article 7 (2)(d) of the AI 
Act suggests that ‘risk assessments’ conducive to updating the list of ‘high risk’ 
systems already identified by the European Commission71 should take into account

66 A discussion of the extent to which the EU financial regulation framework does a good job 
of capturing all the financial activity taking place within its Member States falls outside the 
scope of this article, although concerns over the system’s ability to capture non-bank financial 
intermediation (sometimes known as ‘shadow banking’)—particularly as both small FinTech start-
ups and larger technological companies (‘BigTechs’) increasingly position themselves as new 
entrants in the financial industry—are likely justified. 
67 For example, MiFID II expanded the scope of MiFID to capture proprietary traders that apply 
‘high frequency trading’ techniques. For a discussion, see, ia, Gullifer and Payne (2020). Notably, 
the EU is in the process of reviewing its current algorithmic trading regime, but ESMA’s final 
report on the matter fails to address the risks created by AI-driven algorithmic trading (see ESMA 
(2021))—although ESMA’s more recent TRV Risk Analysis on Artificial Intelligence in EU 
Securities Markets does acknowledge the threat of ‘possible systemic risks arising from the use 
of AI in algorithmic trading, as well as algorithmic bias and overfitting’ (see ESMA (2023)). 
68 See, in particular, MiFID II, articles 17 and 48. 
69 EU Market Abuse Regulation, article 12(2)(c). 
70 AI Act, recital (10). 
71 AI Act, Annex III. 
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‘the potential extent of [the harm or adverse impact to individuals] in terms of 
its intensity and its ability to affect a plurality of persons,’ but even a broad 
interpretation of this formula fails to capture the true nature of systemic risk— 
which, as noted in the previous section, does not just include the risk that individual 
losses might affect a large number of agents at the same time, but, crucially, the risk 
that individual losses might propagate from just one individual agent and spread 
across an increasingly interconnected system—or that the use of similar models 
may result in common exposures that can facilitate the propagation of shocks. 

It seems then that the AI Act struggles to capture the cross-sectional dimension 
of ‘systemic risk’ in its definition of ‘high risk’—and, in that way, to address it. 
Given the significant propensity of AI for amplifying systemic risk discussed in the 
previous section, this could be seen as a significant overlook, but can this exclusion 
be justified under principles of technology neutrality or proportionality? 

Technology neutrality requires regulators to adopt a risk-based—as opposed to 
technology-based—approach to regulation and intervene only when they identify 
risks that need mitigating. Now, the previous section has already covered the 
vast number of ways in which AI-driven technology amplifies financial systemic 
risk, and while some of these ways have been specifically addressed by recent 
regulation—namely, MiFID II when it comes to algorithmic trading72 —others have 
not received the same regulatory attention.73 It could, of course, be argued that AI-
driven systemic risk is already covered by existing macroprudential frameworks, 
but the European Systemic Risk Board has recently acknowledged that technology-
driven financial systemic risk (or ‘systemic cyber risk’) creates threats that ‘require 
further work by macroprudential authorities (ESRB 2020).’ And AI technology—as 
it evolves—can be a whole new ball game. 

Alternatively, it could be argued that excluding systemic risk considerations 
from the definition of ‘high risk’ is justified by proportionality concerns and the 
relative lesser importance of this type of risk, but that would go against the growing 
consensus around the significance—and, indeed, the desirable prioritisation—of 
financial stability as a regulatory goal (Armour et al. 2016). From that perspective,

72 MiFID II, articles 17 and 48. 
73 It is true that the Digital Services package also addresses concerns with AI and its impact 
on ‘systemic risk’—but the Digital Services Act limits the idea of systemic risk to three main 
categories of risk that do not reflect the macroprudential concerns that underlie the narrower 
concept of ‘financial systemic risk’ used in this piece: a first category concerning ‘the risks 
associated with the misuse of their service through the dissemination of illegal content, such as 
the dissemination of child sexual abuse material or illegal hate speech, and the conduct of illegal 
activities, such as the sale of products or services prohibited by Union or national law, including 
counterfeit products;’ a second category concerning the impact of services ‘on the exercise of 
fundamental rights, as protected by the Charter of Fundamental Rights, including the freedom 
of expression and information, the right to private life, the right to non-discrimination and the 
rights of the child;’ and a third category concerning ‘the intentional and, oftentimes, coordinated 
manipulation of the platform’s service, with a foreseeable impact on health, civic discourse, 
electoral processes, public security and protection of minors’ (see Proposed Digital Services Act, 
Recital (57)). 
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it is hard to understand why the EU has used its AI Act to address the AI-driven 
discrimination risks created by a phenomenon like algorithmic credit scoring, while 
leaving bigger picture systemic risk implications entirely unaddressed (including 
those that pertain to algorithmic credit scoring).74 

Thus, it appears not only that the EU approach to AI, in general—and its new AI 
Act, in particular—fail to capture the systemic risk newly created by AI, but also 
that such failure is hard to justify under the principles of technology neutrality and 
proportionality that appear to guide such approach. 

4 Conclusion 

As the world of finance enters a new age of technological progress, regulators 
and supervisors across the globe have been brought to a crossroads: how can the 
financial system harness the benefits of AI while guarding against its risks? Answers 
are rarely obvious when it comes to algorithmic technology, but that has not stopped 
the EU from leading the way to shape the global regulatory agenda on AI. 

The EU’s regulatory aspirations go far beyond addressing the impact of AI on 
the financial system and its players: a bold new proposal for a horizontal AI Act 
targets high risk AI applications across industries and sectors. At the same time, 
the Union’s ambitions have been moderated by concerns over its ability to compete 
in the global AI arena: AI trustworthiness and safety are important, but so are AI 
excellence and innovation. In the end, the EU’s regulatory approach to AI readily 
acknowledges the impact of AI on the financial system—and, in particular, the risks 
created by algorithmic credit scoring systems—but leaves the financial systemic risk 
created by AI seemingly unaddressed. 

This might be a significant overlook: this article has demonstrated that AI has 
been transforming both the financial system and the way in which that system is 
regulated and supervised, creating new—and still largely understudied—sources 
of systemic risk. And while the EU’s decision to exclude systemic risk from the 
definition of ‘high risk’ that underpins its new AI Act could be justified by reasons 
of technology neutrality or proportionality, neither reason holds water. Neither are 
these new sources of systemic risk already addressed by existing macroprudential 
regulatory and supervisory approaches—as recently acknowledged by the EU’s own

74 As noted by Aggarwal, the fact that algorithmic credit scoring is a post-crisis phenomenon and 
the fact that algorithmic credit scoring systems have been trained in a benign macroeconomic 
environment is potentially worrisome. Relatedly, Aggarwal also expresses concerns over ‘the 
impact of algorithmic credit scoring on the overall volume of household debt and the rate of 
credit expansion in the economy – particularly to vulnerable consumers for whom debt can 
quickly become unaffordable’ (see Aggarwal (2021), pp. 42–73). The DNB, for instance, also 
acknowledges the systemic risk implications of AI-driven solutions and concentration of actors 
under the ‘Soundness’ principle included in its ‘Principles for the Use of Artificial Intelligence in 
the Financial Sector’. See De Nederlandsche Bank (2019). 
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European Systemic Risk Board—nor is this type of risk less significant than the risks 
identified and covered by the AI Act. 

It could be argued more convincingly that perhaps the EU’s AI Act was not the 
right type of instrument for addressing this type of risk.75 But it is nevertheless 
worrisome that horizontal rules that have the ambition of laying down harmonised 
AI rules across sectors and industries—and which even address the risks inherent in 
particular financial activities and services, like algorithmic credit scoring—entirely 
ignore the specific type of risk that most clearly conveys potential threats to the 
stability of that system. The tendency to focus on the micro—instead of on the 
macro—is not new, but episodes like the 2007–2009 financial crisis have taught us 
the importance of prioritising big picture considerations. 

Additionally, it could be that the EU’s AI Act actually does a disservice to the 
goal of mitigating the systemic risk created by AI. Most obviously, the AI Act could 
contribute to the false notion that the most significant risks created by AI have 
already been addressed—either in sectoral regulations, in the case of algorithmic 
trading, or in the AI Act itself, in the case of algorithmic credit scoring—at the same 
time that AI-driven systemic risk has actually escaped the regulator’s radar. Second, 
the fact that the EU has chosen to address the risks created by AI by proposing 
a horizontal framework codified in a Regulation (instead of a Directive) ensures 
that similar regulatory requirements will apply to AI systems across sectors and 
across Member States, with very little room for variation. To the extent that such 
requirements may encourage the development of similar products subject to similar 
control and safety mechanisms, the AI Act could create a degree of uniformity and 
homogeneity that is itself a new source of systemic risk (Calzolari 2021). 

In the end, the risk-based approach at the centre of the EU’s approach to AI is 
an understandable attempt to address the technology neutrality and proportionality 
concerns that reflect existing tensions between the goals of ‘excellence in AI’ and 
‘trustworthy AI’—innovation and safety. But regulatory compromises and trade-offs 
require a clear understanding of the opportunities and risks that arise from the object 
of regulation. And underestimating or ignoring the potential of AI for amplifying 
systemic risk necessarily limits the EU’s ability to strike the right balance when 
regulating AI. 

Looking ahead, it is clear that more research is required into the systemic risk 
created by AI. It is also clear that the high-risk approach adopted by the EU in its AI 
Act could benefit from a broader definition of ‘high risk’: one that does not just focus 
on harm to individuals (or even many individuals) but also considers the broader 
structural and systemic impact of AI. Additionally, it is hoped that regulators and 
supervisors will soon begin work on strengthening existing macroprudential toolkits 
to ensure that they can handle the new systemic risk created by AI.76 In this regard,

75 See Whittlestone et al. (2021) noting that ‘there is an open question as to whether systemic risks 
can be addressed via the same regulatory processes as more direct and easily identifiable harms’. 
76 See, in particular, the discussion in ESRB (2020). 
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some inspiration may be drawn from the EU’s algorithmic trading regime and its 
requirements for stress testing and circuit breakers.77 

Finally, it is worth underlining that systemic risk can easily travel across borders, 
and new regulatory and supervisory approaches looking to address the impact 
of AI on the financial system should acknowledge this international dimension 
of systemic risk (Keller 2020, pp. 295–296). It is therefore hoped that the EU’s 
meritorious efforts to build a strategy for innovative and safe AI can eventually lead 
the conversation around the development of a more integrated cross-border approach 
to AI—and one that more readily acknowledges the important implications of AI for 
financial systemic risk.78 
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Regulating AI: Challenges and the Way 
Forward Through Regulatory Sandboxes 

Katerina Yordanova and Natalie Bertels 

Abstract Financial industry was the first filed where it became clear that we needed 
a new type of regulation, an evolutionary and anticipatory approach that can at 
least stand chance to mitigate the new risks posed by disruptive technologies such 
as artificial intelligence (AI). This approach took the shape of various tools, none 
of which has showed more prominence than the regulatory sandboxes. This rather 
young approach to regulation spread across various sectors and jurisdictions from 
FinTech to privacy and healthcare. 

The European Commission recognised the potential of the regulatory sandboxes 
as an increasing compliance mechanism but also as a way to facilitate innovation 
and thus included them as part of the draft regulation on artificial intelligence (the 
AI Act). In this article we analyse the potential of the regulatory sandboxes for 
regulating AI in the format envisioned in Article 53 and 54 from the draft AI 
Act and the challenges this approach could face based on the experience from 
earlier regulatory sandboxes involving AI products or services. We also aim to 
suggest some tailor-made solutions that would mitigate potential disadvantages of 
the regulatory sandboxes for AI, including how to balance the emerging ‘Innovation 
Principle’ and the protection of human rights. 

1 Introduction 

One of the key figures in modern day engineering, Dean Kamen, believes that 
“[e]very once in a while, a new technology, an old problem, and a big idea turn 
into an innovation” (Sorvino 2016). Nowadays people keep testing the limits of 
technology and creativity, striving to invent the next big thing and change humans’ 
lives. This highly competitive race to the top is certainly fascinating, but changing 
lives often leads to some unexpected consequences and could create unexpected 
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risks. One of the primary roles of regulation is risk mitigation. In the words 
of Prof Karen Yeung, regulation is an “organized attempt to manage risks or 
behaviour in order to address a collective problem or concern” (Yeung 2017). The 
problem with regulating disruptive technologies such as AI, however, originates 
from a combination of the largely unpredictable and dynamic nature of the said 
technologies and the traditional approach to legislation which is reactionary and 
too slow to be adopted and amended. Another big issue is technological opacity 
which highlights the need of involving a variety of people with specific expertise 
in drafting legislation that could be comprehensive and serve the basic need of any 
law, namely, to ensure legal certainty (Kaal 2016). 

That’s why the long-anticipated White Paper on AI adopted by the Commission 
in the beginning of 2020 was met with criticism1 for not reflecting on the need of 
novel approach to regulating new technologies, especially when individual member 
states have already been implementing it, predominantly in the form of regulatory 
sandboxes.2 It was also surprising due to the fact that regulatory sandboxes, in 
particular, have been pinpointed on a number of occasions3 as a prominent tool to 
facilitate innovation and promote trust in new technologies and especially AI. The 
omission of the White Paper, however, was attempted to be remedied through the 
adoption of draft regulation on lying down harmonised rules on artificial intelligence 
and amending certain union legislative act (the AI Act). Title V provides first 
comprehensive glance at what regulatory sandboxes for AI are deemed to be and 
how they are supposed to be implemented. 

This chapter aims to outline the key issues policymakers are facing in their 
attempts to regulate AI and how those issues are addressed through the introduction 
of regulatory sandboxes as a tool of a novel emerging type of regulation. In order to 
achieve this, we are going to first explain the nature of the approach and observe if 
and how it could be applied to AI technologies in a variety of sectors from financial 
law to health services and if its multidimensional nature is adequately reflected in 
the draft AI act. Finally, we are going to identify some challenges this regulatory 
tool faces and conclude whether it lives up to the expectation of being indeed a 
breakthrough in regulation.

1 See for example (CIPL Response to EU Consultation on AI White Paper 2020) and compare to 
(Federal Government of the Federal Republic of Germany 2020). 
2 For example, the (ESMA 2019) discusses five operational regulatory sandboxes only in the field 
of FinTech which regularly deal with AI as demonstrated, for instance, by (UK Financial Conduct 
Authority 2021). 
3 Outside the area of FinTech regulation, noticeable examples are the Communication from 
the Commission on Artificial Intelligence for Europe from 25.4.2018, as well as the European 
Parliament’s resolution of 12 February 2019 on a comprehensive European industrial policy on 
artificial intelligence and robotics. 
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2 The “Taming” of AI by the Law 

As already mentioned, the primary aim of creating laws is to mitigate certain risks 
arising from objects or relations in society. To illustrate this point, we can look 
at an object which we are very much familiar with but that was once new and 
unfamiliar—the car. Its specifics in terms of mechanics and control brought up a 
number of concerns associated predominantly with people’s lives and health. This 
led to adoption of legislation setting up rules that every driver needs to comply with 
for their own safety and the safety of other drivers and pedestrians. Later on, the 
legislator obtained more information which showed necessity of rules governing 
mandatory driving licenses and insurance. As the development of automobile 
industry and design progressed further, it became apparent that manufacturers also 
need to be regulated in order to ensure that new cars are being produced following 
certain safety standards. With automobiles becoming the most common means 
of transportation (European Commission and Eurostat 2000), their impact to the 
environment and urban spaces became obvious which exposed additional risks, 
leading to further legislation in an attempt to mitigate them. 

This simplified example demonstrates the relationship between technology, risk 
and law. Why, then, would traditional way of legislation not work on another 
type of technology such as AI? Firstly, arguably an AI technology is much more 
complicated and has the potential to affect society in more domains than a car. It is 
often categorized as a disruptive technology4 and as such it possesses risks that are 
hard to be predicted. Secondly, AI technologies are much more opaque compared 
to automobiles. Indeed, an ordinary user may not know exactly the purpose of 
the many elements composing a car, but someone with sufficient knowledge of 
mechanics does and hence the predictability, compared to AI that may sometimes 
act in unexpected ways. Another key difference is the so-called pacing problem of 
regulation related to AI. The pacing problem is the significant contrast between the 
pace of AI innovation and innovation of regulatory tools used to govern it (Marchant 
et al. 2013) Last but not least, in order for legislation to be adequate and to serve its 
function of risk mitigation, its object needs to be clearly defined. It is important since 
a well-written and serviceable legal act ultimately needs to cover as broad a range of 
real-life situations as possible. This is ensured by precise usage of legal terminology 
and detailed definitions of every term used in the act itself, via references to other 
acts, through applying the rules of legal interpretation, or through judicial decisions. 
It also contributes to achieving legal certainty.5 

4 Disruptive technologies do not have a commonly accepted definition, but they are often 
characterized by their refinement, ground-breaking nature, and ability to create new industries. 
5 The authors recognise the different theoretical standpoints in defining legal certainty (Van 
Meerbeeck 2016). Nevertheless, for the purpose of the present research it is to be understood 
as a quality of a certain legal system that allows people to predict the legal consequences of their 
actions/the actions of others/the results of certain events and to adjust their behavior according to 
these predictions.
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Turning back to our example, if a regulator wants to adopt a legal act dealing 
with certain aspects of motor vehicles, a first step would be to define what a motor 
vehicle is. Looking at Directive 2007/46/EC for instance, we find the definition 
straight away in Article 3.6 Reading the definition, a reasonable person would 
easily conclude that her vehicle with 3 wheels is clearly not a motor vehicle within 
the scope of the Directive and is therefore not subject to its rules, which is of 
course possible due to existence of a comprehensive legal definition of a motor 
vehicle. Returning to the problem at hand, it follows that prior to creating any sort 
of legislation related to AI and subsequently regulating it, there must be a legal 
definition that is acceptable for serving the purposes of the AI Act but also not 
contributing to overregulation of the subject. 

This definition has been a hot topic for a while not only in the legal field but 
also in computer science.7 This taxonomy issue was highlighted in the discussion 
that was formed after the High-Level Expert Group on Artificial Intelligence 
(HLEG) adopted, together with an additional report on the topic, a definition of 
AI, aiming to “avoid misunderstandings, to achieve a shared common knowledge 
of AI that can be fruitfully used also by non-AI experts, and to provide useful 
details that can be used in the discussion on both the AI ethics guidelines and the 
AI policies recommendations” (High-Level Expert Group on Artificial Intelligence 
2019). There was a number of issues that were raised regarding that particular 
definition ranging from some excluding self-replicating machines from the scope 
of the definition, through adoption of “created by humans” criterion to having “one 
size fit all” approach regarding weak and strong AI regardless (Center for Data 
Innovation 2019). 

The aforementioned problems were partially solved through the definition 
adopted in Article 3(1) of the draft AI Act which covers AI systems and describes 
them as “software that is developed with one or more of the techniques and 
approaches listed in Annex I and can, for a given set of human-defined objectives, 
generate outputs such as content, predictions, recommendations, or decisions 
influencing the environments they interact with.” This new definition, however, 
also reveals some weak points, for example, not demonstrating clearly what is the 
difference between AI and AI systems, not reflecting current standardization efforts 
in EU and being so broad it practically encompasses “even the simplest search, 
sorting and routing algorithms” (BDVA/DAIRO 2021). 

What is of vital importance for this definition is Annex I which contains 
particular types of AI techniques and approaches such as reinforced learning, 
symbolic reasoning, etc. and which can be updated through delegated acts in 
accordance with Article 4 in conjunction with Article 73 of the draft AI Act.

6 A ‘motor vehicle’ means any power-driven vehicle which is moved by its own means, having 
at least four wheels, being complete, completed or incomplete, with a maximum design speed 
exceeding 25 km/h. 
7 Compare the different approach to the definition through the lenses of parallels between human 
and artificial intelligence proposed by (Norvig and Russell 2010) with the one based on the degree 
of “self-understanding and autonomous self-control” proposed by (Goertzel and Pennachin 2007). 
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This would allow better reaction time in case of scientific development that has 
not been covered by the regulation and is intended to address the pacing problem, 
although it still might not be agile enough considering the time a delegated act still 
takes to enter into force. In its briefing to the European Parliament, the European 
Parliamentary Research Service acknowledges the need for better addressing the 
pace problem and suggests “flexible instruments such as delegated acts, sunset 
clauses and experimental legislation” (Kritikos 2019). 

These new regulatory tools are not a novelty and they emerged long before 
regulating AI became a task at hand (Ranchordás 2014). They have many names and 
are often used in various combinations but they do have several things in common: 
they are more dynamic compared to traditional legislation, allow participation 
of broader circle of stakeholders and provide valuable feedback to the regulator 
allowing better understanding of the object that needs regulation and the risks and 
benefits it involves. Undoubtedly, one of the tools that generated the most hype are 
regulatory sandboxes which are going to be examined in the following sections. 

3 Playing in the Sand 

The term ‘regulatory sandbox’ sometimes creates confusion. It is rather similar to 
the notion of sandbox environment in computer science. Despite the similarities, 
however, the two terms are not equivalent. A sandbox is a testing tool, while a 
regulatory sandbox is a regulatory tool and a process which regulates different risks 
compared to its namesake (Yordanova 2019). 

The financial sphere was the first area in which regulatory sandboxes were tested. 
The financial crisis of 2008 resulted in a major global crisis of regulation (Armstrong 
et al. 2019). The financial sphere has always been very much affected and evolved 
with the evolution of technologies, often referred to as FinTech.8 Several periods of 
evolution of FinTech have been identified, starting with the use of the telegraph 
to reach to what is nowadays considered FinTech 3.0 (Arner et al. 2016). It is 
characterized by the use of rapid developing technologies often leading to inclusion 
of new actors in addition to traditional financial product/service providers or 
automation of processes that may have unexpected and undesired consequences, for 
example, algorithmic bias leading to discrimination. The variety of ways disruptive 
technologies could be utilised for the purpose of FinTech creates the necessity of 
some form of regulation. On the other hand, overregulating innovation just to be 
safe every possible risk scenario is covered may hinder innovation since developing 
technologies in accordance with the corresponding legal requirements would me 
time-consuming, costly and involving increased liability. Therefore, innovators may 
‘shop’ for jurisdiction that is less prompt to regulate the financial sector.

8 Currently there is not a completely unified definition of FinTech but here we would define it as a 
new technology aiming to automate and improve financial products and services. 
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These concerns demonstrated the need of a new approach to regulation that 
would position the regulator as a partner and a guide rather than an enemy for 
companies willing to innovate. In 2014, the UK Financial Conduct Authority 
(FCA) started Project Innovate and officially created the first regulatory sandbox. 
In October 2017, FCA published its “Regulatory sandbox lessons learned report” 
(UK Financial Conduct Authority 2017) which assessed positively the result of 
the regulatory sandbox application. This has led to the establishment of a growing 
number sandboxes under different financial jurisdictions and attempts to transfer the 
use of the regulation tool to other sectors such as data protection (UK Information 
Commissioner’s Office 2019) or aviation (Civil Aviation Authority 2019). 

The potential of regulatory sandboxes for regulating disruptive technologies and 
especially AI has already been recognised. A number of states such as Finland 
(Ministry of Economic Affairs and Employment of Finland and Steering Group 
of the Artificial Intelligence Programme 2017) include the use of sandboxes as a 
means to build a comprehensive legal framework for AI. The trend is supported by 
the EU which sees regulatory sandboxes as innovation facilitators (ESMA 2019) 
and recognizes them as important tool in future regulation activities regarding AI 
(European Commission 2018). 

This trend was further reinforced via including regulatory sandboxes in the 
European Commission’s Better Regulation Toolbox9 and instrumentalizing it in 
such further initiatives like the future pan-European blockchain sandbox (Council 
of the EU 2020) and the draft AI Act as a way to both promote innovation and 
support SMEs (European Commission 2020). At the same time other jurisdiction 
outside the EU are already implementing regulatory sandboxes for testing AI-
based products, services and business models either through specific AI-dedicated 
sandboxes10 or under the framework of another type, for instance, in the area of 
finances or healthcare.11 

In this context in order to better understand the nature and the process behind 
regulatory sandboxes, it is only logical to look at those applied in the filed of FinTech 
due to their number, geographical distribution and the fact it was the sphere where 
regulatory sandboxes first appeared in. 

Granted there is no universal definition of the term, the European Securities and 
Markets Authority regards regulatory sandboxes as “schemes to enable firms to test,

9 TOOL #21 from Research & Innovation, Better Regulation Toolbox; European Commission; 
6783/20 (COM (2020)103). 
10 For example, Norway’s Data Protection Authority has already started a pilot of AI regulatory 
sandbox in March 2021 initially with a small number of participants chosen from 25 applicants 
https://www.datatilsynet.no/en/news/2021/25-applications-for-the-sandbox/ while other countries 
like Chilly are currently working on similar projects (Ministerio de Economía and Fomento y 
Turismo 2021). 
11 According to data from the World’s Bank Key Data from Regulatory Sandboxes 
across the Globe, at the end of 2020, there were 73 existing regulatory sandboxes 
in 57 jurisdictions https://www.worldbank.org/en/topic/fintech/brief/key-data-from-regulatory-
sandboxes-across-the-globe. 
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pursuant to a specific testing plan agreed and monitored by a dedicated function of 
the competent authority, innovative financial products, financial services or business 
models” (ESMA 2019). The definition highlights several points. Regulatory sand-
boxes are deemed essentially a testing ground for innovation products, services or 
business models where their potential risk is mitigated but also where the relevant 
supervisor may provide certain leeway from the general rules for the purpose of the 
testing. 

On the other hand, the Council of the EU came up with a slightly different 
definition, presenting regulatory sandboxes as. 

concrete frameworks which, by providing a structured context for experimentation, enable 
where appropriate in a real-world environment the testing of innovative technologies, 
products, services or approaches – at the moment especially in the context of digitalisation – 
for a limited time and in a limited part of a sector or area under regulatory supervision 
ensuring that appropriate safeguards are in place (Council of the EU 2020). 

There are already some differences between the first two definitions, the second 
one being broader and encompassing various sectors but also putting emphasis on 
the need for appropriate safeguards during the testing period. Then the draft AI Act 
provides a further definition for specific AI regulatory sandboxes in its Article 53(1). 
It is envisioned that AI regulatory sandboxes are. 

established by one or more Member States competent authorities or the European Data Pro-
tection Supervisor shall provide a controlled environment that facilitates the development, 
testing and validation of innovative AI systems for a limited time before their placement on 
the market or putting into service pursuant to a specific plan. This shall take place under 
the direct supervision and guidance by the competent authorities with a view to ensuring 
compliance with the requirements of this Regulation and, where relevant, other Union and 
Member States legislation supervised within the sandbox (European Commission 2021). 

This specific definition provides some additional and novel elements. First of all, it 
explicitly emphasizes the possibility of a multi-jurisdictional regulatory sandboxes. 
The feasibility of this type of sandboxes had been questioned before we even 
started talking about specific AI sandboxes. It was argued that “the fact that the 
service lacks the standardization associated with regulation makes the sandboxed 
activity unfit for cross-border provision of services” (Zetzsche et al. 2017). It 
is yet to be found out how this barrier could be overcome. Furthermore, the 
scope of the regulatory sandboxes for AI is significantly broadened, encompassing 
development, testing and validation and therefore combining the traditional function 
of a regulatory sandbox with those of other tools such as testing and pilots. It is 
important to note that there is an existing debate on the exact relation between the 
terminology used to describe these defined ‘safe spaces’ for testing innovation with 
or without certain authorities being involved. What is agreed on is that “there is 
an inherent connection between a regulatory sandbox on the one side, and testing 
and piloting on the other” (Zetzsche et al. 2017) and also that usually jurisdictions 
“with a sandbox approach put certain piloting and testing activities inside the 
sandbox since this is more convenient” (Zetzsche et al. 2017). This probably 
contributes to the spawning of numerous other terms, for example ‘living labs’, 
‘regulatory testbeds’, etc., which are used as synonyms and ultimately addressing
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“areas in which to trial innovation and regulation” (Federal Ministry for Economic 
Affairs and Energy 2019). Nevertheless, the definition of the draft AI Act seems 
to incorporate certain testing and piloting elements12 in addition to the regular 
sandbox activities, which could be a beneficial element only if it really ‘facilitates’ 
the development of innovation and ultimately reduces the ‘time to market’ which 
has been the primary goal of the tool to begin with (Ringe and Ruof 2018). 

In question about the manner and the degree of the facilitation element of the 
regulatory sandboxes for AI as envisioned by the European Commission, however, 
remains open. Going back to the original source and examining the already existing 
examples of sandboxes for FinTech we can deduct several key elements for a 
successful sandbox creation and operationalization. First, the sandbox operates 
for a limited amount of time and under certain test parameters, allowing a pre-
determined number of participants. In the interest of transparency and fairness, 
the sandbox’s entry requirements need to be clearly defined and publicly available. 
They may vary from jurisdiction to jurisdiction, but the most common ones are 
genuine innovation,13 consumer benefit and need for testing within the sandbox 
(UK Financial Conduct Authority 2017). In general, the sandbox is not limited to 
just SMEs, although some jurisdictions decide to deny entry to regulated entities, 
supporting only unlicensed companies, which are mostly SMEs (Ringe and Ruof 
2018). 

On a second place, after a company has been accepted into the sandbox, usually 
a case officer is appointed to its case in order to provide regulatory expertise 
and assess if sandbox tools to facilitate the testing are needed in the particular 
case (UK Financial Conduct Authority 2017; Mangano 2018). The sandbox tools 
are numerous and offer a wide range of possibilities from the ‘never say no’ 
approach applied by the Monetary Authority of Singapore (Agarwal 2018) to the  
comfort from enforcement and letters of negative insurance on exit offered by FCA. 
Naturally, when a sandbox is created in a domain that is heavily regulated by EU 
law, the matter of leeway becomes more complicated due to the fact that the national 
regulator cannot provide any exemptions from the rules established by the European 
Union (Ringe and Ruof 2018). It needs, however, to set parameters for the testing 
phase, for example, restriction on disclosure, limited number of clients to use the 
product, service or business model, etc. 

A third vital element is guaranteeing sufficient customer protection during the 
test as one of the most important tasks for the regulator, and especially for regulatory 
sandboxes testing technologies that may put individuals’ rights to a significant 
risk, such as innovation in the area of healthcare. The means to achieve this are 
dependent on the particular case, but probably the most common are clear and

12 The difference between tests and pilots is regarded as tests being a one-time event the outcome of 
which determines the subsequent development of a product/service/business model, while a pilot 
is a final test which aims to ensure some missing data before the product/service/business model is 
finally released to the market. 
13 Genuine innovation should be understood as new solution significantly different than all the 
existing ones. 
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detailed communication about the nature of the test, allowing consumers to make an 
informed decision on every topic related to the tested product or service, combined 
with testing parameters that mitigate risks such as testing being limited to non-
retail clients. The companies should also ensure compensation or another redress 
measures in case of harm suffered in context of the test (ESMA 2019). 

After the preparation phase has finished, providing answers and solutions to all 
of the questions discussed above, the testing phase begins. It encompasses constant 
communication between the company and the regulator. One could say that this 
phase most completely illustrates the symbiotic nature of the regulatory sandbox. 
The regulator does fulfil its role of monitoring the test and ensures compatibility 
with the necessary standards, but it also observes the tested technology and realizes 
better how it works, its potential risks, and which approach is better to mitigate 
them. 

Finally, the last phase and element is the evaluation phase that requires submis-
sion of the final report to the authority, following predetermined parameters during 
the preparation phase, and assessment of the success of the test. 

These common elements are justified by the available data showing high 
performance results and relatively few unsuccessful tests (UK Financial Conduct 
Authority 2017). The numerous advantages of the regulatory sandbox model, 
however, are what make it an increasingly popular choice for regulating disrup-
tive technologies, especially AI. Firstly, a regulatory sandbox demonstrates the 
regulator’s willingness to facilitate and stimulate innovation which is a sign of 
good business opportunities in the respective state. Secondly, an increase in the 
level of knowledge for both the participants and the regulator is clearly noticeable. 
This enables regulators to better perform their functions and gain vital insight of 
emerging technologies, making them less reliable to outside expertise (Scherer 
2016). Furthermore, the time to market is reduced, combined with the assurance 
that the new products/ services have all the appropriate safety standards built-in. It 
also allows innovators to have early warning about possible problematic features 
of their product/ service, as well as the assurance that they would not break any 
existing regulatory requirements during the test phase. 

Would that be enough to draw the conclusion regulatory sandbox is the most 
appropriate tool in regulating AI? The answer is not so simple. Despite the 
enthusiasm demonstrated by States and international organizations in creating and 
applying regulatory sandboxes, there are some challenges that need to be addressed 
and assessed. Some of the challenges are common for all kinds of regulatory 
sandboxes: the lack of a complete regulatory framework for a certain product/ 
service might seem too risky for consumers to engage in the testing; it also means 
that there would be lack of standardization. Standardization is important due to its 
implications to cross-border implementation of the products/services. Furthermore, 
in some cases the risk of an innovation might not be significant enough to require 
regulation of any kind. In such cases it would simply hinder innovation (Zetzsche 
et al. 2017). In other cases, the innovation might not be mature enough to be tested 
in a sandbox, thus a wait-and-see approach could be more suitable (Jenik and Lauer 
2017). It is also true that the limited number of participants in the sandbox may not
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provide the necessary representative sample needed to fully determine the effect 
of a certain technology. The companies themselves might not be too willing to 
participate either because they want to grow faster, and the sandbox would limit 
this ability (Zetzsche et al. 2017) or because they are not stimulated enough by 
the leeway offered by the regulator, especially in the European context where the 
sandbox tools are much more conservative compared to other jurisdiction. Last 
but not least, the participating companies might be reluctant to participate in an 
environment where potentially trade secrets could be discovered by the competition. 

Another category of challenges is related specifically to regulatory sandboxes for 
AI. The Coordinated Plan on AI stipulates that the envisioned testing facilities for 
AI “may include regulatory sandboxes . . . in selected areas where the law provides 
regulatory authorities with sufficient leeway.” It is rather confusing due to the 
fact that until now regulatory sandboxes have been created not to test a specific 
technology, but innovations in a particular field, for example, in the financial sphere. 
This approach does not limit the technologies that are used but their purpose and 
application. To illustrate our point, there was an AI-based solution being tested in 
the FCA’s regulatory sandbox as part of its 5th cohort.14 Its purpose is to help 
SMEs applying for loans by using AI to increase effectiveness of credit scoring and 
improve the risk assessment simultaneously reducing costs. 

Secondly, the level of effect an AI technology could have might not fall only 
under the scope of one regulator. For example, an AI technology might be intended 
to be used only in the banking sector and thus being regulated by the financial 
authority but at the same time it may occur that it has significant implications 
to personal data and thus assistance from the data protection authority must be 
provided. This is problematic from both organisational and administrative point of 
view. Regulators usually do not have experience in coordinated with each other on 
such matters which would lead to chaos and inefficiency (Ausloos et al. 2018). It 
also worth noting that an AI technology is designed to learn, hence, to change. This 
would mean that an AI technology, exiting the sandbox labelled as compliant, might 
not be compliant for a long time. Such turn of events might undermine the whole 
process and ultimately legal certainty (Yordanova 2019). 

4 The Way Forward Through the AI Act 

The inclusion of the regulatory sandboxes for AI in the draft AI Act signifies 
the EU’s new approach to regulating disruptive technologies but we need to take 
into consideration all the challenges outlined in the previous section. It is evident 
that despite the many novel opportunities and advantages offered by regulatory

14 The list with the description of the admitted products and services is regularly updated from the 
regulating authority for transparency purposes https://www.fca.org.uk/firms/regulatory-sandbox/ 
cohort-5. 
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sandboxes compared to traditional (reactive) way of regulation and governance, they 
are not a panacea but a tool and a building block to a new approach to regulation of 
a data-driven society. 

Nesta has carried out detailed research on the features this new regulation model 
needs to possess and its key characteristics (Armstrong et al. 2019). Building on the 
work of Geoff Mulgan (Mulgan 2017) and his analysis on elements of emerging 
regulatory tool kit, Nesta outlines six principles of the new anticipatory regulation 
which it should possess in contrast to the traditional reactive approach. 

Anticipatory regulation needs to be inclusive and collaborative, engaging the 
public and a variety of stakeholders which also ensures better democratic legitimacy 
of this kind of regulation. It should also be future-facing15 and proactive.16 The 
next principle is iterative, described as “taking a test-and-evolve rather than solve-
and-leave approach to novel problems” (Armstrong et al. 2019). The last two 
principles are outcome-based and experimental nature. They both show the much 
more pragmatic and solution-oriented character of the new approach to legislation. 

Following these principles, regulators could find the best regulatory tool or a 
combination of tools for their particular needs. In addition, a regulator should not 
be hesitant to combine all the opportunities provided by anticipatory regulation 
with tools and approaches from other modes of regulation such as advisory or 
adaptive regulations (Armstrong and Rae 2017).17 It is important to stress that this 
classification is just an example of a system that is suitable to deal with emerging 
technologies and AI in particular. We can also consider regulation depending 
on whether it is based on principles, risks, the market or reliance on internal 
management (Black 2010). 

Despite the chosen classification, the ultimate challenge before regulators 
remains the mitigation of risk in high-risk AI technologies (Guihot et al. 2017). 
Regulatory sandboxes certainly offer such a capability, but the result does depend on 
the nature of the risk and its level. A rather more conservative tool is implementation 
of sunset clauses in regulation (Vermeulen et al. 2017), although it would not offer 
the same amount of feedback as a sandbox. Another tool that is certainly looked 
at is standardization. A proposed solution is AI systems certified as safe to enjoy 
limited tort liability compared to uncertified ones (Scherer 2016). 

These are just some examples of the palette of tools a regulator has at its disposal 
when regulating AI. The choice of one or another, or even a combination between 
several should be as customised as possible and supported by constant efforts in 
improving the regulators’ capacities by providing them with best practices and skill

15 By ‘future-facing’ Nesta understands approach that first identifies what is changing, then analyse 
possible impacts of the change and subsequently creates scenarios, predicting how different 
changes may interact with each other. 
16 This principle encompasses regulators proactively engaging innovators on an early stage of 
development of the innovation, thus ensuring greater predictability. 
17 The three modes differ by their goals, desired outcome and participants, anticipatory regulation 
being the most future-oriented. 
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building (Armstrong et al. 2019) especially in the light of the interdisciplinary nature 
of the AI research (Moses 2011). 

The draft AI Act set the scene for regulatory sandboxes to be the centre of 
attention as the ultimate innovation facilitator. This approach raises at least three 
different groups of concerns. Firstly, the issues we discussed in the current previous 
sections regarding regulatory sandboxes in general and those specifically dedicated 
to AI have not been solved in the current version of the provisions in Article 53. 
Secondly, the design of the regulatory sandboxes for AI, as described by the text of 
the regulation, does not seem to provide many incentives for joining such sandboxes. 
One of the elements that usually attracts the most innovative products/services, 
namely the weaver of certain rules, is not touched upon. It is vital to be “clear 
whether Member State authorities will be able to offer regulatory waivers or 
other types of regulatory arrangements for AI experiments” (Ranchordas 2021). 
Furthermore, national regulators might not be able to offer any significant waiver 
due to the fact that they would not have had such competences regarding EU law 
provisions (Ringe and Ruof 2018). 

The only possible waiver of rules we currently know about stems from the text 
of Article 54 and concerns personal data protection rules. Indeed, participants in 
the regulatory sandboxes for AI would be able to process personal data, “lawfully 
collected for other purposes” in order to develop and test “certain innovative AI 
systems in the sandbox”. This exception to personal data protection rules, however, 
is subject to a rather large number of cumulative conditions acting as guarantee 
towards the individuals’ rights and freedoms. The conditions include the purpose 
of the innovative AI systems (“safeguarding substantial public interest” in one or 
more of predetermined areas such as public health for instance), the data being 
necessary for complying with the high-risk AI systems’ requirements, the existence 
of effective monitoring system for identification of arising of high risks to the 
fundamental rights of the data subjects. Furthermore, “any personal data to be 
processed in the context of the sandbox are in a functionally separate, isolated and 
protected data processing environment” and should not be “transmitted, transferred 
or otherwise accessed by other parties”. In addition, any processing of personal 
data shall not lead to measures or decisions affecting the data subjects, needs to 
be deleted “once the participation in the sandbox has terminated or the personal 
data has reached the end of its retention period” subject to logs of processing also 
having retention period and purpose limitation. There are also strict transparency 
requirements in the form of “complete and detailed description of the process and 
rationale behind the training, testing and validation of the AI system” and “short 
summary of the AI project developed in the sandbox, its objectives and expected 
results published on the website of the competent authorities.” The burden of 
satisfying these requirements appear to significantly outweigh the advantages of 
the waiver offered in the context of the sandbox. 

The third group of concerns is related to the lack of clearance on the scalability 
of the regulatory sandboxes for AI as well as their place in the system of tools 
for anticipatory regulation. From a practical perspective adopting a smart mix of 
tools for facilitating innovation is considered the best solution, in which regulatory
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sandboxes are just one piece of the puzzle. For example, in 2019 UK Civil 
Aviation Authority (CAA) launched an Innovation Hub and a regulatory sandbox 
specifically targeting AI innovations (UK Civil Aviation Authority 2021). This 
combination between innovation hubs and regulatory sandboxes has already been 
considered as a way to solve some of the scalability issues of the sandboxes (ESMA 
2019; European Commission 2020). Furthermore, combining different tools of 
anticipatory regulation is deemed highly beneficial for the further establishment 
and development of the Innovation principle (Renda and Simonelli 2019). Addi-
tionally, the Council of the EU has already connected regulatory sandboxes with 
experimental clauses, understood as “legal provisions which enable the authorities 
tasked with implementing and enforcing the legislation to exercise on a case-by-
case basis a degree of flexibility in relation to testing innovative technologies, 
products, services or approaches” (Council of the EU 2020). This relation, however, 
is currently lacking from the draft AI act where the role of the regulatory sandboxes 
as contributing to the creation of evidence-based policy making is currently not 
present. 

5 Conclusion 

In 1996 Richard Susskind expresses the opinion that “we are on the brink of a shift 
in [the] legal paradigm, a revolution in law” (Susskind 1996). Events such as the 
global financial crisis from 2008 and the US elections in 2016 proves that we need 
a radically new approach to the world and the way we regulate it. This approach is 
still under development, and we are far from completing the transition from reactive 
regulation to anticipatory one. 

Regulatory sandboxes are certainly a step forward. They provide a relative 
safety and degree of control, helping regulators to better understand AI and other 
disruptive technologies before deciding if and how they should be regulated. After 
all, “regulation is a mere tool. Where helpful for society, it must be used, where not 
it is best removed” (Zetzsche et al. 2017). 

There are also many questions regarding how to overcome the challenges 
outlined in the present chapter and what evolution regulatory sandboxes are going to 
go through in order to stay relevant and answer the needs of the society and dynamic 
nature of AI. There are already some ideas about Sandboxes 2.0, incorporating 
access to innovative finding methods (Ringe and Ruof 2018) and guided sandboxes, 
attempting to resolve the conflict of national and supranational/federal levels with 
respect to their interaction in a regulatory sandbox. 

Currently, there are more questions than answers on how to regulate AI. Global 
powers outline different approaches in an attempt to become the most attractive 
investment destination, but ultimately the most successful would be the one that can
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stabilise the ‘shifting sands’ of regulatory sandboxes and use them as a cornerstone 
for building a new way of regulation. 18 
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