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Alternating Minimization for Wideband Multiuser
IRS-aided MIMO Systems under Imperfect CSI
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González-Coma, Luis Castedo, Senior Member, IEEE and Wolfgang Utschick, Fellow Member, IEEE

Abstract—This work focuses on wideband intelligent reflecting
surface (IRS)-aided multiuser MIMO systems. One of the major
challenges of this scenario is the joint design of the frequency-
dependent base station (BS) precoder and user filters, and the IRS
phase-shift matrix which is frequency flat and common to all the
users. In addition, we consider that the channel state information
(CSI) is imperfect at both the transmitter and the receivers. A
statistical model for the imperfect CSI is developed and exploited
for the system design. A minimum mean square error (MMSE)
approach is followed to determine the IRS phase-shift matrix,
the transmit precoders, and the receiving filters. The broadcast
(BC)-multiple access channel (MAC) duality is used to solve
the optimization problem following an alternating minimization
approach. Numerical results show that the proposed approach
leads to substantial performance gains with respect to baseline
strategies that neglect the inter-user interference and do not
optimize the IRS phase-shift matrix. Further performance gains
are obtained when incorporating into the system design the
statistical information of the channel estimation errors.

Index Terms—Downlink, mmWave, IRSs, wideband, BC-MAC
duality, imperfect CSI, multiuser, multistream.

I. INTRODUCTION

AN intelligent reflecting surface (IRS) is a metasurface
comprising a multitude of low-cost passive reflective

elements whose response can be configured in real-
time [1–6]. IRSs are attracting significant attention as a
key enabling technology for multiple-input multiple-output
(MIMO) systems to reach the capacity requirements demanded
by the next generations of wireless communication systems
[7–11].

The IRS technology offers tremendous benefits for various
application scenarios [12]. In device-to-device (D2D) networks
[13], IRSs can be utilized to cancel interference, support
low-power transmission, and enhance individual data links.
In cognitive radio (CR) networks, the IRSs play a crucial
role in increasing the degrees of freedom and improving
the efficiency of secondary transmissions [14, 15]. Another
interesting application of IRSs is in cellular network systems
with cell edge users. These users often suffer from high
signal attenuation from the BS and co-channel interference
from nearby BSs. By deploying IRSs in such scenarios, the
coverage area in the cellular network can be expanded as IRSs
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efficiently reflect the signal from the BS to the cell edge
user, compensating for signal attenuation and interference,
as demonstrated in [16]. Moreover, IRSs find intriguing
applications in unmanned aerial vehicle (UAV) networks.
Integrating IRSs in UAV networks can significantly enhance
communication quality between UAVs and ground users.
This enhancement becomes crucial for optimizing both UAV
trajectories and overall system performance, as noted in [17].

Different IRS-aided wireless communication systems have
been considered in the literature. In [18], a single-user single-
input single-output (SISO) system with a direct channel
between both communication ends is considered. In this
specific case, the optimal IRS phase-shift matrix is the one
that aligns the reflected rays to the direct path between the
transmitter and the receiver. However, this solution is not
applicable to multiuser (MU) MIMO systems where a common
IRS response must be designed for all users.

In [19], the rank improvement of a downlink IRS-aided
MIMO system is exploited to obtain capacity gains in a single-
user scenario. The authors in [20] have studied the asymptotic
achievable rate of the downlink of an IRS-aided MU multiple-
input single-output (MISO) system where some users are
supported by IRSs while others directly communicate to the
BS. The authors propose a modulation scheme that results
in achievable sum rates larger than those obtained in non-
IRS-aided schemes. In [21], the authors investigate MU MISO
downlink communications assisted by a self-sustainable IRS.
The reflecting elements of the IRS are classified into two
categories: energy harvesting elements and communication
elements. As a consequence, the IRS is capable of both
reflecting signals and harvesting energy from the received
signals. The primary objective of [21] is to maximize the
system rate, and to achieve this goal, the authors propose an
iterative algorithm that provides a suboptimal solution to the
design problem. In [22], an IRS-aided MU non-orthogonal
multiple access (NOMA) MISO downlink system—which
again enables communication over both the IRS-aided and
the direct channels—is addressed. The approach considers the
joint optimization of the BS precoders and the IRS phase-shift
matrix to minimize the total transmission power. The authors
in [23] consider an IRS-aided MU MISO system with an on/off
modulation at the reflective elements. In [24], the authors focus
on the joint optimization of the IRS phase-shift matrix and
the MIMO precoders in an IRS-aided MU MIMO system.
Their objective is to maximize the system sum-rate for each
channel realization using reinforcement learning strategies.
The proposed algorithms are particularly suitable for scenarios
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with high MU interference. Nevertheless, there are IRS-aided 
wireless communication use cases that still remain unexplored. 
For instance, none of the works in [18–23] consider MU 
MIMO setups, only [24] considers this scheme. They also do 
not consider wideband transmissions, a relevant feature when 
communicating through millimeter-wave (mmWave) bands.

Only a few papers have explored the use of IRS-
aided systems in wideband scenarios. An example is [25] 
where an uplink MU single-input multiple-output (SIMO) 
orthogonal frequency division multiplexing (OFDM) scheme 
is considered. The focus in [25] is on minimizing the 
total transmit power by jointly designing the precoders and 
optimizing the passive beamforming carried out by the IRS.

Wideband systems offer several advantages over 
conventional narrowband systems, including higher data 
rates, improved spectral efficiency, a nd b etter interference 
management. Their ability to operate over wider frequency 
ranges and efficiently u tilize w ide b andwidths makes 
them well-suited for modern high-speed communication 
applications, particularly in scenarios with large data rate 
demands and multiple users [26].

Employing IRSs in wideband MU systems provides several 
benefits t hat c an s ignificantly en hance th e ov erall system 
performance. IRSs can effectively control the propagation 
environment by intelligently reflecting and redirecting incident 
signals. This leads to improved signal strength at the receivers, 
mitigating path loss and signal fading, which is particularly 
beneficial i n w ideband s cenarios w here frequency-selective 
fading may occur. Additionally, IRSs can be utilized to 
suppress unwanted interference among users, especially in 
densely populated MU scenarios. By adjusting the phase shifts 
of the reflecting e lements, t he s ystem c an a ctively control 
signal directions and reduce inter-user interference [6].

In this case of wideband MU systems, the design of IRS-
aided wireless systems is challenging because the IRS phase 
shift matrix is frequency flat w hile t he w ireless c hannels are 
frequency selective.

Regarding CSI, few works in the literature consider 
the impact of channel estimation errors when designing 
robust IRS-aided systems. For instance, in [27], the authors 
investigate MMSE-optimal beamforming in a narrowband 
single-user MISO system while taking into account imperfect 
CSI. Another work, [28], focuses on the design of an 
IRS-aided narrowband MU MISO system and considers the 
effect of imperfect CSI in their analysis. The authors in 
[29] propose a robust IRS design (with on/off reflection) 
for a narrowband single-user MISO system. They use the 
penalized Dinkelbach method to optimize the IRS reflection 
coefficients t o m aximize t he a chievable r ate u nder CSI 
errors. In [30], the authors address a narrowband MU MISO 
scheme under imperfect CSI, considering only single-antenna 
users and the error model associated with the cascaded 
channels. In [21], the authors also consider a robust design 
of a narrowband MU MISO system based on a suboptimal 
solution to a rate maximization problem. In [31], the authors 
consider a narrowband MU (single-antenna) MISO IRS-aided 
system with on/off reflections a t t he I RS a nd f ocus on 
maximizing the achievable rate under imperfect CSI. In [15],

the authors investigate a MIMO CR system, where a secondary
transmitter serves multiple secondary receivers concurrently.
The design of the IRS matrix, precoding, and reception filters
is considered under the presence of imperfect CSI at the
secondary transmitter by using a norm-bounded error model.
In [32], the authors address a narrowband vehicular MU
IRS-aided communication system under imperfect CSI. They
approach the joint precoder and IRS design by considering the
outage probability constraint. Additionally, this work explores
the concept of an active IRS, simplifying the design process
under imperfect CSI by estimating the cascaded channel in
two separate steps as in [28]: first, estimating the BS-IRS
channel, and then estimating the IRS-user channels. However,
this channel estimation strategy is impractical for passive IRSs.
To highlight the novelty of the proposed scheme, a brief
comparison with existing works in the literature is provided
in Table I.

A. Contributions and organization

Unlike the aforementioned references [15, 18–25, 27–32],
this work considers an IRS-aided wideband MU MIMO
system with a passive IRS and imperfect CSI. We address the
joint optimization of the frequency-dependent precoders/filters
and the frequency-flat IRS phase-shift matrix, assuming
imperfect CSI at the transmitter and receivers. We consider
the intrinsic characteristics of IRS-aided systems, especially
those with passive IRSs, to model imperfect CSI and develop
a robust solution. In our approach, the estimation errors jointly
affect both links in the cascaded channel, since we can only
obtain an aggregated CSI from the IRS-involved channels,
unlike the approaches in [28, 32].

We develop an alternating approach that minimizes the
mean square error (MSE) between the original and estimated
symbols by exploiting the BC-MAC duality. At each iteration,
the updates are based on the BC-MAC duality and a
projected gradient (PG) algorithm. We consider the specific
characteristics of the MAC-BC and BC-MAC dualities when
considering the deployment of an IRS and the conformation of
the cascaded channel. The proposed alternating minimization
algorithm iterates over the precoders/combiners in both the
downlink and the uplink systems at each subcarrier, while
also performing iterations over the frequency-flat IRS using
a gradient descent step.

The proposed approach leads to better performance in terms
of achievable sum-rate and MSE over baseline strategies.
More specifically, the main contributions of this work are the
following:

• We jointly design frequency-dependent precoders/filters
and the frequency-flat IRS phase-shift matrix in a
multistream wideband IRS-aided MU MIMO downlink
by exploiting BC-MAC duality for aggregated imperfect
CSI in passive IRS-aided systems. We also employ a PG
algorithm to configure the IRS phase-shift matrix.

• We have developed an alternating minimization method to
design the wideband precoders/filters and the frequency-
flat IRS phase-shift matrix under imperfect CSI in the
IRS-involved channels. The key aspect of this method is
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TABLE I
CONTRASTING THE CONTRIBUTIONS OF OUR SCHEME TO THE STATE-OF-THE-ART.

Perfect CSI Imperfect CSI
[18] [19] [20] [22] [23] [24] [25] [15] [21] [27] [28] [29] [30] [31] [32] Our scheme

MIMO ✗ ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

Multiuser ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✗ ✓ ✗ ✓ ✓ ✓ ✓

Wideband ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓

mmWave ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓

Passive IRS ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✗ ✓

its consideration of the statistics of channel estimation
errors to improve system performance. Moreover, this
approach is independent of the specific statistics of the
channel estimation errors.

The remainder of this work is organized as follows. The
system model is described in Section II while the MMSE
design is explained in Section III. An alternating minimization
algorithm for the joint computation of the wideband BS
precoders and user combiners, as well as the frequency-
flat IRS-phase shift matrix, is described in Section IV by
considering imperfect CSI. Convergence analysis for the
proposed algorithm is carried out in Section V. Computational
complexity analysis is exposed in Section VI. Simulation
results are presented in Section VII and, finally, Section VIII
is devoted to the conclusions.

B. Notation

The following notation will be employed throughout the
entire work: a is a scalar, a is a vector, and A is a
matrix. [A]i,j is the entry on the i-th row and the j-th
column of A. Transpose and conjugate transpose of A are
represented by AT and A∗, respectively. ∥A∥2F and tr[A]
denote the Frobenius norm and the trace of A, respectively.
A† represents the pseudoinverse of A. Calligraphic letters are
employed to denote sets. The operator blkdiag (·) constructs
a block diagonal matrix from its input matrices. Finally, the
expectation is denoted by E[·], ⊛ is the column-wise Khatri-
Rao product, and ⊗ represents the Kronecker product.
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Fig. 1. Block diagram of the multistream wideband downlink MU IRS-aided
mmWave MIMO system.

II. SYSTEM MODEL

Let us consider the IRS-aided MU MIMO downlink shown
in Fig. 1 where a common BS with Nt antennas communicates

with K users with Nr antennas each. The BS sends wideband
OFDM symbols to fully exploit the large bandwidths available
in mmWave. The wireless channels between the BS, the IRSs
and the users are assumed to be frequency selective. The
OFDM modulation is also assumed to have L subcarriers
and a cyclic prefix long enough to avoid inter-symbol
interference (ISI). This way, the frequency-selective channels
are decomposed into L parallel narrowband subchannels, each
experiencing a different frequency response.

We also consider multistream transmission in such a way
that the BS allocates Ns,k[ℓ] streams to be transmitted to the
user k ∈ {1, . . . ,K} at the subcarrier ℓ ∈ {1, . . . , L}. The
total number of streams allocated at subcarrier ℓ is Ns[ℓ] =∑K
k=1Ns,k[ℓ] and the total number of streams considering all

the subcarriers is Ns =
∑L
ℓ=1Ns[ℓ]. At each channel use, the

BS transmits to the k-th user at subcarrier ℓ the vector of
zero-mean symbols sk[ℓ] =

[
sk1[ℓ], sk2[ℓ], . . . , skNs,k[ℓ][ℓ]

]T
with E [sk[ℓ]s

∗
k[ℓ]] = INs,k[ℓ]. We assume there is no blockage

between the BS and the users, i.e., a direct channel is available
between the BS and the k-th user whose response at subcarrier
ℓ is HB,k[ℓ] ∈ CNr×Nt .

In addition, the IRS introduces an additional cascaded BS-
IRS-User link. The channel responses from the IRS to the k-th
user and from the BS to the IRS at subcarrier ℓ are represented
by HI,k[ℓ] ∈ CNr×N and HBI [ℓ] ∈ CN×Nt , respectively.
The deployed IRS is assumed to have N passive elements
and its phase-shift matrix is represented by the diagonal
matrix Θ = diag(ν) ∈ D, where ν = [ν1, . . . , νN ]T =
[ej θ1 , . . . , ej θN ]T and θn ∈ [0, 2π) ∀n is the phase shift
introduced by the n-th IRS element. D ∈ CN×N is the set
of feasible IRS matrices, i.e., the set of diagonal matrices
with unit magnitude diagonal entries. The cascaded BS-IRS-
user channel response at subcarrier ℓ is given by Hc,k[ℓ] =

HI,k[ℓ]ΘHBI[ℓ] =
∑N
n=1 νnhI,k,n[ℓ]h

T
BI,n[ℓ], where hI,k,n[ℓ]

and hBI,n[ℓ] denote the n-th column of HI,k[ℓ] and HT
BI[ℓ],

respectively. We highlight that the frequency response of the
IRS is nominally flat and, thus, common to all the subcarriers
and users. As explained later, this circumstance makes the
design of the IRS-aided communication system significantly
more difficult.

The BS employs the linear precoder Pk[ℓ] ∈ CNt×Ns,k[ℓ] to
communicate with the k-th user at subcarrier ℓ. As in [33, 34],
these precoders are subject to the per-subcarrier transmission
power constraint

∑K
k=1 ∥ Pk[ℓ] ∥2F≤ PT[ℓ] where PT[ℓ] is the

available power at subcarrier ℓ. For the sake of simplicity, and
due to the optimality at high signal-to-noise ratios (SNRs),
we will assume that PT[ℓ] =

PT
L , where PT is the total power



4

available at transmission.1 The signal received by the k-th user
at subcarrier ℓ is given by

yk[ℓ] =

HB,k[ℓ]︸ ︷︷ ︸
Direct link

+HI,k[ℓ]ΘHBI[ℓ]︸ ︷︷ ︸
IRS-aided link

 K∑
u=1

Pu[ℓ]su[ℓ]+ηk[ℓ],

(1)
where ηk[ℓ] =

[
ηk1, ηk2, . . . , ηkNr

]T
represents the complex-

valued additive white Gaussian noise (AWGN) modeled as
ηk[ℓ] ∼ NC(0,Cηk). Finally, the equivalent channel response
corresponding to the k-th user at subcarrier ℓ is defined as

He,k[ℓ] = HB,k[ℓ] +HI,k[ℓ]ΘHBI[ℓ]

= HB,k[ℓ] +

N∑
n=1

νnhI,k,n[ℓ]h
T
BI,n[ℓ], (2)

where n ∈ {1, . . . , N} stands for the index of each IRS
element to modify each channel path by introducing the phase
shift corresponding to the coefficient νn = ej θn .

A. Channel estimation

To carry out the CSI estimation, pilot symbols without
precoding are transmitted by the BS during Np channel uses.
The matrix X[ℓ] ∈ CNp×Nt comprises all the pilots transmitted
at subcarrier ℓ. Each row vector in X[ℓ] represents the pilots
transmitted in the corresponding channel use.2 As discussed in
[36], we assume that Np = Nt and X[ℓ] is a weighted unitary
matrix such that ∥ X[ℓ] ∥2F= PT

L Np.
The pilot symbols received by user k at subcarrier ℓ are

collected in the matrix Y′
k[ℓ] ∈ CNr×Np represented as

Y′
k[ℓ] =

HB,k[ℓ]︸ ︷︷ ︸
Direct link

+HI,k[ℓ]ΘHBI[ℓ]︸ ︷︷ ︸
IRS-aided link

X[ℓ] +N′
k[ℓ]. (3)

Columns of N′
k[ℓ] are mutually independent AWGN vectors

distributed as NC(0,Cηk). By vectorizing Y′
k[ℓ] we get (cf.

[37, Theorem 3.13])

y′
k[ℓ] = (X[ℓ]⊗ INr)Hk[ℓ]ν

′ + η′
k[ℓ], (4)

where ν ′ =
[
1,νT

]T ∈ CN+1,

Hk[ℓ] =
[
hB,k[ℓ],H

T
BI[ℓ]⊛HI,k[ℓ]

]
∈ CNrNt×N+1 (5)

stacks both the vectorized versions of the direct channel
hB,k[ℓ] = vec(HB,k[ℓ]) and the cascaded channel, and η′

k ∼
NC(0, INt ⊗ Cηk). Assuming Nν different phase allocations
during the estimation process to modify the paths of the whole
channel, we have

V =
[
ν ′
1, . . . ,ν

′
Nν

]
∈ CN+1×Nν . (6)

As discussed in [36], we set Nν = N+1 and V is a weighted
unitary matrix with unit-magnitude entries, e.g., a DFT or
Hadamard matrix, such that ∥ V ∥2F= (N + 1)2. We next
assume that the same pilot matrix X[ℓ] is transmitted over

1We assume that all the computation related to the system design is
performed at the BS, which serves as the resource allocator.

2The reduction of estimated overhead in MU schemes is beyond the
scope of the paper. However, interested readers can refer to [35] for further
exploration of this topic.

the Nν different phase allocations and that the corresponding
received symbols are stacked in the following matrix

Yk[ℓ] = (X[ℓ]⊗ I)Hk[ℓ]V +Nk[ℓ] ∈ CNrNp×Nν . (7)

Note now that the channel response Hk[ℓ] for the k-th user can
be estimated following a least squares (LS) approach. Indeed,
the LS estimation of the channel response is given by

ĤLS,k[ℓ] = (X[ℓ]⊗ I)
†
Yk[ℓ]V

† ∈ CNrNt×N+1, (8)

and the LS estimation error is given by the following matrix

NLS,k[ℓ] = (X[ℓ]⊗ I)
†
N[ℓ]V† ∈ CNrNt×N+1, (9)

whose independent columns have the distribution
NC(0,CLS,k) with the following covariance matrix

CLS,k=
(
(X∗[ℓ]X[ℓ])

−1⊗Cηk

)
tr
(
(VV∗)

−1
)
∈CNrNt×NrNt .

(10)
where Cηk ∈ CNr×Nr is the receiving noise covariance matrix.

Leveraging the assumptions for X[ℓ] and V, that is,
X∗[ℓ]X[ℓ] = PT

L INt and VV∗ = (N + 1)IN+1, leads to

CLS,k =

(
L

PT
INt ⊗Cηk

)
,

and every column of NLS,k[ℓ] has the distribution
NC(0,

L
PT
INt ⊗Cηk).

According to the above analysis, the channel uncertainty
can be modeled as an statistical error. Therefore, channel
realizations in the downlink can be decomposed as follows

HB,k[ℓ] = ĤB,k[ℓ] +EB,k[ℓ]

for the direct channels and

HI,k[ℓ]ΘHBI[ℓ] =

N∑
n=1

νn

(
Ĥc,k,n[ℓ] +Ec,k,n[ℓ]

)
,

for the cascaded channels such that

Ĥc,k,n[ℓ] = hI,k,n[ℓ]h
T
BI,n[ℓ]
∧

, ∀n = 1, . . . , N. (11)

Note that the estimate hI,k,n[ℓ]h
T
BI,n[ℓ]
∧

eventually is not rank-
one due to the noise. Here, HI,k[ℓ], HBI[ℓ] and HB,k[ℓ] are
the true channels at subcarrier ℓ of user k whereas Ĥc,k[ℓ],
and ĤB,k[ℓ] stand for the estimated channels at subcarrier ℓ
of user k.

Recall that the estimations of the channels HI,k[ℓ] and
HBI[ℓ] have to be performed jointly due to the passive
nature of the IRS. The entries of EB,k[ℓ] and Ec,k,n[ℓ] are
the estimation errors of the direct and cascaded channels,
respectively. These errors are zero-mean Gaussian distributed
with a covariance matrix E[eB,k[ℓ]e

∗
B,k[ℓ]] = CLS,k, ∀ℓ and

E[ec,k,n[ℓ]e
∗
c,k,n[ℓ]] = CLS,k, ∀ℓ, n, respectively, where eB,k[ℓ]

and ec,k,n[ℓ] are the vectorized versions of EB,k[ℓ], ∀ k, ℓ and
Ec,k,n[ℓ], ∀ k, n, ℓ, respectively. They correspond to the first
and the (n+1)-th column of NLS,k[ℓ], respectively. Therefore,
note that the mutually independent columns of EB,k[ℓ] and
Ec,k,n[ℓ] are distributed as NC(0,

L
PT
Cηk). According to this

error model, the next equivalence can be stated

He,k[ℓ] = Ĥe,k[ℓ] +EB,k[ℓ] +

N∑
n=1

νnEc,k,n[ℓ], (12)
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where

Ĥe,k[ℓ] = ĤB,k[ℓ] +

N∑
n=1

νnĤc,k,n[ℓ]. (13)

Note that considering the channel estimation errors, the
received symbols given by (1) can be expressed as follows

yk[ℓ] =

(
Ĥe,k[ℓ] +EB,k[ℓ] +

N∑
n=1

νnEc,k,n[ℓ]

)

×
K∑
u=1

Pu[ℓ]su[ℓ] + ηk[ℓ]. (14)

At reception, the user k estimates its symbols ŝk[ℓ] at
subcarrier ℓ by applying the linear filter Wk[ℓ] ∈ CNs,k[ℓ]×Nr ,
that is, ŝk[ℓ] = Wk[ℓ]yk[ℓ] (see Fig. 2).

The previous imperfect CSI model has been developed from
a transmitting perspective. However, the same CSI model will
be considered when designing the receiving filters. Although
this is a simplifying assumption, it is a conservative one
since we can expect that the CSI estimation quality at the
receivers will be better than that at the transmitter. Considering
imperfect CSI at the receivers requires the implementation of
compensation techniques, similar to those described in [38],
to enable coherent detection at the receivers. We assumed that
the estimations of the channels (the direct channels and the
cascaded channels) are sent back from the users to the BS
through the feedback channel. In practical scenarios, systems
with limited rate CSI feedback suffers from erroneous CSI at
the transmitter, which is why we assume imperfect CSI at both
sides. The delay effect of the feedback channel is disregarded
because is relatively easy to correct ([39]) but at the expense
of needlessly complicating our notation.
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Fig. 2. Multistream wideband downlink MU IRS-aided mmWave MIMO
system at subcarrier ℓ.

Table II summarizes the main system model parameters and
variables considered in this multistream wideband downlink
MU IRS-aided mmWave MIMO system under imperfect CSI.

B. Channel model
The channels for the different mmWave system links are

assumed to be time-dispersive. The channel response matrices
at the m-th delay tap with m ∈ {0, . . . , LD− 1}, where LD is
the maximum number of delay taps, are considered as follows
[34, 40, 41]

Htemp[m] = γ

Npath∑
j=1

βjprc (mTs −τj)ar(ϕ
r
j , ψ

r
j)at

∗(ϕt
j , ψ

t
j),

(15)

TABLE II
DOWNLINK SYSTEM MODEL PARAMETERS.

Parameter Setting
Number of antennas at the BS Nt

Number of users K

Number of antennas per users Nr

Number of subcarriers L

Number of streams per user at subcarrier ℓ Ns,k[ℓ]

Vector of the Ns,k[ℓ] symbols at subcarrier ℓ sk[ℓ]

k-th BS precoder at subcarrier ℓ Pk[ℓ]

Power available at subcarrier ℓ PT[ℓ]

BS-User direct channel at subcarrier ℓ HB,k[ℓ]

BS-IRS channel subcarrier ℓ HBI[ℓ]

IRS-User channel at subcarrier ℓ HI,k[ℓ]

Frequency-flat IRS phase shift matrix Θ

Main diagonal of IRS phase shift matrix ν

Vector of AWGN at the k-th user at subcarrier ℓ ηk[ℓ]

k-th user filter at subcarrier ℓ Wk[ℓ]

Ns,k[ℓ] estimated symbols at subcarrier ℓ ŝk[ℓ]

Total number of streams at subcarrier ℓ Ns[ℓ]

Total number of data streams Ns

Covariance matrices of the errors in the downlink Cηk

where Npath is the number of channel paths, prc(t) represents
the raised cosine pulse-shaping filter, τj is the relative delay
for the j-th path, Ts is the sampling period, γ =

√
NtNr/Npath

is a power normalization factor and βj stands for the complex
path gain for the j-th channel path. The term ϕt(ψt) stands
for the azimuth (elevation) angles of departure (AoD) and
ϕr(ψr) are the azimuth (elevation) angles of arrival (AoA).
In the frequency domain, the channel response (15) can be
represented as [9]

H[ℓ] =

LD−1∑
m=0

Htemp[m]ej 2πm(ℓ−1)/L

=

Npath∑
j=1

βj [ℓ]ar[ℓ](ϕ
r
j , ψ

r
j)at

∗[ℓ](ϕt
j, ψ

t
j),

(16)

where ℓ ∈ {1, . . . , L} and βj [ℓ] represents the j-th path gain
at subcarrier ℓ and corresponds to

βj [ℓ] = γβj

LD−1∑
m=0

prc(mTs − τn)ej2πm(ℓ−1)/L.

We assume uniform planar arrays (UPAs) with dimensions
Na × Nb at both communication ends. Therefore, the array
response vectors at(ϕ

t, ψt) and ar(ϕ
r, ψr) have the form [42]

a (ϕ, ψ) =
1√
NaNb

[
1, e

j 2π
fℓ
c d (sin ϕ sin ψ+cos ψ)

, . . . ,

e
j 2π

fℓ
c d((Na−1) sin ϕ sin ψ+(Nb−1)cos ψ)

]T
where fℓ is the frequency corresponding to the ℓ-th subcarrier,
c is the speed of light, and d is the inter antenna spacing which
is often set to λ/2, with λ = c

fc
the wavelength corresponding

to the carrier frequency fc.

C. Achievable sum-rate

Considering the described scenario (see also Fig. 2) and
imperfect CSI model, we aim at determining the precoders
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Pk[ℓ], ∀k, ℓ, the receiving linear filters Wk[ℓ], ∀k, ℓ , a nd the
IRS phase shift matrix Θ which maximize the achievable sum-
rate given by3

Rsum =
L∑
ℓ=1

K∑
k=1

log2 det
(
INs,k[ℓ]+

X−1
k [ℓ]Wk[ℓ]He,k[ℓ]Pk[ℓ]P

∗
k[ℓ]H

∗
e,k[ℓ]W

∗
k[ℓ]
)

(17)

with

Xk[ℓ]=
∑
i̸=k

Wk[ℓ]He,k[ℓ]Pi[ℓ]P
∗
i [ℓ]H

∗
e,k[ℓ]W

∗
k[ℓ]

+Wk[ℓ]CηkW
∗
k[ℓ], (18)

while fulfilling the overall power constraint (PT). Recall that
He,k[ℓ] represents the equivalent BS-IRS-User channel for user
k at subcarrier ℓ. Accordingly, we formulate the following
optimization problem4

arg max
Θ,Pk[ℓ],Wk[ℓ],∀k,ℓ

Rsum (19)

s.t.
K∑
k=1

tr(Pk[ℓ]P
∗
k[ℓ]) ≤ PT[ℓ], ∀ℓ, Θ ∈ D.

The solution to (19) is computationally intractable mainly
because of the coupling of the variables Pk and Θ, the
non-convex nature of the cost function and the non-convex
constraints on the IRS matrix, i.e., unit magnitude for each
diagonal entry.

Furthermore, the IRS phase shift matrix is common to all
the users and subcarriers which makes the solution of (19)
even more difficult since the common IRS must be designed
to simultaneously modify all the paths of the user channels at
the L subcarriers. Note that the exhaustive search technique
is required to find an optimal solution, but its impracticality
arises due to the high computational complexity, even for
moderate-sized systems. As a result, achieving a globally
optimal solution for these complex wideband MU MIMO IRS-
aided systems is not feasible.

III. MMSE APPROACH

We reformulate the optimization problem (19) as an
MSE minimization problem since minimizing the sum-MSE
maximizes a lower bound of the system capacity [45].
Weighted MMSE could be used instead of sum MSE
minimization, but this would require an additional inner
iterative loop in our design algorithm to optimize the MSE
weights [45]. Some performance improvement is to be
expected but at the expense of a significant increase in
computational complexity and a slowdown in convergence.

3While robust design and statistical approaches under imperfect CSI in the
transmitter often involve considering channel outages, our specific focus is on
rate maximization, as exemplified in works such as [28] and [43].

4Note that a similar optimization problem could be formulated by
considering an individual minimum data rate per user. This would entail
changes in the kind of MAC-BC and BC-MAC dualities (second or third
kind dualities [44]) explained below.

Let us elaborate the system model under imperfect CSI for
the k-th user symbols at the ℓ-th subcarrier after the linear
filtering at reception, i.e.,

ŝk[ℓ] =Wk[ℓ]

(
Ĥe,k[ℓ] +EB,k[ℓ] +

N∑
n=1

νnEc,k,n[ℓ]

)

×
K∑
u=1

Pu[ℓ]su[ℓ] +Wk[ℓ]ηk[ℓ]. (20)

Thus, the downlink MSE for the k-th user at subcarrier ℓ is

MSEDL
k [ℓ] = E

[
∥sk[ℓ]− ŝk[ℓ]∥22

]
= tr

(
Wk[ℓ]

{
Ĥe,k[ℓ]

[
K∑
i=1

Pi[ℓ]P
∗
i [ℓ]

]

× Ĥ∗
e,k[ℓ] +Cηk

}
W∗

k[ℓ]

+ E

[
Wk[ℓ]

{
EB,k[ℓ]

[
K∑
i=1

Pi[ℓ]P
∗
i [ℓ]

]
E∗

B,k[ℓ]

}
W∗

k[ℓ]

]

+ E

[
Wk[ℓ]

{
N∑
n=1

Ec,k,n[ℓ]νn

[
K∑
i=1

Pi[ℓ]P
∗
i [ℓ]

]

×
N∑

n′=1

E∗
c,k,n′ [ℓ]ν∗n′

}
W∗

k[ℓ]

]

−Wk[ℓ]Ĥe,k[ℓ]Pk[ℓ]−P∗
k[ℓ]Ĥ

∗
e,k[ℓ]W

∗
k[ℓ] + INs,k [ℓ]

)
.

(21)

This expression for the downlink MSE in terms of the
precoders Pk[ℓ], the filters Wk[ℓ], the estimated channels
Ĥ∗

e,k[ℓ] and the errors EB,k[ℓ], Ec,k,n[ℓ], ∀n, k can be rewritten
as follows

MSEDL
k [ℓ] = tr

(
Wk[ℓ]

{
Ĥe,k[ℓ]

[
K∑
i=1

Pi[ℓ]P
∗
i [ℓ]

]

× Ĥ∗
e,k[ℓ] +Cηk

}
W∗

k[ℓ]

)

+ tr

(
K∑
i=1

Pi[ℓ]P
∗
i [ℓ]

)
tr

(
Wk[ℓ]CηkW

∗
k[ℓ]

)
L

PT

+ ν∗tr

(
K∑
i=1

Pi[ℓ]P
∗
i [ℓ]

)
tr

(
Wk[ℓ]CηkW

∗
k[ℓ]

)
ν
L

PT

− tr

(
Wk[ℓ]Ĥe,k[ℓ]Pk[ℓ]−P∗

k[ℓ]Ĥ
∗
e,k[ℓ]W

∗
k[ℓ] + INs,k[ℓ]

)
,

(22)

where the independence of the columns of EB,k[ℓ] and
Ec,n,k[ℓ] has been exploited. Note that (22) contains the
covariance matrices L

PT
Cηk of the error matrices EB,k[ℓ] and

Ec,n,k[ℓ]. Hence, the statistical information of the channel
estimation errors is incorporated in (22). Although we assumed
the LS method for channel estimation in Section II-A, our
proposed solution is not limited to this error model in
passive IRS-aided systems. Equation (22) is independent of
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the specific e rror m odels u sed f or a ggregated C SI estimation 
in (11) and can be adapted to various channel estimation 
techniques with different covariance matrices for the errors.

For given precoders Pk[ℓ] and IRS phase shift matrix Θ, 
the k-th user’s MMSE receiving filter is readily determined as

WMMSE,k[ℓ]=P∗
k[ℓ]Ĥ

∗
e,k[ℓ]

(
Ĥe,k[ℓ]Pk[ℓ]P

∗
k[ℓ]Ĥ

∗
e,k[ℓ]+CIN,k[ℓ]

)−1

(23)

where CIN,k[ℓ] ∈ CNr×Nr is the k-th interference-plus-noise
covariance matrix given by

CIN,k[ℓ] =
∑
i̸=k

Ĥe,k[ℓ]Pi[ℓ]P
∗
i [ℓ]Ĥ

∗
e,k[ℓ] +Cηk

+ (N + 1)
K∑
i=1

tr(Pi[ℓ]P
∗
i [ℓ])Cηk

L

PT
. (24)

Substituting (23) into (20) leads to the following expression
for the downlink MSE

MSEDL
k [ℓ] = tr(INs,k [ℓ]+P∗

k[ℓ]Ĥ
∗
e,k[ℓ]C

−1
IN,k[ℓ]Ĥe,k[ℓ]Pk[ℓ])

−1.
(25)

Finally, in order to determine the wideband precoders Pk[ℓ]
and the IRS phase-shift matrix Θ assuming imperfect CSI, we
formulate the following downlink MSE minimization problem

arg min
Θ,Pk[ℓ],∀k,ℓ

L∑
ℓ=1

K∑
k=1

MSEDL
k [ℓ] (26)

s.t.
K∑
k=1

tr(Pk[ℓ]P
∗
k[ℓ]) ≤ PT[ℓ], ∀ℓ, Θ ∈ D,

with MSEDL
k [ℓ] given by (25) and considering CIN,k[ℓ] as in

(24). In the ensuing section, this minimization problem will
be formulated in the dual MAC in order to obtain a more
appropriate mathematical structure for the MSE. This will lead
to a significant reduction in computational complexity.

IV. PROPOSED SOLUTION

In this section, we will exploit the BC-MAC duality
[44, 46] to solve (26). We start by defining the virtual dual
MAC model for the considered scenario. Let sUL

k [ℓ] with
E[sUL

k [ℓ]sUL,*
k [ℓ]] = INs,k[ℓ] be the zero-mean vector of uplink

symbols transmitted by the users over subcarrier ℓ in the dual
MAC. The corresponding uplink symbols received at the BS
will be (see Fig. 3)

yUL[ℓ] =
K∑
k=1

H∗
e,k[ℓ]C

−1/2,∗
ηk

Tk[ℓ]s
UL
k [ℓ] + n[ℓ], (27)

where Tk[ℓ] ∈ CNr×Ns,k[ℓ] and H∗
ek [ℓ]C

−1/2,∗
ηk are the k-th

user precoder and the equivalent channel response in the dual
MAC, respectively, for subcarrier ℓ. The noise at subcarrier ℓ
introduced at reception is represented by n[ℓ] ∼ NC(0, INt).
Note that

H∗
e,k[ℓ] = H∗

BI[ℓ]Θ
∗H∗

I,k[ℓ] +H∗
B,k[ℓ] (28)

is the conjugate transpose of the joint cascaded and direct
channel matrices for the k-th user at subcarrier ℓ given by

(2). We now introduce Gk[ℓ] ∈ CNs,k[ℓ]×Nt , ∀k which are the
linear filters used at reception in the dual MAC to estimate
the incoming uplink symbols for user k and subcarrier ℓ, i.e.,

ŝUL
k [ℓ] = Gk[ℓ]y

UL[ℓ]

= Gk[ℓ]
K∑
i=1

H∗
e,i[ℓ]C

−1/2,∗
ηk

Ti[ℓ]s
UL
i [ℓ] +Gk[ℓ]n[ℓ].

(29)

By considering imperfect CSI and a similar approach to that
in Section II-A, the uplink symbol expression (29) can be
rewritten as [cf. (12)]

ŝUL
k [ℓ] =Gk[ℓ]

K∑
i=1

(
Ĥ∗

e,i[ℓ] +E∗
B,i[ℓ] +

N∑
n=1

E∗
c,k,n[ℓ]ν

∗
n

)
×C−1/2,∗

ηk
Ti[ℓ]s

UL
i [ℓ] +Gk[ℓ]n[ℓ]. (30)

[ ]ℓ

s1 [ ]ℓ

[ ]ℓ

[ ]ℓ

TK[ ]ℓ

T1[ ]ℓ

HBI[ ]ℓ

GK[ ]ℓ

G1[ ]ℓ

Ns,K[ ]ℓ

Ns,1[ ]ℓ

n[ ]ℓ

yUL[ ]ℓNtN

HB,1[ ]ℓ

HB,K[ ]ℓ

HI,1[ ]ℓ

HI,K[ ]ℓ

*

* *
*

*

*

UL

UL
UL

UL

sK
sK

s1

Θ

η1 C-1/2,*

ηK C-1/2,*

η1 C-1/2,*

ηK C-1/2,*

Fig. 3. Multistream wideband dual uplink MU IRS-aided mmWave MIMO
system model at subcarrier ℓ.

We next determine the uplink MSE between the sent and the
estimated symbols, i.e., MSEUL

k [ℓ] = E
[
∥sUL
k [ℓ]− ŝUL

k [ℓ]∥22
]
.

This MSE per user in the dual uplink at subcarrier ℓ, when
considering imperfect CSI, is given by

MSEUL
k [ℓ] = tr

(
Gk[ℓ]

{[
K∑
i=1

Ĥ∗
e,i[ℓ]C

−1/2,∗
ηk

Ti[ℓ]

×T∗
i [ℓ]C

−1/2
ηk

Ĥe,i[ℓ]

]
+ INt

}
G∗
k[ℓ]

)

+
K∑
i=1

tr

(
L

PT
Ti[ℓ]T

∗
i [ℓ]

)
tr

(
Gk[ℓ]G

∗
k[ℓ]

)
(N + 1)

− tr

(
Gk[ℓ]Ĥ

∗
e,k[ℓ]C

−1/2,∗
ηk

Tk[ℓ]

− T∗
k[ℓ]C

−1/2
ηk

Ĥe,k[ℓ]G
∗
k[ℓ] + INs,k[ℓ]

)
, (31)

since ν∗ν = N . The MMSE filter in the uplink is given by

GMMSE,k[ℓ] = T∗
k[ℓ]C

−1/2
ηk

Ĥek [ℓ]

×
(
Ĥ∗

e [ℓ]C
−1/2,∗
ηk

T[ℓ]T∗[ℓ]C−1/2
ηk

Ĥe[ℓ] + INt

+ (1 +N)
K∑
i=1

tr
( L
PT

Ti[ℓ]T
∗
i [ℓ]
)
INt

)−1

, (32)
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where T[ℓ] = blkdiag (T1[ℓ], . . . , TK [ℓ]) is a block diagonal 
matrix that comprises all the dual uplink user precoders,
C = blkdiag(Cη1 , . . . , CηK ) ∈ CNrK×NrK is another 
block diagonal matrix stacking the inverse noise covariance
matrices corresponding to all the users, and Ĥ∗

e [ℓ] =[
Ĥ∗

e,1[ℓ], . . . , Ĥ
∗
e,K [ℓ]

]
stacks all the equivalent channel

response matrices. The MSE per user achieved at subcarrier ℓ
when employing this MMSE receiving filter is

MSEUL
k [ℓ] = tr

[(
INs,k[ℓ] +T∗

k[ℓ]C
−1/2
ηk

Ĥe,k[ℓ]

×
(

K∑
i̸=k

Ĥ∗
e,i[ℓ]C

−1/2,∗
ηi Ti[ℓ]T

∗
i [ℓ]C

−1/2
ηi Ĥe,i[ℓ]

+INt + (1 +N)
K∑
i=1

tr
( L
PT

Ti[ℓ]T
∗
i [ℓ]
)
INt

)−1

×Ĥ∗
e,k[ℓ]C

−1/2,∗
ηk

Tk[ℓ]

)−1]
, (33)

Note that this expression only depends on the uplink precoders
in the dual MAC Tk[ℓ] and the IRS phase-shift matrix Θ.

We next rewrite the received uplink symbols at subcarrier
ℓ given by (27) by means of the following more compact
expression (cf. the definitions below (32))

yUL[ℓ] = H∗
e [ℓ]C

−1/2,∗
η T[ℓ]sUL[ℓ] + n[ℓ], (34)

where sUL[ℓ] = [sUL,T
1 [ℓ], . . . , sUL,T

K [ℓ]]T is a vector that
gathers all the uplink user symbols sent over the ℓ-th
subcarrier. According to (2), this latter matrix is related to
the different channel responses in the signal model as follows

H∗
e [ℓ] = (H∗

BI[ℓ]Θ
∗H∗

I [ℓ] +H∗
B[ℓ]) ∈ CNt×NrK , (35)

where H∗
I [ℓ] =

[
H∗

I,1[ℓ], . . . ,H
∗
I,K [ℓ]

]
∈ C

−1/2,∗
η , and

H∗
B[ℓ] =

[
H∗

B,1[ℓ], . . . ,H
∗
B,K [ℓ]

]
∈ CNt×NrK .

Substituting the frequency selective equivalent channel
responses given by (35) into (34) leads to

yUL[ℓ] = (H∗
BI[ℓ]Θ

∗H∗
I [ℓ] +H∗

B[ℓ])C
−1/2,∗
η T[ℓ]sUL[ℓ] + n[ℓ].

(36)
Note that T[ℓ] ∈ CNrK×Ns[ℓ] and sUL[ℓ] ∈ CNs[ℓ] with Ns[ℓ] =∑K
k=1Ns,k[ℓ], i.e., the dimensions of T[ℓ] and sUL[ℓ] depend

on the number of served data streams per user.
The estimated uplink data symbols corresponding to the K

users at subcarrier ℓ according to the dual MAC signal model
can hence be defined as

ŝUL[ℓ] =G[ℓ](H∗
BI[ℓ]Θ

∗H∗
I [ℓ] +H∗

B[ℓ])

×C−1/2,∗
η T[ℓ]sUL[ℓ] +G[ℓ]n[ℓ], (37)

where G[ℓ] = [G∗
1[ℓ], . . . ,G

∗
K [ℓ]]

∗ is the overall receive filter
that comprises the filters Gk[ℓ], ∀k which estimate all the
uplink symbols at subcarrier ℓ. Note that ŝUL[ℓ] collects all
the estimated user symbols ŝUL

k [ℓ], ∀k, which can also be
obtained through (29). Considering that the CSI is imperfect,

the estimated uplink user symbols ŝUL[ℓ] can be represented
as follows

ŝUL[ℓ] = G[ℓ]

(
Ĥ∗

B[ℓ] +E∗
B[ℓ] +

N∑
n=1

(
Ĥ∗

c,n[ℓ] +E∗
c,n[ℓ]

)
ν∗n

)
×C−1/2,∗

η T[ℓ]sUL[ℓ] +G[ℓ]n[ℓ], (38)

with E∗
B[ℓ] =

[
E∗

B,1[ℓ], . . . ,E
∗
B,K [ℓ]

]
∈ CNt×NrK and

E∗
c,n[ℓ] = [Ec,1,n[ℓ], . . . ,Ec,K,n[ℓ]] ∈ CNt×NrK , Ĥ∗

c,n[ℓ] =[
Ĥ∗

c,1,n[ℓ], . . . , Ĥ
∗
c,K,n[ℓ]

]
∈ CNt×NrK , ∀n. The MMSE

receive filter using this compact formulation is given by

GMMSE[ℓ] = T∗[ℓ]C−1/2
η Ĥek [ℓ]

×
(
Ĥ∗

e [ℓ]C
−1/2,∗
η T[ℓ]T∗[ℓ]C−1/2

η Ĥe[ℓ] + INt

+ (1 +N)
K∑
i=1

tr
( L
PT

Ti[ℓ]T
∗
i [ℓ]
)
INt

)−1

, (39)

and the overall uplink MSE achieved at subcarrier ℓ when
employing this MMSE receiving filter is

MSEUL[ℓ] = tr

[(
INs[ℓ] +T∗[ℓ]C−1/2

η Ĥe[ℓ]

×
(
INt + (1 +N)

K∑
i=1

tr
( L
PT

Ti[ℓ]T
∗
i [ℓ]
)
INt

)−1

×Ĥ∗
e [ℓ]C

−1/2,∗
η T[ℓ]

)−1]
. (40)

According to [46, 47], the filters and precoders in the
downlink are simply related to their counterparts in the dual
MAC as follows:

P[ℓ] = ξ[ℓ]G∗[ℓ], (41)

W[ℓ] = ξ−1[ℓ]T∗[ℓ]C−1/2
η , (42)

with ξ[ℓ] ∈ R, given by

ξ[ℓ] =

√
PT[ℓ]∑K

k=1 ∥Gk[ℓ]∥2F
, (43)

where PT[ℓ] is the power allocated at subcarrier ℓ. On the other
hand, the MAC-BC dual relationship can be easily established
as

G[ℓ] = ζ−1[ℓ]P∗[ℓ], (44)

T[ℓ] = C−1/2,∗
η W∗[ℓ]ζ[ℓ], (45)

with ζ[ℓ] ∈ R given by

ζ[ℓ] =

√
PT[ℓ]∑K

k=1 ∥Wk[ℓ]∥2F
. (46)

Because of duality, the same sum-MSE is achieved in the
downlink when using (41) and (42) to obtain the wideband
downlink precoders and filters from the wideband uplink filters
and precoders. Table III summarizes the main system model
parameters and variables for the dual MAC system.
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TABLE III
DUAL MAC SYSTEM MODEL PARAMETERS.

Parameter Setting
Precoder of k-th user at subcarrier ℓ Tk[ℓ]

(BC-MAC) frequency flat IRS phase shift matrix Θ∗

User-BS direct channel of k-th user at subcarrier ℓ H∗
B,k[ℓ]C

−1/2,∗
η

BS-IRS channel at subcarrier ℓ H∗
BI[ℓ]

IRS-User channel of k-th user at subcarrier ℓ H∗
I,k[ℓ]C

−1/2,∗
η

Vector of AWGN at subcarrier ℓ n[ℓ]

k-th BS equalizer filter at subcarrier ℓ Gk[ℓ]

Vector of Ns,k[ℓ] estimated symbols at subcarrier ℓ ŝUL
k [ℓ]

Once the uplink MSE corresponding to all the K users for
a particular subcarrier has been determined, we can similarly
define MSEUL =

∑L
ℓ=1 MSEUL[ℓ] =

∑K
k=1

∑L
ℓ=1 MSEUL

k [ℓ]
which is the overall system MSE in the dual uplink when
considering the symbols transmitted by all the users over all
the subcarriers. This uplink MSE can be represented in a
compact form as follows

MSEUL =tr

[(
INsL +T∗C−1/2Ĥe

(
IL ⊗ INt + (1 +N)

× L

PT
∥ T ∥2F INtL

)−1

Ĥ∗
eC

−1/2,∗T

)−1]
, (47)

where INsL is the NsL×NsL identity matrix and

Ĥe = ĤB +

N∑
n=1

ν̃nĤc,n, (48)

where ν̃ is the main diagonal of the resulting matrix after
applying Θ̃ = IL ⊗Θ and

T∗ = blkdiag (T∗[1], . . . ,T∗[L]) ,C = IL ⊗Cη,

Ĥ∗
B = blkdiag

(
Ĥ∗

B[1], . . . , Ĥ
∗
B[L]

)
,

E∗
B = blkdiag (E∗

B[1], . . . ,E
∗
B[L]) ,

E∗
c,n = blkdiag

(
E∗

c,n[1], . . . ,E
∗
c,n[L]

)
, ∀n = 1, . . . , N,

Ĥ∗
c,n = blkdiag

(
Ĥ∗

c,n[1], . . . , Ĥ
∗
c,n[L]

)
, ∀n = 1, . . . , N

are block diagonal matrices that stack all the precoders,
the noise covariance matrices and the channel responses
corresponding to the K users at the L subcarriers, such that
T ∈ CNrKL×Ns , Ĥ∗

c,n ∈ CNrKL×NtL, H∗
B ∈ CNrKL×NtL,

E∗
B ∈ CNrKL×NtL and E∗

c,n ∈ CNrKL×NtL.
Using the previous compact notation, the MMSE

optimization problem for the virtual uplink can be formulated
as follows

arg min
Θ,Tk[ℓ],∀k,ℓ

MSEUL(T,Θ) (49)

s.t.
K∑
k=1

tr(Tk[ℓ]T
∗
k[ℓ]) ≤ PT[ℓ], ∀ℓ, Θ ∈ D,

with MSEUL given in (47). Note that after obtaining the
precoders Tk[ℓ] ∀k, ℓ and the receiving filters GMMSE,k[ℓ]
∀k, ℓ in the dual uplink, we readily determine Pk[ℓ] ∀k, ℓ and
WMMSE,k[ℓ] ∀k, ℓ in the downlink by means of (41) and the
MMSE expression in (23), respectively.

A. Alternating MSE minimization algorithm

In this subsection, we develop an alternating algorithm to
solve the MSE minimization problem (49). The frequency-
flat IRS phase-shift matrix Θ and the frequency-dependent
filters/precoders in the uplink and their downlink counterparts
are alternately calculated until the MSE reduction is not higher
than a threshold δ or until a maximum number of iterations ϵ
is reached.

Algorithm 1 summarizes the steps of the proposed
alternating minimization approach. Algorithm 1 starts
determining the filters and downlink precoders, which are
next used to determine the filters and precoders in the dual
uplink through (45) and (39). Then, the IRS phase shift
matrix Θ = diag(ν) is determined with the following iterative
projected gradient algorithm

ν(i) = d
(
ν(i−1) − µν ∇ν MSEUL(T(i),ν(i))

)
. (50)

The operator d(·) is a projector which enforces νn, ∀n to be
a unitary modulus element and, thus, Θ to belong to the set
of feasible solutions D, i.e., d(·) ensures that the IRS matrix
is diagonal with unit magnitude entries. Next, the MAC-BC
duality expression in (41) and the MMSE filter expression
in (23) are used to compute the precoders and filters in the
downlink, i.e., Pk[ℓ] ∀k, ℓ and WMMSE,k[ℓ] ∀k, ℓ, respectively.
By invoking the MAC-BC duality in both directions, this
alternating procedure is repeated until achieving the stopping
criterion in line 21.

The initial IRS phase-shift matrix Θ(0) is set to a diagonal
matrix whose non-zero entries have unit magnitude and
a random phase from the interval [0, 2π) (line 3). The
initial block diagonal precoding matrix in the downlink P(0)

is constructed with the maximum ratio transmitter (MRT)
precoders for each user at each subcarrier (line 5) assuming
the uniform power allocation PTk[ℓ] =

PT
KL ∀k, ℓ. Notice that

Algorithm 1 also updates at each iteration the power allocation
per user and per subcarrier.

Considering

B(ν)=INsL+T∗C−1/2HeH
∗
eC

−1/2,∗T
1

1 + (N + 1) LPT
∥ T ∥2F

and MSEUL(T,ν) = tr[B−1(ν)], we get the gradient
∇νn MSEUL(T,ν) used in (50)

∇νnMSEUL(T, ν)=−tr
(
B−2(ν)T∗C−1/2Ĥc,nĤ

∗
eC

−1/2,∗T
)

× 1

1 + (1 +N) LPT
∥ T ∥2F

, (51)

where we have used the equality ∇β tr(A−1(β)) =

−tr(A−2(β))∂A(β)
∂β .

V. CONVERGENCE ANALYSIS

In this section, we conduct an analysis of the convergence
properties of the proposed alternating MSE minimization PG
algorithm. Algorithm 1 iterates over the precoders/filters (in
both the BC and the dual MAC system) for the L subcarriers,
as well as on the diagonal elements of the frequency-flat IRS
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Algorithm 1 Alternating MSE Minimization PG

Input: Cηk , ∀k, PT, µ1, δ, ϵ, Ĥ
∗
B ∈ CLNrK×LNt , Ĥ∗

c,n ∈
CLNrK×LNt , ∀n

1: Initialize: i← 0
2: θn ∈ [0, 2π), ∀ n
3: Θ(0) = diag(ej θ1 , . . . , ej θN ), ∀ n
4: for ℓ = 1 : L do
5: P(0)[ℓ] =

[
P

(0)
1 [ℓ], . . . ,P

(0)
K [ℓ]

]
← MRT precoders

6: W
(0)
MMSE[ℓ]=blkdiag

(
W

(0)
MMSE,1[ℓ], . . . ,W

(0)
MMSE,K[ℓ]

)
←(23)

7: T(0)[ℓ] = blkdiag
(
T

(0)
1 [ℓ], . . . ,T

(0)
K [ℓ]

)
← (45)

8: G
(0)
MMSE[ℓ] =

[
G

∗(0)
MMSE,1[ℓ], . . . ,G

∗(0)
MMSE,K [ℓ]

]∗
← (39)

9: µΘ ← µ1

10: repeat
11: i← i+ 1

12: for ℓ = 1 : L do
13: P(i)[ℓ]=

[
P

(i)
1 [ℓ], . . . ,P

(i)
K [ℓ]

]
← (41) and G

(i−1)
k [ℓ]

14: W
(i)
MMSE[ℓ]=blkdiag

(
W

(i)
MMSE,1[ℓ], . . . ,W

(i)
MMSE,K[ℓ]

)
←(23)

15: T(i)[ℓ] = blkdiag
(
T

(i)
1 [ℓ], . . . ,T

(i)
K [ℓ]

)
← (45)

16: G
(i)
MMSE[ℓ] =

[
G

∗(i)
MMSE,1[ℓ], . . . ,G

∗(i)
MMSE,K [ℓ]

]∗
← (39)

17: ν(i) = d(ν(i−1) − µν ∇ν MSEUL(T(i),ν(i)))

18: while MSEUL
(
T(i−1),ν(i−1)

)
≤ MSEUL

(
T(i),ν(i)

)
do

19: µν ← µν/2
20: ν(i) = d(ν(i−1) − µν ∇ν MSEUL(T(i), ν(i)))

21: until MSEUL
(
T(i−1),ν(i−1)

)
−MSEUL

(
T(i),ν(i)

)
< δ or i ≥ ϵ

Output: Pk[ℓ], WMMSE,k[ℓ], ∀k, ℓ, Θ ∈ D

phase-shift matrix. At each iteration, the algorithm produces
P(i)[ℓ], W(i)

MMSE[ℓ], T
(i)[ℓ], G(i)

MMSE[ℓ] and ν(i).
The precoders/filters for each subcarrier with ℓ = 1, . . . , L

in both the BC and the dual MAC system are obtained using
the MSE dualities as explained in Section IV-A. Initially, the
precoders P(0)[ℓ] in the BC are obtained via MRT precoding,
while the closed-form expression in equation (23) is used
to compute the MMSE filters W

(0)
MMSE[ℓ] in the BC. Next,

the precoders T(0)[ℓ] in the dual MAC system are computed
using the BC-MAC duality given by (45), and the closed-form
expression in (39) is employed to obtain the MAC MMSE
filters G

(0)
MMSE[ℓ]. After these initialization operations, during

the i-th iteration, the precoders P(i)[ℓ] are computed using
the MAC-BC duality as expressed in (41), and the filters
W

(i)
MMSE[ℓ] are obtained through the closed-form expression

in (21). Additionally, the MAC precoders T(i)[ℓ], ∀ℓ and the
MAC filters G

(i)
MMSE[ℓ], ∀ℓ are once again obtained using the

BC-MAC duality in (45) and the closed-form expression in
(39), respectively. The IRS phase shift matrix Θ = diag(ν)
is determined by using the gradient ∇ν MSEUL(T,ν ) as
described in (50).

To prove convergence, it is sufficient to ensure that the
performance metric MSEUL(T(i),ν(i)) either decreases or
remains constant at each iteration. Since the performance

metric is lower bounded, this property guarantees that the
proposed algorithm converges to a local optimum. Hence,
we need to verify that each sequence {MSEUL(T,ν(i))} and
{MSEUL(T(i),ν(i))} converges to a local minimum, where X
denotes the fixed variables.

1) Convergence of the sequences {MSEUL(T,ν(i))}: The
convergence of the MSE duality procedure in conventional
communication systems without IRSs (or a fixed IRS) has been
previously analyzed. In [48] (please, see Sections III and IV),
the authors prove monotonic convergence, and it is observed
that the algorithm converges rapidly in the initial iterations.
However, proving global optimality is challenging. In this case,
for Algorithm 1, the sequences produced {MSEUL(T(i),ν(i))}
converge to a local minimum. However, this assumptions is
based on a fixed Θ = diag(ν). In our implementation, we
update ν(i) for the i-th iteration within expressions (23) and
(39) in Ĥe[ℓ] (cf. (12)). As a result, it becomes crucial to
ensure the convergence of the sequences {MSEUL(T(i),ν(i))}
for a given or fixed precoder T.

2) Convergence of the sequences {MSEUL(T(i), ν̃(i))}:
Let us define the auxiliary IRS phase-shift matrix as follows

ν̃(i) = ν̃(i−1) − µν ∇ν MSEUL(T(i), ν̃(i))

at the ℓ-th iteration, where ν̃ represents the unconstrained
solution for the optimization problem in (49). Note that T
and ν̃ are obtained in steps 15 and 17 of Algorithm 1,
respectively, by neglecting the projection operator d(·) for the
IRS design. In this case, the sum-MSE sequences produced
by the alternating minimization algorithm, {MSEUL(T(i), ν̃)}
and {MSEUL(T, ν̃(i))} converge to a local minimum with the
proper adjustment of the step size µν , and by using a line
or Armijo’s search [49]. To obtain Θ = diag(ν) within the
feasible set D, we employ the projector d(·), leading to the
sequence {MSEUL(T,ν(i))}. Hence, we need to verify that
this sequence with constrained solutions converges to a local
minimum, as we do next.

3) Convergence of the sequences {MSEUL(T(i),ν(i))}:
The projector d(·) is employed to map ν̃ and obtain Θ onto
the non-convex set D, i.e., Θ = diag(ν). Note that the unit
modulus constraint defines a Riemannian manifold (cf. [50]
and [51]), which is intrinsically non-convex. Nevertheless, it
has been proven in [52] that if the function MSEUL(T,ν)
is differentiable with a continuous gradient, the convergence
of {MSEUL(T,ν(i))} to (T,ν(o)) is ensured because D is a
compact set (see [52, Theorem 1] and [53, Appendix]).

Finally, it is essential to highlight that our approach based
on alternating minimization over the individual variables
provides a q-linear convergence rate over both T and ν under
practical assumptions. Let (T(o),ν(o)) be the local minimum of
MSEUL(T,ν) on a neighborhood N of (T(o),ν(o)) over which
the function MSEUL(·) is convex. Given that MSEUL(T,ν) is
a smooth function (i.e., continuous and differentiable) over
such N , and taking into account that the Hessian matrix
of MSEUL(·) is positive definite, alternating minimization
over each variable ensures a q-linear convergence rate to
(T(o),ν(o)) [54]. This condition holds when all the available
channel spatial degrees of freedom are utilized, i.e., for mid-
to-high SNR levels. This regime is practical for some IRS-
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aided scenarios. The empirical verification of these findings is 
presented in the numerical results.

VI. COMPUTATIONAL COMPLEXITY ANALYSIS

In this section, we analyze the computational complexity 
of Algorithm 1. The complexity orders for the main steps 
are summarized in Table IV. As shown, the complexity
of step 5 (computation of MRT precoders) is bounded
by O

(
NrNt

2KL
)

since KL singular value decompositions
(SVDs) are necessary. In step 17 (update of ν(i)), the gradient
given by (51) is used and its computational complexity order is
bounded by O (LNrNtKNϵ). Note that this line is performed
ϵ times at most. The complexity order of lines 18 and
20 used to compute the MSE performance metric (47) is
O (LNrNtKNϵ). We conclude that Algorithm 1 leads to an
overall complexity order of O

(
NrNt

2KL
)
.

TABLE IV
COMPUTATIONAL COMPLEXITY OF ALGORITHM 1.

Operation Num. of operations Complexity order
Compute MRT Precoders

(step 5)
1 O

(
NrNt

2KL
)

Compute ν(i) (step 17) ϵ O (LNrNtKNϵ)

Overall MSE evaluation
(steps 18 and 20)

ϵ O (LNrNtKNϵ)

Overall O
(
NrNt

2KL
)

VII. SIMULATION RESULTS

In this section, we present the results of computer
simulations carried out to assess the performance of the
wideband IRS-aided MU MIMO system designed with
the alternating MSE minimization algorithm proposed in
Section IV. We consider a wideband IRS-aided MU MIMO
system with K = 3 users having Nr = 4 antennas each,
L = 32 subcarriers, a BS with Nt = 9 antennas which
allocates 2 data streams per user at subcarrier ℓ, i.e., Ns,k[ℓ] =
2 ∀k, ℓ, and an IRS with different numbers of elements
N ∈ {9, 16, 25, 36, 49, 64, 81, 100}. Although some authors
assume that the estimation error level at the receivers is lower
or even negligible, our approach is more general and can
be adapted to those cases. The parameters of the mmWave
channel model are set to LD = 8 delay taps, NpathB channel
paths for the BS-IRS links and NpathI paths for the IRS-users
links, respectively. The AoAs and the AoDs are assumed to
be random and uniformly distributed over the interval [0, π] as
in [55]. The relative delays τn are also random and uniformly
distributed over the range τn ∈ [0, (LD−1)Ts], with Ts = 1/fs
and fs = 1760 MHz. The complex-valued channel gains are
i.i.d. standard Gaussian random variables, i.e., βm ∼ NC(0, 1).
The central carrier frequency is assumed to be fc = 28 GHz
and the signal bandwidth is set to 400 MHz.

All the reported results are obtained after averaging CR =
1000 channel realizations. Performance is evaluated in terms
of the downlink achievable sum-rate (17) and the MSE
between the transmitted and estimated symbols. We assume
that the noise covariance matrix has the form Cηk = σ2

ηk
I,

with equal noise power for the noise during data transmission
and training stages, i.e., σ2

ηk
= σ2

η = 1 ∀k. Therefore, the

per subcarrier signal-to-noise ratio is given by SNR (dB) =
10 log10(PT/L). The channel responses of the direct and
cascaded channels are assumed to be imperfectly known,
following a stochastic model where EB,k[ℓ] and Ec,k,n[ℓ]
are assumed to follow a complex Gaussian distribution
NC(0,

L
PT
Cηk), similar to the approaches in [56, 57]. Note

that this assumption entails a lower estimation error while the
SNR increases. Finally, the maximum number of iterations ϵ
in Algorithm 1 is set to 100. Table V summarizes the system
model configuration considered in the computer simulations.

TABLE V
SIMULATION PARAMETER SETTING.

Parameter Setting
Number of users K = 3

Antennas per users Nr = 4

Antennas at the BS Nt = 16

Number of subcarriers L = 32

Number of data streams per user Ns,k[ℓ] = 2, ∀k, ℓ
Number of IRS elements N ∈ {9 ∼ 144}

BS-IRS channel propagation paths NpathB
= 4

IRS-users channel propagation paths NpathI
∈ {2, 3, 4}

Channel delay paths LD = 8

Central carrier frequency fc = 28 GHz
Covariance of estimation error (downlink) L

PT
Cηk , ∀k

Channel realizations CR = 1000

Max. number of iterations (Algorithm 1) ϵ = 100

In the first simulation experiment, we compare the
performance of the system designed according to Algorithm 1
with the following five baseline approaches:

1) The maximum achievable sum-capacity obtained by
assuming dirty paper coding (DPC) and optimizing the
IRS. This approach constitutes an upper bound on the
sum-rate and has been designed with the power iterative
waterfilling algorithm proposed in [58, Algorithm 2].
In this approach, we obtain the precoders for both
the downlink and uplink systems using the iterative
waterfilling algorithm presented in [58]. Meanwhile, the
IRS phase shift matrix is updated at each iteration by
following Algorithm 1. Note that this scheme yields the
sum-capacity of the system for each equivalent channel
He[ℓ] provided by the IRS setup at each step. This is
achieved by configuring the optimal precoders (optimal
transmit policies) via DPC under perfect CSI.

2) Amplify-and-Forward with optimized precoders
(AF O-Ps). The precoders and the IRS matrix are
optimized through Algorithm 1 but the IRS matrix is
assumed to be unconstrained, i.e., the magnitude of
the diagonal entries of the phase-shift matrix is not
constrained to be 1, and thus the IRS is able to modify
both the amplitude and the phase of the impinging
signals. For the sake of fairness, we assume that
∥Θ∥2F = N . This strategy is employed as an alternative
upper bound for the design of the IRS phase shift
matrix, given that achieving a globally optimal solution
requires the use of the exhaustive search technique,
which is computationally impractical, even for a system
of moderate size.
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3) Random IRS with optimized precoders (R-IRS O-Ps).
The precoders are optimized via the MAC-BC and the
BC-MAC dualities in Algorithm 1 while the phases of
the diagonal IRS phase-shift matrix are random uniform
variables over [0, 2π], i.e., there is no control of the IRS
phase-shift matrix.

4) Optimized IRS with MRT precoders (O-IRS MRT-Ps).
The precoders are designed as MRT precoders while the
IRS phase-shift matrix is optimized via Algorithm 1.

5) No IRS with MRT precoders (No-IRS MRT-Ps). The
precoders are designed as MRT precoders and the IRS
is not deployed to assist the communication system, i.e.,
Θ = 0. Only the direct link between the BS and the
users is available.

In all the considered approaches (the proposed one and the
five baselines), the wideband receiving filters Wk[ℓ] ∀ℓ, k are
designed according to the MMSE criterion. It is also worth
remarking that perfect CSI is assumed in this first experiment.
Note that the MMSE expressions are readily adapted to perfect
CSI by setting the error covariance matrix to 0.
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Fig. 4. Sum-rate (bit/s/Hz) vs SNR (dB) for K = 3 users, Nr = 4, Nt = 9,
L = 32, N = 25, and Ns,k[ℓ] = 2, ∀k, ℓ.

Fig. 4 plots the achievable sum-rate obtained with the
above mentioned approaches. As shown, AF O-Ps provides
the highest achievable sum-rate since the wideband precoders
are optimized via Algorithm 1 and the IRS phase-shift matrix
entries have no magnitude constraint. The proposed PG-
based approach leads to a performance higher than that
obtained with the R-IRS O-Ps and the O-IRS MRT-Ps baseline
approaches. Recall that R-IRS O-Ps does not optimize the
IRS phases while O-IRS MRT-Ps does not account for the
interference when designing the BS wideband precoders.
The No-IRS MRT-Ps strategy provides the lowest system
performance because only the direct channel is available. Thus,
the system has a reduced capacity and the wideband precoder
design does not take into account the MU interference. It is
also observed that the proposed PG approach via Algorithm 1
does not lead to a significant gap w.r.t. the unconstrained
AF O-Ps strategy and comes close to the maximum system
capacity. Hence, the obtained results are very appealing
because the proposed design algorithm is able to efficiently

exploit the deployment of a passive IRS to improve the system
performance.

From Fig. 4, we can clearly observe a significant gain
provided by the PG-based approach over the No-IRS MRT-
Ps strategy, representing the improvement brought about by
the IRS in enhancing the system performance. However, this
gain is influenced by the quality of the channels between the
IRS and the users, which is determined by the positioning
of the IRS in practical deployment scenarios. Thus far we
have considered NpathB

=NpathI
= 4. In Table VI, we define

GIRS (bit/s/Hz) as the difference between the achievable
sum-rate of the PG-based approach and the No-IRS MRT-Ps
strategy. We also vary the number of reflection paths in the
channels between the IRS and the users (NpathI

). As expected,
the results demonstrate that the gains GIRS (bit/s/Hz) decrease
as the IRS-user links become weaker, indicating that the
effectiveness of the IRS is closely related to the quality of
these channels.

TABLE VI
GIRS (BIT/S/HZ) FOR DIFFERENT IRS-USER CHANNEL CONDITIONS.

Num. of paths 5 dB 10 dB 15 dB
NpathI

= 2 2.87 6.55 10.02
NpathI

= 3 10.75 14.52 18.31
NpathI

= 4 13.62 17.30 21.90
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Fig. 5. Sum-rate (bit/s/Hz) vs SNR (dB) for K = 3 users, Nr = 4, Nt = 9,
L = 32, N = 25, Ns,k[ℓ] = 2, ∀k, ℓ and discrete phase shifts (2 and 3 bits).

We considered infinite resolution variable phase shifts to
implement the IRS matrix. However, in practical scenarios,
phase shifters are typically limited to a finite number of
discrete values. To evaluate the impact of this quantization,
we performed simulations for phase shift resolutions of 3 and
2 bits. The results in Fig. 5 show that the performance loss
due to quantization is negligible when using IRS phase shifting
matrices with 8 available phases (3 bits). On the other hand,
for IRS phase shifting matrices with only 4 quantized values
(2 bits), the performance loss is moderate.

In Fig. 6, we present the sum-rate for a specific setup with
K = 3 users, Nr = 4, Nt = 9, L = 32, N = 25, SNR =
10 (dB), and Ns,k[ℓ] = 2 streams per user at subcarrier ℓ.
The continuous-valued IRS phase-shift matrix obtained via
Algorithm 1 is used as the baseline for comparison. The figure
shows that the sum-rate degradation due to discretizing the IRS
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Fig. 6. Sum-rate (bit/s/Hz) vs the number of bits used for phase-shift
quantization levels for K = 3 users, Nr = 4, Nt = 9, L = 32, N = 25,
SNR = 10 dB and Ns,k[ℓ] = 2, ∀k, ℓ.

phase shifts is lower than 2 bit/s/Hz, even when considering
only 4 possible quantization phases (2 bits). Furthermore, this
degradation effect steeply decreases when more bits are used
for the phase-shift quantization.
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Fig. 7. Sum-rate increase ∆R (bit/s/Hz) vs N for K = 3 users,
Nr = 4, Nt = 9, SNR (dB) ∈ {−5, 0, 5}, L = 32, N ∈
{9, 16, 25, 36, 49, 64, 81, 100, 121, 144}, and Ns,k[ℓ] = 2, ∀k, ℓ.

In the next experiment, we quantify the performance
improvement obtained when optimizing the IRS phase-shift
matrix with Algorithm 1. More specifically, we measure
the impact of the phase-shift optimization at the IRS and
evaluate the performance gains obtained when increasing
the number of IRS elements N . For that, we define the
achievable sum-rate increase ∆R (bit/s/Hz) as the difference
between the achievable sum-rate obtained with Algorithm 1
and that obtained with R-IRS O-Ps. The obtained results are
presented in Fig. 7. As expected, the larger the size of the
IRS is, the higher the resulting gains are. Fig. 7 also shows
how ∆R (bit/s/Hz) increases with SNR (dB). This effect
is because of the optimization of the IRS phase-shift matrix
and, therefore, the control of the MU interference has a larger
impact on the system performance in the high SNR regime.

Another interesting observation from the results in the figure
is the saturation of the performance gains ∆R(bit/s/Hz)

beyond a certain number of IRS elements. This behavior is
inherently linked to the specific Nr × Nt MIMO wideband
(L subcarriers) configuration adopted for the MU scheme
with K users, as well as the considered channel rank for
the simulations. The system setup will determine how much
improvement a large number of IRS elements can provide to
the communication system.

58

Fig. 8. Sum-rate (bit/s/Hz) vs SNR (dB) for K = 3 users, Nr = 4, Nt = 9,
N = 25, L = 32, imperfect CSI, and Ns,k[ℓ] = 2, ∀k, ℓ.
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Fig. 9. Average MSE vs SNR (dB) for K = 3 users, Nr = 4, Nt = 9,
N = 25, L = 32, imperfect CSI, and Ns,k[ℓ] = 2, ∀k, ℓ.

In the following, we evaluate (in terms of the achievable
sum-rate) the impact of the CSI estimation errors and compare
the proposed solution with a baseline (labeled non-robust)
that does not take into account the uncertainty introduced by
the imperfect CSI (Algorithm 1 in [59]). We also include an
approach where the precoders and the IRS phase-shift matrix
are determined with the proposed algorithm but assuming
perfect CSI. Finally, we included the sum-capacity and the
AF O-Ps solutions with perfect CSI as benchmarks.

As shown in Fig. 8, the non-robust strategy leads to the
worst system performance since it does not consider imperfect
CSI and neglects the knowledge about the error statistics.
This behavior is more apparent in the low SNR regime,
where the channel estimation errors are larger. Conversely,
Algorithm 1 considers the error statistics in the estimation of
the direct and the cascaded channels, and outperforms the non-
robust approach leading to a decreasing gap w.r.t. the perfect
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CSI. This decreasing gap is observed since the estimation 
errors decrease in the high SNR regime, and thus the system 
performance of the imperfect CSI scheme approaches that of 
the perfect CSI scenario. We remark that the behavior of the 
gap between the sum-rates achieved with the proposed solution 
in Algorithm 1 and with the non-robust strategy is influenced 
by the assumed covariance model for the errors, which leads 
to larger channel estimation errors in the low SNR regime. 
Nevertheless, our proposed solution in Algorithm 1 remains 
independent of the specific error model and the corresponding 
covariance matrix used for modeling the errors.

In Fig. 9, we compare the proposed and the non-robust 
approaches in terms of the MSE. We also consider two 
benchmarks with perfect CSI, namely the proposed approach 
and the AF O-Ps scheme. It can be observed that the non-
robust approach leads to the worst system performance, i.e., 
the highest MSE, whereas the proposed solution for imperfect 
CSI outperforms the non-robust approach (especially for low 
SNR values), and comes close to the considered benchmarks.
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Fig. 10. Average MSE vs number of iterations (i) for K = 3 users, Nr = 4,
Nt = 9, N = 25, SNR (dB) ∈ {5, 10, 15}, L = 32 imperfect CSI, and
Ns,k[ℓ] = 2, ∀k, ℓ.

In the last experiment, we empirically evaluate the
convergence of Algorithm 1. Specifically, Fig. 10 illustrates
the evolution of the average MSE (sum MSE divided by
K = 3 users) concerning the number of iterations performed
in the alternating procedure. We considered three different
SNR levels, namely SNR (dB) ∈ {5, 10, 15}. Note that
convergence is achieved after 25 iterations in all cases. As
mentioned in Section V, proving global optimality for the
algorithm is challenging. However, in our simulations, we have
observed that the algorithm converges rapidly within the first
few iterations.

The conducted simulations reveal several remarkable
results, which are summarized below:

1) The proposed PG-based approach outperforms the
random configuration of the IRS-phase shift matrix,
approaching the system capacity (Fig. 4).

2) The key is in the phase changes. The proper
configuration of our passive IRS does not lead to a big
gap w.r.t. the approach where phases and amplitudes are
properly changed in an active (power-limited) IRS, in the
strategy termed as AF O-Ps (Fig. 4).

3) The placement of the IRS is crucial. The gains provided
by the IRS become lower when the IRS-user links
become worse, i.e., the enhancement provided by the
IRS is conditioned to the rank of the IRS-user channels
(Table VI).

4) The use of low bit-resolution discrete phase shifts at
the IRS is effective in achieving a substantial system
sum rate that is comparable to the ideal scenario with
continuous phase shifts (Fig. 5 and Fig. 6).

5) The performance gain achieved by the proposed solution
over an IRS with random phase shifts saturates with
a large number of IRS elements, depending on the
wideband (L subcarriers) K-users-MIMO setup (Fig. 7).

6) The proposed solution in Algorithm 1 is robust for
imperfect CSI as it incorporates the statistics of channel
estimation errors and achieves a substantial gain over a
non-robust strategy (Fig. 8 and Fig. 9). Additionally, the
developed approach is independent to the modeling of
the statistics of the errors.

VIII. CONCLUSIONS

The design of an IRS-aided wideband MU MIMO system
under imperfect CSI has been addressed in this paper.
An innovative alternating minimization algorithm has been
proposed to configure the frequency-flat IRS phase-shift
matrix as well as the wideband BS precoders and user filters.
The algorithm minimizes the MSE between the symbols sent
by the users and those received at the BS in the dual MAC.
Imperfect CSI is assumed and the available information on
CSI errors statistics is incorporated into the system design. The
results show reasonable gains in terms of both the achievable
rate and the MSE over baseline strategies. Specifically, the
deployment of the IRS and the adequate configuration of the
phase shift matrix provides significant performance gains with
respect to non-IRS conventional systems with MRT precoding.
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