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Recent years have witnessed the increasing literature on using smart insoles in health and well-being, and yet, their capability

of daily living activity recognition has not been reviewed. This paper addressed this need and provided a systematic review of

smart insole-based systems in the recognition of Activities of Daily Living (ADLs). The review followed the PRISMA guidelines,

assessing the sensing elements used, the participants involved, the activities recognised, and the algorithms employed. The

indings demonstrate the feasibility of using smart insoles for recognising ADLs, showing their high performance in recognising

ambulation and physical activities involving the lower body, ranging from 70% to 99.8% of Accuracy, with 13 studies over 95%.

The preferred solutions have been those including machine learning. A lack of existing publicly available datasets has been

identiied, and the majority of the studies were conducted in controlled environments. Furthermore, no studies assessed the

impact of diferent sampling frequencies during data collection, and a trade-of between comfort and performance has been

identiied between the solutions. In conclusion, real-life applications were investigated showing the beneits of smart insoles

over other solutions and placing more emphasis on the capabilities of smart insoles.

CCS Concepts: · General and reference → Surveys and overviews; · Human-centered computing → Ubiquitous and

mobile computing; · Computing methodologies→Machine learning algorithms.

Additional Key Words and Phrases: Systematic Review, Human Activity Recognition, Smart Insoles, Machine Learning

1 INTRODUCTION

Computers today are within everyone’s reach, and the way we interact with them is evolving. A computer can

be deined as anything that is able to perform calculations, manipulate or process data, and control continuous

or discrete processes [19]. The goal is for computers to fade into the background of our daily lives, becoming a

part of our environment [87]. Reducing the number of explicit interactions required for the user to communicate

with the computer while increasing the number of implicit interactions is one technique for achieving this

goal. An ideal system should be able to recognise the user’s demands by analysing the user’s current state and

surroundings. As a result, the researchers’ interest throughout the years has focused on recognising human

activities in controlled and uncontrolled environments. The objective of Human Activity Recognition (HAR)

is the creation of predictive models that allow the classiication of the behaviour of individuals, by means of

a behavioural model such as the one proposed by Fogg [28], making it possible to identify the time when a
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certain action is being taken by the user and therefore to decide when intervention to assist him is necessary. The

approaches used can be classiied into two main categories in terms of the devices used, i.e. vision-based HAR

and sensor-based HAR [15]. Vision-based HAR systems analyse images or videos obtained from capture devices

[9, 53], whereas sensors-based HAR systems focus on processing data extracted from wearable/environmental

sensors [25, 70]. The former systems comprise, in turn, diferent systems that can be diferentiated based on

the type of sensors used and the relative data produced: 2D images [79], 3D images [8], infrared images [89],

or videos [66]. The latter systems, instead, are mainly based on the type of sensors involved: wearable sensors

[29], sensors on objects [38], or ambient sensors [6]. Initially, the most adopted solution was the vision one as it

reached higher performances and it was easier to analyse the results. However, they are signiicantly afected by

challenges such as occlusion, anthropometry, execution rate, background clutter, and camera motion [11], and

they could create privacy and acceptability problems for users [78]. Given the hardware improvements of the

sensors, the reduction in their sizes and costs and the increase in their processing capacity, sensor-based systems

have become a viable solution that represents a minimally invasive and easier acceptance solution for the user,

but also a solution more adaptable to diferent environments.

Although HAR is used in many ields, including itness [58], home automation [74], and security [49], the most

sought-after application in which to implement HAR is the integration into daily life to monitor and evaluate

the activities that a user carries out. This activity can be evaluated either for prevention, such as fall detection

[43, 55], or for monitoring, expenditure estimation [4, 20], stress detection [30], behaviour monitoring [68], or

for rehabilitation [1].

The most recent HAR solutions aim to use wearable sensors, unlike environmental sensors and cameras, as

they can be installed regardless of the environment in which they will be used, thus providing more degrees of

freedom on possible applications. Wearable sensors can be placed at diferent points of the user’s body, including

the head, chest, wrist, waist and ankle [48]. Wearable sensors difer from each other not only by their position

but also by the type of sensors used. The choice of the sensors plays an important role in activity recognition

performances [77]. The popular types are the Inertial Measurement Units (IMUs), which when installed in a

device, capture data about the user’s movement. IMUs usually contain sensors such as accelerometers, gyroscopes,

and magnetometers [26], that respectively measure the rate of change of the velocity, the three-axial angular

velocity and the change of the magnetic ield.

Determining what the least invasive position is and which allows obtaining a greater yield of information

is a very coveted goal that has been extensively studied over time. In [14], Cleland et al. analysed what are the

optimal positions for using an accelerometer, as well as in [92] Faruk et al. analysed the minimum number of

inertia sensors required for activity recognition. Using multiple devices allows for increasing the accuracy of the

results, however, creates impediments in the user’s movement, which makes it impossible to use in everyday life

due to the inconvenience they can cause.

In this regard, a technology that has been emerging in recent years is the smart insole, as it allows the

integration of multiple sensors, limiting the occurrence of impediments for the user. Smart insoles can generally

be deined as high-tech inserts that can be placed inside any shoe and are designed to monitor and collect data

related to movements and pressure distribution. The advantages of this solution include the high number of

sensors that can be used without afecting the user’s mobility, the simplicity of installation in an uncontrolled

environment, and greater acceptance by the user since once installed there are no more operations to do except

for recharging it [50].

Smart insoles were irst introduced in 2001 in the study conducted by Pappas et al. [67] which aimed to detect

in real-time the gait phases including stance, heel-of, swing and heel-strike by using three force sensors resistor

and a gyroscope. Further work was released later in 2005 by Zhang et al. [90] in which an artiicial neural network

was applied for the identiication of the type and intensity of locomotion, but only since 2008, the interest in them

has grown exponentially thanks to the introduction of lexible materials and the miniaturisation of electronic
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devices [7, 45]. With the maturity of the technology, smart insoles have reached levels of accuracy and precision

comparable to much larger devices mainly used in the biomechanical ields, as demonstrated in 2021 by Guo et al.

[32], who compared the performance of smart insoles with force plates.

Smart insoles are primarily applied to recognise Activities of Daily Living (ADLs), which refer to routine tasks

that individuals perform daily to maintain their self-care and independence [60]. These activities cover a wide

variety of tasks like dressing, feeding, and bathing as well as ambulation activities (commonly referred to as

functional mobility), such as walking, running, going up and down stairs, standing, sitting, etc. Although the

use of smart insoles for the recognition of ADLs is the topic of this review, it should be considered that the

applications of these devices extend beyond ADLs recognition. They can be used to detect falls [51], a crucial

application for the elderly population or people with neurological disorders, where early detection can lead to

timely medical intervention [73]. Smart insoles can also be used for the treatment and recognition of gait-related

diseases, such as Parkinson’s disease or multiple sclerosis, by providing real-time feedback on an individual’s gait

and balance [18]. Additionally, they have the potential to be used in sports and itness settings, where they can

provide insights into an athlete’s performance [86].

The literature includes a variety of reviews analysing the efectiveness of smart insoles in multiple contexts.

Almuteb et al. [2] summarised the prototypes and the commercial solutions that are referred to as smart insole in

literature. Despite the review having covered multiple areas, focusing more on the hardware areas and touching

on the possible application of such smart insoles, including human activity recognition, the manuscript lacks

an in-depth discussion on the settings and the algorithms used in each article. Ngueleu et al. [63] presented a

systematic review of instrumented insoles. They analysed the solutions proposed in 33 papers, but that spanned

between multiple arguments, including step counting, posture and activity recognition. Although they analysed

the various sensors included in the relative studies, they reviewed the recognition of various activities including

but not limited to daily activities making it diicult to assess the validity of smart insoles in daily living. This

review was carried out in 2019, and covered only papers until the irst quarter of the same year, leaving outside

all the papers that have been published since then. Furthermore, we believe that the papers published before

2015 are of less interest, given the rapid development of the topic and the improvements in electronic devices.

Subramaniam et al. [82] provided a detailed review of insole-based systems applied in the monitoring of plantar

pressure, activity, and gait. They analysed the research gaps and challenges of the topic, but they covered mostly

multi-modal systems in which smart insoles have been included.

Although all the state-of-the-art reviews analysed are of great value and adequately address the chosen topics,

there is a lack in the literature of a detailed analysis of what are the capabilities of smart insoles in everyday use

when integrated as a single device for the recognition of daily living activities.

The aim of this systematic review was to investigate the capability of smart insoles to recognise ADLs by

comparing and analysing existing solutions in the literature in terms of sensors comprising the smart insole,

settings chosen, algorithms and performance reached. The peculiarity of this review, besides the type of activities

included, is the evaluation of smart insole as the only device for recognition, to provide an efective analysis of

their capability in real-life applications. Hence, the following research questions were developed to guide the

review:

RQ 1. Is it feasible to use smart insoles in human activity recognition?

RQ 2. Which types of activities of daily living can be recognised by using only smart insoles?

RQ 3. What are the limitations of current solutions and what are the drawbacks of the currently used algorithms?

The systematic review was carried out using the PRISMA guidelines [65], including only studies in which the

smart insoles are used as the only device and in which the deinition of ADLs was met. Thus any solution that

includes not only smart insoles but any other type of device except for the ankle is discarded if the performance

ACM Trans. Comput. Healthcare
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of only smart insoles cannot be extracted. Similarly, articles that do not address or individually examine ADLs

were discarded.

From the indings of the review, it was possible to discuss the choices made in existing studies, highlighting

the challenges and gaps that have yet to be addressed, as well as the scenarios in which smart insoles can have a

signiicant impact, and providing readers suggestions to help them speed up their future research.

This systematic review is organised as follows. Section 2 describes the methodology used for the discovery,

iltering and evaluation of existing solutions, Section 3 summarises the results of the review process, followed by

Section 4 in which the main indings, challenges and gaps are presented. Section 5 concludes the paper.

2 METHODOLOGY

2.1 Data Source and Search Strategy

This Systematic Review has been carried out following the guidelines provided by the Preferred Reporting Items

for Systematic Reviews and Meta-Analyses (PRISMA) statement [65]. The articles analysed were extracted from

ive diferent databases: Scopus, Web of Science, PubMed, Compendex and Embase. The following terms were used

to search the databases: ("activity detection" OR "activity recognition" OR "activity classiication" OR "activity

identiication") AND (insole* or shoe* or "plantar pressure"). The search strategy included all the papers that had
been published before 31 October 2022.

2.2 Inclusion/Exclusion Criteria

Studies were included when: (1) smart insoles were used for activity recognition; (2) the activities considered
were Activities of Daily Living (ADLs); (3) they were written in English; (4) they were published after 2015.

Studies that include multiple devices in addition to smart insoles, were considered only if the results from
each device were distinguishable and the smart insoles results could be extracted. Similarly, for studies in which
multiple activities including ADLs were classiied, only those in which the results in ADLs were well-deined and
could be extracted were included in this review.

Articles were excluded if (1) they were published before 2015; (2) they were usability studies; (3) they involved
multiple devices besides smart insoles and the results were not well separated; (4) they were written in a language
diferent from English (5) they didn’t involve ADLs or ADLs were not well deined (6) they were conference
paper and the extended paper has already been included.

2.3 Data Extraction and Selection

The articles resulting from the database search strategy were analysed and the duplicates were removed. Two
independent researchers, reviewers 1 and 2, evaluated the titles and the abstracts of the remaining articles and
based on the inclusion criteria they screened the articles. The full text of the remaining articles was retrieved
and assessed for eligibility by the reviewers. Finally, to consolidate the work done, the two reviewers discussed
the discrepancies in the selected articles, deining a new list of articles accepted for the study. Any doubts and
uncertainties regarding the inclusion of a particular study were discussed with reviewers 3 and 4. The relevant
data were extracted from the accepted articles following a standardised form. The data included article reference,
sensing elements involved with technical speciication (e.g., sample rate, transmission method), participants’
characteristics, activity types, algorithms used, validation strategy, and recognition performance (e.g., accuracy,
precision, speciicity, sensibility and F1-score).

ACM Trans. Comput. Healthcare
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Table 1. uality Assessment Items

Number Item

1 Is the question/objective suiciently described?

2 Is the study design evident and appropriate?

3 Are the subjects’ (and comparison group, if applicable) characteristics suiciently described?

4 Is the nature of the data used for recognition and how they were determined well described?

5 Are the devices involved well presented?

6 Is the choice of the algorithm well explained?

7 If the algorithm used is bespoke, is it compared to of-the-shelf algorithms?

8 Are outcome and (if applicable) exposure measure(s) well deined and robust to measurement
/ misclassiication bias? Are the means of assessment reported?

9 Is the sample size appropriate?

10 Are the analytic methods described/justiied and appropriate?

11 Are some estimates of variance reported for the main results?

12 Are the indings controlled for confounding?

13 Are the results reported in suicient detail?

14 Are the conclusions supported by the results?

2.4 uality Assessment

The inclusion of a variety of databases has guaranteed a more thorough search, achieving greater levels of
sensitivity, and reducing source publication bias. A quality assessment method was created to score and rank the
accepted studies in order to minimise biased judgement.
The quality assessment method used is adapted from the quality appraisal tool proposed by Kmet et al. [44].

It assesses the methodological quality of quantitative and qualitative articles as well as the likelihood of bias.
The scoring system is composed of 14 quality assessment items (Table 1), and depending on the degree to which
the speciic criteria were met, the score can be selected from the following: 2 - completely satisied; 1 - partially
satisied; 0 - not satisied. If an item is not addressed within the study, the N/A score is assigned with a value
equal to 0 in the calculation of the inal score.
For each article, the quality score (�.�����) was calculated as expressed in percentage using the following

equation:

�.����� =

∑�
�=1 ��

���_�����
(1)

where �� is the score for the i-th item, the���_����� is the maximum score that a study can obtain from the
quality assessment (28 for 14 quality assessment items in this review), and � is the number of quality assessment
items (14 in this review).

Moreover, qualitative categories are identiied to improve the interpretation of the articles analysed based on
obtained quality values [21]. The study quality was calculated as follows:

ACM Trans. Comput. Healthcare
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Fig. 1. Number of articles for each database identified from the search strategy.

������������ =




High Quality (HQ) if �.����� ≥ 95%

Good Quality (GQ) if 85% ≤ �.����� < 95%

Moderate Quality (MQ) if 65% ≤ �.����� < 85%

Low Quality (LQ) if �.����� < 65%

(2)

3 RESULTS

The initial search strategy resulted in 419 articles from the selected databases. The number of articles obtained
for each database is shown in Fig. 1.

After removing the duplicate publications, the number of papers included in the review was 133, which were
screened by title, abstract and publication year. An article was deined as discarded if any one inclusion criteria
were not met, accepted if all the inclusion criteria were met, and dubious if the title and the abstract didn’t provide
suicient information to decide if the article could be discarded or accepted. The number of articles remaining
after this irst screening was 61. For all these articles the full text was retrieved for further screening. The number
of articles that met all the inclusion criteria was 26. The entire PRISMA process of searching, screening and
selection is presented in Fig. 2.

3.1 Sensing Elements

The main goal of this review is to prove the importance of smart insoles for recognising ADLs, hence all the
selected articles include a smart insole in the study. A smart insoles system is a system that has an insole as its
main component where multiple sensors are housed inside. The sensors included vary from solution to solution,

ACM Trans. Comput. Healthcare
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Fig. 2. Flowchart depicting the process of identifying and selecting articles following the PRISMA guidelines.

but mainly pressure sensors and inertia sensors can be observed. Although the purpose is to integrate everything
necessary within the insole itself, several solutions have an additional section in which the electronic components,
batteries and sometimes even sensors, such as inertia, are inserted. These additional devices are usually attached
to the shoe or ankle to limit the footprint for the user.

ACM Trans. Comput. Healthcare



8 • D’Arco et al.

(a)

(b) (c)

Fig. 3. Illustration of smart insoles systems (a) sensors identified from the analysed studies (b) example of a smart insoles

system with additional electronic component [37] (c) example of a smart insoles system with electronic encapsulated [64].

Among the 26 studies, eight of them preferred to use only pressure sensors, two of them only used IMU sensors
and 14 of them used both types of sensors. Only one study used a completely diferent sensing element [47], which
was based on energy harvesting and capacitor charging. The sensors identiied in the analysed study are reported
in Fig. 3a. Table 2 summarises the sensing elements and their settings from the 26 studies. The data include the
type and number of sensors included, the sampling frequency and the data transmission technology involved
in data collection. The pressure sensors used can be classiied into two categories: force-sensing resistors (also
known as pressure sensors) and pressure arrays, by the way the force is measured. The force-sensing resistors are
placed on an insole in a speciic part of the foot plantar as individual sensors, for example, Heel, Metatarsals, and
Hallux. The pressure array is spread on a whole insole surface and it can measure the force from the entire foot.
Among those analysed, only three studies [12, 13, 59] involved pressure arrays, however in the study presented
by Merry et al. [59] the pressure array was used to create 10 anatomical regions of interest to extract and simulate
24 force-sensing resistors. Instead, the 16 studies that included pressure sensors difer from each other based on
the location and the number of pressure sensors used, ranging from two [40] to 21 pressure sensors [80]. The

ACM Trans. Comput. Healthcare
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Table 2. Summary of the sensing elements and their setings involved in the included studies.

Study
Sensing Elements Sampling Frequency

(Hz)
Data Transmission

Pressure Sensors Inertia Sensors

Chen et al. [13] PSA (up 96 PS) 3D-ACC, 3D-GYR 30 Bluetooth

Chen et al. [12] PSA (up 96 PS) 3D-ACC, 3D-GYR 30 Bluetooth

D’Arco et al. [17]
8 PS (Hallux, Toes, 1°/3°/5° metatarsal, arch,

lateral and medial heel)
3D-ACC, 3D-GYR, 3D-MAG 200 BLE

De Pinho et al. [5] 6 PS 3D-ACC, 3D-GYR, 3D-MAG, BAR 10 Wi-Fi

Dehzangi et al. [22] 13 PS 3D-ACC 50 ANT+, Flash memory

Gonzalez et al. [31] 4 PS 3D-ACC 50 Bluetooth

Haescher et al. [34] 6 PS / 20 USB

Hedge et al. [36] 3 PS (Heel, Metatarsal Head, Big Toe) 3D-ACC 50 BLE

Hedge et al. [37] 5 PS (Heel, 1°/3°/5° metatarsal, Big Toe) 3D-ACC
400, downsampled to 25

averaging 16
consecutive samples

Bluetooth

Hegde et al. [35] 3 PS (Heel, 1° Metatarsal Head, Big Toe) 3D-ACC 50 BLE, Flash memory

Jeong et al. [39] 8 PS / 50 /

Key et al. [40] 2 PS / 1000 Wi-Fi

Lan et al. [47] 2 PEH Capacitors 100 Flash Memory

McCalmont et al. [57]
8 PS (Hallux, Toes, 1°/3°/5° metatarsal, arch,

lateral and medial heel)
3D-ACC, 3D-GYR, 3D-MAG / BLE

Merry et al. [59] PSA (10 anatomical regions of interest) /
75 with a reduction to

15 averaging 5
consecutive frames

/

Moufawad el Achkar et al.
[61]

8 PS 3D-ACC, 3D-GYR, 3D-MAG, BAR 200 /

Moufawad el Achkar et al.
[62]

8 PS (Hallux, Toes, 1°/3°/5° metatarsal, arch,
lateral and medial heel)

3D-ACC, 3D-GYR, 3D-MAG, BAR 200 Flash Memory

Nguyen et al. [64] 8 PS / 50 Bluetooth

Paydafar et al. [69] 3 PS (calcaneus, metatarsal and phalanges) / 50 Wireless

Ren et al. [72] 7 PS / 100 Wireless

Sazonov et al. [75] 5 PS 3D-ACC
400, downsampled to 25

averaging 16
consecutive samples

BLE

Song et al. [80] 21 PS / / /

Truong et al. [83] 8 PS 3D-ACC, 3D-GYR 50 Bluetooth

Truong et al. [84] 8 PS / 50 Bluetooth

Wang et al. [85] / 3D-ACC, 3D-GYR 50 BLE

Zhang et al. [91] / 3D-ACC, 3D-GYR 100 /

3D-ACC: 3-axis accelerometer; 3D-GYR: 3-axis gyroscope; 3D-MAG: 3-axis magnetometer; BAR: barometer sensors; BLE: Bluetooth low energy; PEH: piezoelectric energy harvester; PS: pressure
sensor; PSA: pressure sensor array.
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only exception is the study proposed by Truong et al. [84] in which the pressure sensors provided values in four
discrete intensive levels, between 0 and 3, instead of providing continuous values.

The subject’s movement can be measured using IMU sensors. The accelerometer and gyroscope, which measure
acceleration in terms of spatial and angular velocity, are the most commonly employed sensors in the studies
evaluated, with the accelerometer being used exclusively in six studies and the accelerometer and gyroscope
being used together in ive studies. In more complex systems, a magnetometer is added to the accelerometer and
gyroscope to improve the information generated by taking into account magnetic ield measurements [17, 57], or
additionally, a barometer is added to measure altitude variation [5, 61, 62].

Lan et al. [47] opted for a completely diferent sensing architecture. They proposed the use of two piezoelectric
energy harvesting (PEH) transducers, which harvest energy from the ground reaction pressure associated with
foot movement. By calculating the voltage increment rate in the capacitors generated by the PEH transducers,
they can recognise the activity carried out by the user.
Even if a system based on smart insoles is present in all the studies, the conigurations and locations of the

sensors and electronic components vary. The most frequent scenario is when the electronic component is tethered
to the ankle or fastened to the shoe (on the side, top, or back), as shown in Fig 3b. However, this approach limits
the user’s mobility. Although they have limited performance, a number of solutions have been put forth where
everything, from pressure sensors to inertia sensors passing via the control unit and the battery, is contained
inside one insole, as shown in Fig. 3c. Among the various solutions, it is worth noting the one proposed by Wang
et al. [85], which integrated only inertia sensors into the insole, such as an accelerometer and gyroscope, and the
solution proposed by Chen et al. [13], which not only integrate a PSA with 96 pressure sensors but also included
an accelerometer and a gyroscope all encapsulated inside an insole.
The sampling of the data is regulated by a frequency value, the higher the frequency, the more energy

consumption will be, but more data are gathered. The sampling frequency of the experiments examined ranges
from 10 [5] to 1000 Hz [40]. The most commonly utilised sample frequency is 50 Hz, which has been employed
in 10 studies. Three research employed a sampling frequency of 100 Hz [47, 72, 91], and further three used one
of 200 Hz [17, 61, 62]. Two studies used a sampling frequency of 30 Hz [12, 13], and two studies used 400 Hz
[37, 75]. The rest opted for diferent sampling frequencies, Merry et al. used the 75 Hz [59], Haescher et al. used
the 20 Hz [34] and De Pinho et al. used the 10 Hz [5]. Only two studies [57, 80] didn’t specify the sampling
frequency. In addition, three studies applied signal averaging to increase the strength of a signal relative to noise
that is obscuring it. Sazonov et al. [75] and Hedge et al. [37] down-sampled from 400 Hz to 25 Hz by averaging 16
consecutive samples, whereas, Merry et al. [59] down-sampled from 75 Hz to 15 Hz by averaging ive consecutive
samples.
Once the data have been collected, they need to be processed. Since an insole-based system has no suicient

computational power to support that, the data are stored or sent to an external device such as a computer or a
smartphone. The most broadly utilised transmission technology is Bluetooth, which was employed in 13 studies,
including six studies that used the low-energy alternative, Bluetooth Low Energy (BLE). The remaining analysed
studies employed instead disparate technologies. Two studies used Wi-Fi [5, 40]. One study used ANT+ [22],
which is an ultra-low power transmission technology developed speciically for the health, itness and sports
segment [42]. Four studies opted to store the data on a lash memory oline [22, 35, 47, 62]. One study involved a
USB connection for directly storing data on the computer [34]. Two studies deined that the data were transmitted
wirelessly to an external device but without deining the exact technology [69, 72], whereas, ive studies didn’t
include the transmission technology in their articles.
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Table 3. Summary of the number of participants with relative demographic information involved in the included studies.

Study No. Participants Gender Typology
Participants Demography

Age Height Weight BMI Shoe Size

Chen et al. [13] 10 / Healthy / / / / US 5.5 - 14

Chen et al. [12] 10 / Healthy / / / / US 5.5 - 14

D’Arco et al. [17] 5 / Healthy 25-55 / / / /

De Pinho et al. [5] 11 /

5 Healthy, 2
Elders, 1
Obese, 3

Knee-injured

/ / / / US 7.5 - 8.5

Dehzangi et al.
[22]

10 / Healthy / / / / /

González et al.
[31]

5 5 M Healthy 33 ± 2 / / / EU 41-44

Haescher et al.
[34]

13
12 M, 1

F
Healthy 22 - 49 172 - 192 58-93 / EU 43

Hedge et al. [36] 4
3 M, 1
F

Healthy 28 ± 0.5 170 ± 4 69.2 ± 12.7 24.2 ± 3.7 US M9, US W9

Hedge et al. [37] 21
12 M, 9

F

11 Healthy, 10
Cerebral Palsy

(CP)

Healthy: 6.6 ± 1.5;
CP: 6.2 ± 1.5

Healthy: 120 ± 10;
CP: 120 ± 10

Healthy: 24.4 ±
4.4; CP: 22.3 ± 4.6

/
US kids 12 - Youth

2

Hegde et al [35] 15
8 M, 7
F

Healthy
M: 26.6 ± 3.4, F:

23.3 ± 5
M: 180 ± 5, F: 165

± 8
M: 81.9 ± 17.2, F:

66.7 ± 9.9
M: 21.9 ± 4.5, F:

24.7 ± 5.4
M: US M8 - M11, F:

US W6 - W9

Jeong et al. [39] 3 / Healthy / / / / /

Key et al. [40] 1 / Healthy / / / / /

Lan et al. [47] 10 8M, 2 F Healthy 24 -30 168 - 183 55 - 75 / /

McCalmont et al.
[57]

1 1 M Healthy / / / / /

Merry et al. [59] 8
7 M, 1
F

Healthy 29.0 ± 4.8 172.0 ± 10.3 74.2 ± 18.4 / /

Moufawad el
Achkar et al. [61]

10
8 M, 2

F
Elderly 65 - 75 162 - 184 62 - 114 / /

Moufawad el
Achkar et al. [62]

10
8 M, 2

F
Elderly 69.9 ± 3.1 171,7 ± 8.9 80.1 ± 14,7 / EU 39 - 45

Nguyen et al. [64] 3 3 M Healthy 24 - 29 167.0 ± 5 67.0 ± 9 / /

Paydarfar et al.
[69]

20 / Healthy 20 -35 / / / /

Ren et al. [72] 17 17 F Healthy 26 ± 9 / 49 ± 3 / 22 - 27 cm

Sazonov et al. [75] 19
10 M, 9

F
Healthy

M: 28.1 ± 6.9, F:
23.7 ± 3.1

M: 178.1 ± 10.2, F:
167.5 ± 8.5

M: 79.3 ± 16.7, F:
72.0 ± 18.0

M: 24.8 ± 3.6, F:
25.6 ± 6.3

7 US W - 12 US M

Song et al. [80] 30 / Healthy 23 - 40
M: 169 ± 3.74, F:

159 ± 2.45
M: 67.7 ± 3.88, F:

52 ± 1.93
/ / EU M: 41.5, F: 36

Truong et al. [83] 2 / Healthy / / / / /

Truong et al. [84] 29
23 M, 6

F
Healthy / / / / /

Wang et al. [85] 10
5 M, 5

F
Healthy

M: 22 - 40, F: 22 -
40

M: 170 - 185, F:
158 - 175

M: 58 - 90, F: 47 -
55

/ /
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Fig. 4. Most recognised activities in the selected articles.

Zhang et al. [91] 8 8 M Healthy 24.13 ± 3.47 176.38 ± 4.92 72 ± 10.87 / /

F: female; M: male.

3.2 Participants

Understanding which group of subjects is involved is very important to determine the efectiveness of a study. If
the participants are mostly heterogeneous, this can lead to an increase in the robustness of the proposed system.
Unfortunately, not all the selected articles reported the demography of participants, only 22 studies provided the
information.

As shown in Table 3, 14 studies recruited adults aged between 19 and 49, one study included only children aged
between 5 and 7 [37], and three studies involved participants aged between 65 and 75 [5, 61, 62]. All the studies
involved healthy subjects in their research; De Pinho et al. [5] had participants comprising healthy people, elderly
adults, obese people and knee-injured subjects, while, Hegde et al. [37], involved participants with cerebral palsy.
The average number of participants involved in all the studies was 10, ranging from one study having 30

participants [80], to studies including only one participant [40, 57].
Not all studies specify the gender information of the participants. Among those including gender information,

only the study proposed by Ren et al. [72] was focused entirely on women, while in all other studies, there was a
very high male ratio.
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3.3 Activity Types

Because smart insoles are used to assess activities, we cannot expect the activities that are identiied to be highly
complicated, as there is no way to distinguish, for example, upper limb activities carried out while still standing.

Fig. 4 shows the top activities, that have been used for recognition in the selected articles. The most common
one is the walking activity, which is presented in all the studies selected, followed by standing, ascending and
descending stairs, and sitting.

It has been observed that the activities analysed in the selected articles are almost basic activities, except few
articles that included more complex activities. Hedge et al. [35] included vacuuming, shelving items, washing
dishes and sweeping the loor, whereas, Truong et al. [83] classiied book loading, door opening, tooth brushing,
mopping and window cleaning. Moreover, Wang et al. [85] presented a solution to distinguish between ADLs and
falls, and Chen et al. [12] have included together with ADLs, hazard activities such as slip hazard and trip hazard

The activities used in the selected articles are summarised in the second column of Table 4.

3.4 Data Collection

Proper identiication and deinition of test sessions can improve and increase the robustness of the proposed
solution. Although the number of participants difers from study to study, the types of tests performed are
similar. Among the studies analysed there is a high rate of tests carried out in controlled environments, such
as in laboratories or in speciic environments where preventive measures have been taken. In all studies, the
designated location for data collection is indoors, with the exception of the study proposed by Lan et al. [47] which
used controlled environments, but in both indoor and outdoor sessions. In addition, three studies combined the
collection of data in controlled environments with free living sessions for each participant [35, 61, 75], whereas,
Zhang et al. [91] left full freedom to the users on how to complete the activities. The settings that each study
adopted for data collection were reported in Table 4.

The methodologies by which the data were collected vary according to the study. The most common approach
among the studies analysed was to have the same participant repeat the activities multiple times. The repetitions
varied from a minimum of 2 times for activities lasting one minute [59] to a maximum of 20 times [84]. The
distance covered during the walking/running sessions varies from 3 meters [57] to 30 metres [13], while for the
activities of descending and ascending the stairs, the duration of the session was evaluated based on the number
of steps on the staircase, which vary from 9 [13] to 17 [64]. The longest measurements identiied were those in
which the participant was asked to wear the system during a free-living environment, ranging from a minimum
of one hour [75] to a maximum of a full day [35]. Additionally, in the study presented by Wang et al. [85], 800
trials of falls and 400 trials of ADLs were collected. The ways in which each study conducted its data collection
are reported in Table 4.
Validating the collected data and labelling them is of fundamental importance to optimise and make the

proposed system reliable. Among the studies analysed, the most common methodology for collecting data is to
have each participant perform a speciic activity and save the data with the relative label. This type of validation is
mainly done manually by researchers. In six studies [17, 22, 36, 57, 64, 84], a smartphone application was adopted
to automate the labelling process, allowing users to start the recording process and add labels to the record. In
three studies [17, 36, 84], they preferred to let the participants themselves use the app, instead in [22, 57, 64]
a supervisor of the study used the application. In only two cases [13, 59], the data collection sessions were
recorded using a camera, and the labels for each sample were identiied after analysing the videos. Furthermore,
two articles [35, 83], carried out the data collection by using multiple devices including an activity tracker. The
activity tracker can be considered a silver-standard device, which is a device that can provide moderately reliable
information and can be used as ground truth for validating the data collected. In no study, a gold-standard device,
a device that provides high precision information, such as the GAITRite mat as used in [3] has been involved.
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Table 4. Summary of the data collection activities involved in the included studies

Study Activities Test Settings Test Labelling Test Methodology

Chen et al. [13]

Dynamic Activities:
Walking, Running, Descend

Stairs, Ascend Stairs Controlled Environment Video

Each subject performed the walking and running activities along a straight
hallway of about 30m for three times. For descending and ascending stairs
each subject performed each activity along a stair of nine steps 10 times

Quasi-static Activities:
Sitting, Standing

Each subject performed 5s of sitting, followed by 5s of standing, with
stand-up and stand-down interleaving activities. The whole process has

been repeated 20 times

Chen et al. [12]

Walking, Running,
Descending Stairs,

Ascending Stairs, Slip
Hazard, Trip Hazard

Controlled
Environment

Manually

Each subject performed the walking and running activities along a straight
hallway of about 30m for three times. For descending and ascending stairs
each subject performed each activity along a stair of nine steps 10 times.
For walking on a slippery surface the subject walked along a straight
slippery path of 4m long 10 times. The “slip hazardž was created by

spraying detergent on a mosaic-tiled surface. Trip hazard activity was
created by using a ixed box of 14 cm heights

D’Arco et al.
[17]

Walking (slow, normal, fast),
Ascending stairs,

Descending stairs, Sitting to
Standing, Sitting, Standing

Controlled
Environment

App controlled by
participant

Each participant chose the activities to carry out from the entire set. A total
of 120 minutes of data were recorded

De Pinho et al.
[5]

Walking straight, walking
slope up, walking slope
down, ascending stairs,
descending stairs and

sitting.

Controlled
Environment

Manually

Each participant performed 5 cycles of 10-minute walking, 8 minute of
regular walking and 2 of fast walking. Each participant performed 5 cycles

of slope walking and sitting, 4 minutes walking slope up, 4 minutes
walking slope down and 2 minutes sitting. Each participant performed in
sequence 1 minute of ascending stairs, 1 minute of sitting, 1 minute of

descending stairs and 1 minute of sitting, all repeated 5 times

Dehzangi et al.
[22]

sitting, standing, walking,
running, jumping, cycling

Controlled
Environment

App controlled by
supervisor

Each participant performed each activity for 1 minute

González et al.
[31]

walking forward, walking
backwards, lateral walking

(walking left), lateral
walking (walking right),
turning left, turning right,
sitting down and standing

up

/ Manually /

Haescher et al.
[34]

sneaking, normal walking,
fast walking, jogging,
walking while carrying

weight, cycling

Controlled
Environment

Manually
The participant performed each walking activity on a treadmill and the

cycling activity on an exercise bike

Hedge et al. [36]
sitting, standing, walking

and cycling
Controlled

Environment
App controlled by

participant
The sitting and standing activities had variations during the data collection

(sitting/standing with and without idgeting)

Hedge et al. [37] Sitting, Standing, Walking
Controlled

Environment
Manually

Each participant performed each activity for 2 minutes on a walkway with
a useful area of 61x366cm

Hegde et al [35]

laying, sitting, standing,
walking, descend stairs,
ascend stairs, vacuuming,
shelving items, washing
dishes, sweeping the loor,
driving automatic shift car

Hybrid Environment Manually
Participants performed activities in a random order for approximately 2
hours. Participants wore the device for the entire day in a free-living

condition producing a total of 132 hours of data

Jeong et al. [39]
Level walking, Stair descent,

Stair Ascent
Controlled

Environment
Manually /

Key et al. [40]

Standing, Walking,
Running, Jumping, Playing
basketball and Playing

soccer

Controlled
Environment

Manually Each participant performed each activity for 5 minutes

Lan et al. [47]

walking, running,
ascending stairs, descending
stairs, stationary (sitting,

standing)

Controlled
Environment (indoor

and outdoor)
Manually

Each participant completed at least two data collection sessions for both
indoor and outdoor environments. For walking, running, and stationary,
each session lasted at least 20 seconds, whereas, for ascending/descending
stairs each session lasted from 6 to 10 seconds depending on the number of
steps and the walking speed of the subject. In total 210 sessions of data

were collected
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McCalmont et al.
[57]

slow walking, normal
walking, fast walking, walk
upstairs, walk downstairs

Controlled
Environment

App controlled by
supervisor

Each participant performed each exercise 10 times. For walking activities,
the participants walked to a marker 3 meters in front of them, turned back
and come to the starting point. For descending and ascending stairs twelve

lights were used

Merry et al. [59] sitting, standing, walking
Controlled

Environment
Video

Each participant performed each activity twice for about 1 minute each. All
the process has been repeated twice

Moufawad el
Achkar et al.

[61]

sitting, standing, level
walking, upstairs,

downstairs, uphill, downhill,
elevator up, elevator down

Controlled
Environment

Manually Each participant followed a predeined track collecting data for 1 hour

Moufawad el
Achkar et al.

[62]
sitting, standing, walking Hybrid Environment Manually

Each participant performed a standing-still activity for 5 seconds followed
by a level walking for 10 straight steps. Each participant collected 4 hours

of free-living activities

Nguyen et al.
[64]

level ground, incline
descent, incline ascent, stair
descent, and stair ascent

walking

Controlled
Environment

App controlled by
supervisor

Each participant performed a level ground walking for 20 meters and 17
steps of stairs for both descending and ascending stairs. The inclined
walking activities were performed on a 15-meter incline ground of

approximately 11.5°

Paydarfar et al.
[69]

walking, standing,
balancing on the left foot,
balancing on the right foot,
toe-up, ascending stairs

Controlled
Environment

Manually Each activity was performed and recorded for 45 to 120 seconds.

Ren et al. [72]

sitting, standing, walking
on a lat surface, walking

upstairs, walking
downstairs, walking up a
slope, running, cycling,

oice work

Controlled
Environment

Manually

Each participant performed each activity for approximately 4 minutes,
except for walking on a lat surface and running which were approximately

8 minutes. The order in which the 9 activities were completed was
randomly selected for each subject

Sazonov et al.
[75]

sitting, standing,
walking/logging, cycling

Hybrid Environment Manually

Each participant after 30 minutes of equilibration, which is not used in the
analysis, performed 20 minutes of laying, 20 minutes of sitting watching
TV, 20 minutes of sitting working at the computer, 10 minutes of quiet

standing, 10 minutes of active standing, and 6 activities from a group of 8
activities 10 minutes each. Each participant performed one hour of

free-living data collection

Song et al. [80]
Walking, Running, Upstairs,

Downstairs
Controlled

Environment
Manually Each participant performed each activity 8 times

Truong et al.
[83]

Book Carrying, Door
Opening, PC Using,

Standing, Tooth Brushing,
Mopping, Windows

Cleaning, Walking, Jogging

Controlled
Environment

Manually Each participant performed each activity for 10 seconds

Truong et al.
[84]

Level Walking, Stair
descent, Stair ascent

Controlled
Environment

App controlled by
participant

Each participant performed each activity from 12 to 20 times

Wang et al. [85]

Falls: Forward-laying,
Backward-laying,
Leftward-laying,

Rightward-laying; ADL:
Laying on the bed, Bowing,
Walking, Jogging, Laying

down

Controlled
Environment

Manually
A total of 800 falls have been collected divided into 200 trials for lying on
the bed, bowing and lying down, respectively. A total of 200 continuous

walking and jogging trails were collected

Zhang et al. [91]
standing, walking, running,
laying, walking downstairs

Uncontrolled
Environment

Manually Each participant collected 5 minutes of each activity

3.5 Data Segmentation

There are usually certain diferences between the data collected from several participants. First, the collected
data do not all have the same length, and a sample of data can represent multiple sequential activities. The data
segmentation allows the data collected to be split into smaller sections, also known as windows, to overcome
these problems. This technique also enables the computational time consumption to be reduced by reducing the
data complexity.
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Fig. 5. Percentages of use of window sizes in studies where Time Windowing is used.

Multiple types of windowing techniques could be used, which difer from each other in the way the data are
divided [71]:

• Time Windowing - the size of the segments is deined by an equal period of time;
• Sensor Event Windowing - the size of the segments is determined by a sequence of sensor events;
• Dynamic Windowing - the size of the segments could increase and decrease in length according to identiied
rules and threshold.

Twenty-three studies showed the use of a data segmentation technique while three studies [22, 57, 80] have
not speciied it. The data segmentation techniques used by each study have been reported in Table 6. The
Time Windowing is deinitely the favourite as 21 studies use it, followed by the Sensor Event Windowing
which four studies used. Only in the study proposed by Cheng et al. [13] the two techniques have been used
together. The Time Windowing technique for quasi-static activities, including standing and sitting, and the
event Windowing technique for dynamic activities: including walking, running, ascending and descending stairs.
Dynamic Windowing has not been applied in any study.
For the Sensor Event Windowing, the length of the window was based on the number of steps taken by the

user, such as 1-6 steps in [39], 1-8 steps in [84], 6 steps in [64] and 30 steps in [12].
Concerning Time Windowing, there are no precise rules that allow establishing the optimal size of a window,

this is because an activity is performed diferently even by the same person over time [10]. The sizes varied in
the studies because of the empirical choices that have been made. Fig. 5 shows the percentage of studies that
use a speciic window size. The size of the window varies according to the activity and the use that is made,
ranging from 15 milliseconds [40] to 60 seconds [72]. However, the size of the window most adopted in the
studies analysed is that of 2 seconds.

In data segmentation another parameter that must be considered is the percentage of overlap among consecutive
windows, meaning that a percentage of the data in the previous window will be repeated in the next one. The
overlap helps to eliminate the noise due to data truncation during window creation but also to increase the
number of windows that are available for activity recognition. Among the studies analysed, three studies used
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Table 5. Most used hand-crated features in the included studies

Domain Name Formula Description

Time

Mean � =
1
�

∑�
�=1 �� It is the average of the collection of data

Standard Deviation � =

︃
1
�

∑�
�=1 (�� − � )2

It is a measurement of how much variance or dispersion there is in a set of
data

Variance �2
=

1
�

∑�
�=1 (�� − � )2 It is the average of squared deviations from the mean in a collection of data

Skewness ��� =
1

��3
∑�
�=1 (�� − � )3 It is a measure of the asymmetry of a distribution around its mean

Kurtosis ���� = 1
��4

∑�
�=1 (�� − � )4

It is a measure of how diferent a distribution’s tails are from the tails of a
normal distribution

Minimum ����=1,...,� (�� ) Minimum value in a collection of data

Maximum ����=1,...,� (�� ) Maximum value in a collection of data

Median ��� = �0.5 : � (�0.5 ) ≤ 0.5
It is the value separating the higher half from the lower half of a data

sample

Frequency

Entropy � (� ) = −
∑�
�=1 � (�� ) log2 � (�� )

It estimates the uniformity of signal energy distribution in the frequency
domain

Power � (�� ) =
1
�

|� (�� ) |
2 It describes how the power of the signal is distributed over frequency

Highest Frequency �� = � (��� (� (�) ) ) It is the frequency associated to the largest magnitude

Time/Frequency Number of crossing point � (� ) = | {� ∈ {1, 2, ..., �} : �� > � } | Given a domain and a threshold � it count all the point over that threshold

50% overlapping windows [17, 61, 72], while, ive studies used the overlap rate of 99% [69], 87.5% [34], 75% [59],
25% [91].
With regard to both Time Windowing and Sensor Event Windowing, some studies considered applying an

iterative approach by testing multiple window sizes until the optimal one has been deined, to overcome the
deinition of the window size on an empirical basis. The optimal window size was determined to be 6 steps by
Jeong et al. [39] and Nguyen et al. [64], who evaluated window sizes ranging from 1 to 6 steps. Merry et al. [59]
evaluated window sizes from 0.5 to 3 seconds, with 1.5 seconds being optimal. D’Arco et al. [17] assessed the
window sizes between 1 and 20 seconds, determining the 10 seconds as optimal. Ren et al. [72] experimented
with window sizes ranging from 1 to 60 seconds, deciding that 20 seconds was optimal.

3.6 Feature Extraction

Research indicates that with a large number of irrelevant and/or redundant data, it is more possible to run
into classiier errors [41]. Accordingly, Feature Extraction is a widely used technique in Machine Learning
(ML). It creates a high-level representation of the data segments generated by each sensor, thus allowing the
extraction of only the salient data from them and reducing the data dimensionality. From a mathematical point
of view, the feature extraction technique can be seen as a set of functions �� : R

� → R that map each segment
� = {�1, �2, ..., ��} ∈ R

� into a new segment �� = �� (�1, �2, ..., ��) for � = 1, ...,� and� ≤ �.
The choice of � is of vital importance as the result must always respect the nature of the initial data.
Many diferent features are used in the HAR among the studies included in this review, which are summarised

in Table 6. These can be grouped into two main groups, hand-crafted features and learned features. Hand-
crafted features were included in 16 studies, in which the features were selected on the heuristic basis of expert
opinions, generally using statistical knowledge. Hand-crafted features are generally split into time-domain and
frequency-domain features. The most used hand-crafted features in these articles are summarised in Table 5.

This group of features has been applied for analysing both inertial data and pressure data.
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Although they are not shown in the table, it is worth noting other solutions that have been found. In some
studies, the pressure sensors have been coupled together to give a measurement of the vertical Ground Reaction
Force (vGRF) that has been used either to calculate the diference between the samples according to the body
weight [12], or as a mean between samples [36], or raw [13]. Truong et al. [83] used the correlation analysis to
identify the relation between axes of the same sensor, such as the accelerometer and gyroscope. Besides statistical
features, in [12, 13, 31, 80] the gait analysis has been applied, including detection of foot contact pitch, percentage
of double support time and gait phase identiication. Furthermore, some singular studies have proposed their
features. Jeong et al. [39] extracted the features from each step by applying the following equation on eight
pressure sensors:

� (�) =

��︁

�=0

�� (�) ∗ �, � = [1, 8] (3)

where, �� (�) is the pressure collected from sensor � at sampling time � within step epoch �� .
Truong et al. [84] introduced three handcrafted pressure features, called Temporally Adaptive Weighting

Accumulation (TAWA), that represent the pressure accumulation per step, calculated as the temporal increase,
temporal decrease and temporal independent accumulation. The temporal independent accumulation assigns
equal weights to each step, whereas, the temporal increase and decrease favour the early and late stages of a step
by assigning higher weight.

In learned feature approaches, the features are automatically discovered by means of tools. Multiple approaches
can be used, such as Codebooks [76], and to some extent Deep Learning Algorithms. Codebooks consist of the
construction of clusters starting from each sensor data window expressed as a sequence. Each cluster centre
is called a codeword and represents a statistically distinctive sub-sequence. Then, each sequence is encoded
using a bag-of-words approach using codewords as features. However, the research examined did not employ
this method. Nevertheless, seven studies preferred to process raw data directly using Deep Learning algorithms,
which have the potential to automatically detect patterns within data, while constructing abstract features and
classify them [16].

Only one study [47] did not use the feature extraction technique, since it used directly the voltage information
generated by the proposed system.

3.7 Feature Selection

Concerning hand-crafted features, all the chosen features are based on heuristic studies, which means that there
is no evidence that unnecessary features are avoided. Multiple features can result in irrelevant, misleading or
redundant high-dimensional data, increasing the search space size and making data processing more complex
[46]. Applying techniques, such as Feature Selection, to evaluate and reduce the features used is a key point for
improving the classiication performance.

Of the 24 studies, only ten of them used feature selection techniques. They are shown in Table 6.
Sazonov et al. [75] used theMultinomial Logistic Discrimination (MLD) algorithm’s forward selection procedure,

with the accuracy of the validation dataset as the criterion, for selecting the best features, 12 features, six from the
accelerometer and six from the pressure sensors. Diferently, De Pinho et al. [5] used Halls’s algorithm to select 12
features, four from FSRs and eight from IMU sensors. The Minimum Redundancy Maximum Relevance (MRMR)
algorithm was involved in feature selection by Hedge et al. [35], and Chen et al. [12]. The former selected nine
features, four from pressure sensors and ive from IMU sensors, instead, the latter used the MRMR only to evaluate
the features extracted, ive, two derived from the pressure sensors and three derived from the IMU sensors.
Similarly, D’Arco et al. [17] reduced the number of features from 272 to 227 features by using the univariate
selection based on the ANOVA technique. Ren et. al [72] utilised a 20-feature cut-of strategy together with
the selection of the number of pressure sensors involved to identify which are the best features in the multiple
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Table 6. Summary of the data manipulation activities involved in the included studies

Study Window Size Features Feature Selection Algorithm

Chen et al. [13]
1 stride

Foot contact pith, Foot contact pitch - GRF2 pitch, percentage of double
support time

Heuristic (they chose from the available)

2 s Total plantar pressure /

Chen et al. [12] 30 steps
Max GRF diference (in BW), number of threshold crossing points, foot

contact pitch, foot contact pitch - GRF2 pitch, percentage of double support
time

MRMR (feature evaluation)

D’Arco et al. [17]

From 1 to 20 seconds with
and without 50% overlap,
best 10 seconds with

overlap

Mean, range, standard deviation, skewness, kurtosis, dfr, entropy, energy Univariate selection using ANOVA

De Pinho et al. [5] 0.3 s

Initial (100): descriptive statistics - standard deviation, variance, minimum,
maximum, average value, cumulative diference between samples, Euler
angles of pitch, roll and yaw. Selected (12): 2 axes of the gyroscope, 2 axes
of the magnetometer, 1 axis of the accelerometer, 4 FSRs, 2 Euler angles and

the cumulative diference between samples of the barometer

Hall’s algorithm

Dehzangi et al.
[22]

/ STFT, Katz, AR, Max Values, Variance, Power, Mean
Evaluation of better sensor, with single sensor

classiication

González et al.
[31]

2.5 s
Mean, largest magnitude in the spectrum, frequency of the largest

magnitude, gait phase sequence
PCA

Haescher et al.
[34]

17 s with 87.5% overlap
Frequency with the highest amplitude, highest signiicant frequency,

spectral centroid and signal energy
/

Hedge et al. [36] 2 s
Mean of total pressure, standard deviation of total pressure, mean resultant

acceleration and standard deviation resultant acceleration
Removed the irst 30 seconds of data to steady

state

Hedge et al. [37] 2 s

Mean of P_Sum from left/right lower extremity (LE), standard deviation of
P_Sum from LE, mean of Resultant Acceleration (RA) from LE, standard
deviation RA from LE, number of mean crossing of P_Sum from LE,

number of mean crossing of RA from LE

/

Hegde et al [35] 4 s
Mean, standard deviation, number of mean crossing and entropy of sum of

pressure and resultant acceleration, average maximum value of
superior-inferior acceleration

MRMR

Jeong et al. [39]
From 1 to 6 steps; optimal 6

steps
8 features calculated as:

∑��
�=0 �� (� ) · �, � =

¯1, 8, where �� (� ) is the
pressure collected from sensor � at sampling time � within step epoch ��

/

Key et al. [40] 15 samples Standard deviation

Lan et al. [47] 5 s Voltage generated by capacitors /

McCalmont et al.
[57]

/
Mean, standard deviation of acceleration, velocity and total acceleration,

cadence
/

Merry et al. [59]
0.5, 0.75, 1, 1.5, 2, 2.5 and 3 s,

75% overlap
Mean, mode, median, sum of total of 1’s and 0’s.

Feature selection with feature ranking:
chi-square, Fisher score feature, Gini Index,
info-gain, MRMR; Only 10 features are used

Moufawad el
Achkar et al. [61]

5 sec with 2.5 overlaps Raw data /

Moufawad el
Achkar et al. [62]

6 s Raw data /

Nguyen et al. [64]
from 1 to 6 steps; optimal 6

steps
skewness-area (SA), pressure area ratio (AR), and kurtosis-area (KA) /

Paydarfar et al.
[69]

1 sec with consecutive
windows, means that each
sample is the beginning of a

new window

Raw data /
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Ren et al. [72]
From 1 to 60 seconds, with 5
seconds of and 50% overlap;
optimal one is 20 seconds

General statistics analysis: mean, maximum, standard deviation and
median; Peak Analysis: peak number, average and standard deviation of
the interval between peaks, average and SD of the peak magnitudes,

average and SD of the peak widths; Gait Phase analysis: average of the
early stance phase and late stance phase; Frequency Domain Analysis:
power density, frequency signal weighted average from 1.67 to 10 Hz,
skewness of the frequency components below 10 Hz, mean of the AC

components from 2 to 10 Hz, and standard deviation of the same segment;
Pressure Distribution Analysis: envelope, anterior-posterior distribution of

the plantar pressure, medial forefoot, lateral forefoot

Combination of sensors; feature ranking
removing one feature at a time until remaining

with only one. The minimum number of
features corresponding to the inlexion point
for the prediction rate vs. the number of the
feature was considered to be the optimum

number of inputs. A total of 686 combinations
of sensor conigurations and number of

features were tested (i.e., best 1-sensor: 29, best
2-sensor: 54, best 3-sensor: 76, best 4-sensor:
98, best 5-sensor: 120, best 6-sensor: 142,

7-sensor: 167)

Sazonov et al. [75] 2 s Mean, entropy, standard deviation
Forward selection procedure applied to the

MLD classiication model with the accuracy of
the validation dataset as criterion

Song et al. [80] /
Average clustering coeicient, characteristic path length, clustering

coeicient entropy, and path distribution entropy
/

Truong et al. [83] 10 s

Features from inertial data: mean, median, mode, range, skewness, kurtosis,
4-th and 5-th central moment, standard deviation, variance, mean absolute
deviation, and sum of absolute values, mean absolute deviation (MAD),
signal magnitude area (SMA), root mean square (RMS), intensity of

movement (IM), sum of absolute values (SAV), correlation between axes
values, average energy (AE), dominant frequency (DF), and amplitude
values. Features from pressure data: mean, max. standard deviation of

pressure data; Correlation between the counterpart sensors from both feet;
Pressure Area

Feature score using RELIEF-F, k=10. Total
number of features selected 20

Truong et al. [84]
From 1 to 8 steps, focusing
only to 1 and 2 steps at the

end
Temporally adaptive weighting accumulation, standard deviation /

Wang et al. [85] 6 s Raw data /

Zhang et al. [91] 2 s, 25% overlap Raw data /

AR: auto regressive parameters; BW: body weight; GRF: ground reaction force; MRMR: minimum redundancy maximum relevance; PCA: principal component analysis; STFT: short time
fourier transform.

experiments. This method helped to minimise the number of features from 140 to 44. Merry et al. [59] selected
ten features, analysing the results of ive distinct feature ranking techniques, including Chi-square, Fischer score
feature, Gini index, Info-gain, and MRMR. Dehzangi et al. [22], instead of focusing on the smallest amount of
features, employed a ranking technique to choose the number of pressure cells to use. The ideal number of
pressure cells was determined to be nine. A feature scoring approach named RELIEF-F was used to select the
ideal set of features by Truong et al. [83], highlighting an optimal subset of 20 features. Gonzalez et al. [31] used
the Principal Component Analysis (PCA) to reduce the feature number. The PCA identiies the eigenvectors of
the covariance matrix with the highest eigenvalues and then uses those to project the data into a new subspace
of equal or fewer dimensions. In this study, the number of features was reduced from 37 to 22.

3.8 HAR Algorithms and Validation

Human Activity Recognition algorithms can be broadly categorised into model-driven and data-driven approaches.
In the model-driven approaches, explicit representations and rules are deined through a heuristic analysis by an
expert. In the data-driven approaches, activity recognition is made on the basis of data already in possession,
which is processed by an algorithm that generates a sequence of conditional statements.

This section will summarise the HAR algorithms used in the 24 selected studies. Table 7 reports the information
related to the solution analysed, including algorithms, dataset balancing, validation techniques and evaluation
metrics.

Of the 24 selected studies, only two studies [61, 62], both proposed by Moufawad et Achkar et al., used a model-
driven approach for activity recognition. They proposed an event-driven classiication tree for the classiication
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Fig. 6. Use of machine learning algorithms in the included studies.

of the activities using data from instrumented shoes. To distinguish between locomotion and non-locomotion
activities, pitch angular velocity was used. The total force of the pressure sensors distinguished sitting from
standing in non-locomotion activities; however, in standing, a distinction was made using barometer values
between simple standing, elevator up, and elevator down. The barometer readings were utilised to identify level
walking against downstairs walking and upstairs walking in locomotion activities, which were then distinguished
with the equivalent downhill and uphill activities using the foot angle, calculated from the accelerometer.

The rest, 23 studies, relied on a data-driven approach, and consequently on ML algorithms. The ML algorithms
used in the selected articles are reported in Fig. 6.

The Support Vector Machine (SVM) was the most widely used ML algorithm, with nine studies using it. SVM is
a kernel-based algorithm that creates hyperplanes in order to determine the class to which each sample belongs.
Among the analysed studies several kernels have been applied, including linear [13, 17] and radial [59, 75]. The
K-Nearest Neighbours (KNN), following the SVM, was the most used, appearing in six studies. This algorithm
makes its strength the ability to be a lightweight algorithm to use and is very versatile. It determines the class
to which a sample belongs by calculating its distance to its nearest neighbours. The number of neighbours (�)
can be speciied, so that in the analysed studies there was the use of � ranging from 1 to 9, usually using odds
numbers, except for the study proposed by Nguyen et al. [64] in which the � was equal to 2. The Decision Tree
(DT) was employed in ive studies [39, 40, 47, 59, 64]. It creates classiication rules by connecting the internal
nodes, in which the features are tested, and leaf nodes, which represent the class labels. An improvement of the
DT is the Random Forest (RF), which is an ensemble algorithm that uses multiple DTs to determine the belonging
class to a speciic sample. Four studies used it [5, 47, 57, 72], in which the number of DTs was limited to 100.
Four studies [35ś37, 75] opted for the use of the Multinomial Logistic Discrimination (MLD), which combines a
logistic regression model that estimates the probability of a class member with a decision rule that renders the
projected probabilities of the outcome into a categorical output. Naive Bayes (NB) algorithms, which are a family
of algorithms based on Bayes theory, were similarly used in three studies. González et al. [31] used a Gaussian
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Naive Bayes algorithm, while Hascher et al. [34] preferred the use of a Bayesian Network. Lan et al. [47] did not
specify the type of the NB algorithm. The Discriminant Analysis (DA), which produces a linear combination
of features that describes or diferentiates two or more classes, has only been used in the study proposed by
Merry et al. [59]. Chen et al. [13] presented a hybrid solution that integrates both ML and threshold algorithms.
They distinguish between dynamic activities like walking and running and quasi-dynamic activities like sitting
and standing. The irst category is classiied by an SVM, while the second category is managed by a threshold
algorithm that considers the amount of pressure applied to the insole.

Deep learning is becoming a viable alternative to ML systems as a result of recent technical advancements, as
it can autonomously discover salient features within raw data and utilise them to classify activities, avoiding
feature extraction and selection [33]. Deep learning algorithms try to replicate how the neurons in a human
brain process information. Deep learning algorithms are made up of layers in which data are processed and
iltered before being used to make a prediction. Seven of the studies analysed opted to use deep learning for their
solutions. McCalmont et al. [57] used an Artiicial Neural Network (ANN), while, Sazonov et al. [75] developed a
Multi-Layer Perceptron (MLP) composed of one hidden layer with hidden four neurons, with sigmoid and linear
activation functions on the hidden and output layers, respectively.

The nodes in MLPs are usually connected to all neurons in the next layer, resulting in fully connected networks
that are prone to overitting. An evolution of such an algorithm is the Convolutional Neural Networks (CNNs),
which take advantage of the hierarchical structure in data and create patterns of increasing complexity utilising
smaller and simpler patterns embossed in their ilters. Wang et al. [85] proposed a CNN consisting of one-
dimensional layers in which the information is handled by squeezing the data in the sample. Paydafar et al.
[69] presented a CNN embedding a Recurrent Neural Network (RNN). The RNN allows introducing backward
connections so that each pattern can be assumed to be dependent on previous ones. Zhang et al. [91] proposed
an adversarial neural network consisting of a feature extractor, an activity recogniser and a subject discriminator.
The feature extractor is created using a CNN that extracts the salient information from the data, which, in turn,
is used by a fully connected network to determine the activity performed. The information retrieved from CNN
and the label received from the activity recogniser are both inserted into a third neural network that determines
which subject generated the information. This architecture was provided to detect data that is unrelated to study
participants by ofering a system that can operate independently of the people included in the research data
collection.

Song et al. [80] presented a network construction method based on multi-layer LPVG (MLPVG). They developed
a two-layer architecture. The irst layer converts 21 pressure sensors’ data into a Limited Penetrable Visibility
Graph (LPVG) that obtains the characteristic path length of the diferent gait periods. The second layer, using the
characteristic path length, produces the joint distribution of the average clustering coeicient and the maximum
degree. The network obtained is used to diferentiate between activities.
Data-driven algorithms are usually engineered with the assumption that data distribution is balanced across

classes. If this assumption is violated, the performance of the algorithm may be skewed towards classes having
majority samples [54]. In order to improve the robustness of the solutions, the problem of imbalanced datasets
should be identiied and solved. Among the studies analysed, only three considered the issue of balancing the
dataset. Chen et al. [12, 13] applied a downsampling technique, reducing the number of samples to the same
number for each class. Ren et al. [72] reported that some participants abandoned their experiment, thus they
decided to use just the data acquired by those who inished the entire set of activities for training and the rest
for testing, resulting in a balanced dataset for training. There is no mention of managing the balancing of the
dataset in the other works; nonetheless, an analysis of how the datasets were constructed revealed that 12 studies
employed a balanced dataset and six studies did not [5, 17, 35, 47, 75, 85]. Furthermore, because they used a
model-driven algorithm, Moufawad el Ackhar et al. [61, 62] used their datasets only for testing purposes. There
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Table 7. Summary of the algorithms with respective performance involved in the included studies

Study Algorithm Balanced dataset Validation
Evaluation Metrics (%)

Accuracy Precision Sensitivity Speciicity F1-Score

Chen et al. [13]
SVM Yes 5F-CV 99.8 / / / /

Threshold-
based

Yes / / / / / /

Chen et al. [12] SVM Yes 5F-CV 98.1 98.12 98.11 99.62 98.11

D’Arco et al. [17] SVM No 5F-CV 94.66 95.09 94.66 / 94.64

De Pinho et al. [5] RF No LOSO-CV 93.34 / / / /

Dehzangi et al. [22] SVM Yes 10F-CV 97.6 / / / /

González et al. [31] GNB Yes 6F-CV 92 / / / /

Haescher et al. [34] BN Yes
LOSO-CV / / 86.17 / /

10F-CV 74.85 74.48 74.85 / 74.55

Hedge et al. [36] MLD Yes LOO-CV 96.9 97.25 97 / /

Hedge et al. [37] MLD Yes LOSO-CV
Healthy: 96.2;

CP: 95.3
Healthy: 96;
CP: 95.67

Healthy: 96;
CP: 94.67

/ /

Hegde et al [35] MLD No LOSO-CV
10 classes: 90;
13 classes:

81.15

13 classes:
82.37

13 classes:
81.15

/
13 classes:
81.56

Jeong et al. [39]

DT

No LOO-CV

87.6 / / / /

KNN 91.4 / / / /

SVM 95.2 95.2 95.2 97.6 95.23

Key et al. [40] DT Yes / 76 / / / /

Lan et al. [47]

NB

No 10F-CV

95.08 / / / /

KNN 93.83 / / / /

DT 94.57 / / / /

RF 94.87 / / / /

McCalmont et al. [57]

ANN

/ 80% training 20% testing

80 / 80 80

RF 70 / 70 73.33 /

KNN 70 / 80 63.33 /

Merry et al. [59]

SVM

Yes LOSO-CV

99.03 ± 0.82 / / / /

DT 99.07 ± 0.76 / / / /

KNN 99.07 ± 0.86 / / / /

DA 99.11 ± 0.56 / / / /

Moufawad el Achkar
et al. [61]

Threshold-
based

No / 99.03 ± 0.82 95.03 93.01 99.60 93.84

Moufawad el Achkar
et al. [62]

Threshold-
based

No / 93 92.73 96.48 92.33 92.48

Nguyen et al. [64]

KNN

/ LOO-CV

97.84 97.99 97.84 / 97.83

SVM 87.66 / / / /

DT 95.40 / / / /
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Paydarfar et al. [69] RNN Yes LOSO-CV 87.0 ± 8.9 / / / /

Ren et al. [72] RF Yes

6 subjects for the
training (the ones that

completed all the
activities), 11 for the
testing. 33% train split
repeated 20 times

89 / / / /

Sazonov et al. [75]

SVM

No LOSO-CV

97.9 94.9 95.5 98.4 95.2

MLD 97.5 92.3 94.7 98.1 93.4

MLP 97.9 93.7 95.0 98.3 94.3

Song et al. [80] MLPVG Yes / 93.91 / / / /

Truong et al. [83] KNN Yes / 80 81.8 82.5 / 81.7

Truong et al. [84] SVM Yes 5F-CV
1 step: 83.55; 2
steps: 89.87; 8
steps: 97.29

1 step: 83.04; 2
steps: 89.58

1 step: 83.34; 2
steps: 89.89

/
1 step: 83.18; 2
steps: 89.72

Wang et al. [85] 1D-CNN No / 98.61 / 97.92 99.58 /

Zhang et al. [91]
Adversarial
Network

Yes LOSO-CV 98.92 / / / /

1D-CNN: one-dimensional convolutional neural network; ANN: artiicial neural network; BN: bayes net; CapsNet: capsule network; CNN: convolutional neural network; CP: cerebral palsy
participants; DA: discriminant analysis; DT: decision tree; xF-CV: x-fold cross validation; GNB: gaussian naive bayes; KNN: k-nearest neighbour; LOO-CV: leave-one-out cross validation;
LOSO-CV: leave-one-subject-out cross validation; MLD: multinomial logistic discrimination; MLP: multi layer perceptron; MLPVG: multi-layer limited penetrable visibility graph; NB: naive
bayes; RF: random forest; RNN: recursive neural network; SVM: support vector machine

is insuicient information about the dataset used in three research [39, 57, 64], making it impossible to establish
if they employed a balanced dataset or not.

Diferent strategies have been utilised to train and evaluate the algorithms in order to produce more accurate
and reliable results. Eight studies used k-fold cross-validation (kF-CV), which splits the dataset into equal chunks
and uses one for testing and the other for model training. Three studies using a k of 10 [22, 34, 47], four articles
using a k of 5 [12, 13, 17, 84], and one article using a k of 6 [31]. In 3 studies [36, 39, 64], the leave-one-out
cross-validation (LOO-CV) was used, which used all the samples but one for the training and one for testing. Eight
studies used the leave-one-subject-out cross-validation (LOSO-CV), which reserves all the data of a participant
for the testing while the others are used for training. Another validation technique that can be used is a priori
division of the dataset into several sections in order to use each section in a certain phase, for example, training
and testing. McCalmont et al. [57] and Ren et al. [72] did a split between the training and test set, using a cut
for the training set of 20% and 33%, respectively. In addition, Ren et al. [72] applied a data selection based on
participants, including six participants’ data for training and the rest for the testing, repeating the training 20
times. Furthermore, Moufawad el Achkar et al. [61, 62] used the entire dataset for testing purposes, since a
threshold-based algorithm was employed. Four studies [40, 80, 83, 85] did not specify the validation technique
used in their studies.

3.9 HAR Performance Assessment

To evaluate the performance of the HAR classiiers used in the diferent studies, ive heuristic metrics (accuracy,
precision, sensitivity, speciicity and F1-score) were chosen, based on those used by the studies analysed. These
metrics are extracted from the confusion matrix, which is an error matrix that compares the ground truth (the
observed labels) with the estimated labels [81]. From the confusion matrix, four main values can be extracted and
later used to compute the metrics: True Positive (TP), True Negative (TN), False Positive (FP), and False Negative

(FN). The TP is the number of predictions where the classiier correctly predicts the positive class as positive, the
TN is the number of predictions where the classiier correctly predicts the negative class as negative, the FP is
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the number of predictions where the classiier incorrectly predicts the negative class as positive, the FN is the
number of predictions where the classiier incorrectly predicts the positive class as negative.
Accuracy is the percentage of correctly predicted data points out of all the data points, in other words, it

measures how often the algorithm classiies a data point correctly (see Eq. 4).

�������� =

�� +��

�� + �� +�� + ��
(4)

Unfortunately, Accuracy has downsides such as the possibility of being compromised by the balancing of the
dataset used. So it needs to be lanked by other metrics in order to have a more robust validation.
Precision is the number of correct positive results divided by the number of positive results predicted by the

classiier (see Eq. 5).

��������� =

��

�� + ��
(5)

Sensitivity is the proportion of the number of correct positive results out of the number of all positive samples
(see Eq. 6).

����������� =

��

�� + ��
(6)

Speciicity is the proportion of the number of correct negative results out of the number of all negative samples
(see Eq. 7)

����� � ����� =

��

�� + ��
(7)

F1_Score is the Harmonic Mean between precision and recall. It tells you how precise your classiier is, as well
as how robust it is (see Eq. 8).

�1_����� = 2 ×
��������� ∗ ������

��������� + ������
(8)

The recognition of human activities is mainly aimed at the classiication of multiple activities, therefore, it is
essential to consider this aspect when evaluating the results obtained from a solution. In multiclass classiication,
mainly in situations where the dataset is imbalanced, using the above metrics does not always bring the actual
results, as the number of samples for each class is not considered. For this reason, we speak of class metrics,
i.e. the multiclass classiication problem is transformed into a problem where each class is compared with the
rest and the metrics are calculated. To obtain a result that can be meaningful for the whole solution, the metrics
of each class can be merged mainly using two strategies, macro or weighted metrics. The irst combines the
metrics of each class using the arithmetic mean, while the other combines them taking into account the number
of samples per class, therefore a weighted average.

When assessing the outcomes of a solution, it is crucial to keep in mind that the recognition of human actions
is primarily focused on the classiication of numerous activities. A classiier is built generally with the assumption
that the samples are equally distributed between the classes. If this assumption is violated the efectiveness of
the evaluation metrics can be altered. For this reason, transforming a multiclass classiication problem into a
problem where each class is compared against the others and computing the metrics for each class can be a
better approach. The metrics of the classes can be combined using two strategies, macro or weighted metrics,
to produce a result that can be relevant to the entire solution [27]. The irst combines the metrics of each class
using the arithmetic mean, while the other combines them taking into account the proportion of the number of
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samples per class relative to the total number of samples. Weighted average metrics shall be considered when a
dataset is imbalanced.
Accuracy is the most popular measurement used to assess performance. Twenty-ive out of the twenty-six

studies used it. Overall Accuracy of those studies varies from 70% [57] to 99.8% [13]. Fourteen out of twenty-six
studies achieved an Accuracy greater than 95%.

The other metrics are not always presented in the studies, but if a confusion matrix was provided in the article,
they have been extracted for comparison with other solutions.
The Precision has been extracted from 13 articles, the lowest achieved is 74.48% [34] whereas the highest is

98.12% [12]. Seven articles presented the Speciicity value, with a range between 63.33% [57] and 99.62% [12],
whereas, 15 articles provided the Sensitivity value ranging from 74.85 [34] to 98.11% [12]. The F1-Score was
highlighted in 12 articles, the lowest value is 81.7% [83] and the highest value is 98.11% [12].

3.10 uality Assessment

The selected articles were evaluated based on the quality assessment method proposed by Kmet et al. [44]. The
assessment was carried out by Reviewer 1 and Reviewer 2. The Total Score and the Quality Score were calculated
using Eq. 1.
The quality assessment results highlighted that nine articles were High Quality (HQ), where three studies of

them satisied completely all the items obtaining a score of 100% [37, 47, 62]. Among the remaining, 12 of them
fell into Good Quality (GQ) and ive into Moderate Quality (MQ). No article was identiied as Low Quality (LQ).
The results of the quality assessment are shown in Table 8.

4 DISCUSSION

In this systematic review, 419 studies were screened using a ive-database search strategy, however, only 26
research supplied adequate information to be included, in order to establish the potential of employing smart
insoles for the recognition of Activities of Daily Living (ADLs). Although multiple reviewers participated in the
analysis of the articles, to avoid possible bias in the judgements of the latter, a quality assessment was carried out
on the selected research, comprising the entire structure and deinition of the solutions, revealing that no article
was classiied as low quality.

Analysing the indings of the review, the current challenges and gaps, that should be addressed in future
studies, have been identiied and summarised as follows:

(1) According to the inclusion criteria, all types of ADLs were included in this review. However, upon analysis
of the identiied articles, it was noted that ambulation and itness-related activities were the most frequently
explored activities in the research. This is unsurprising, as these activities heavily involve the lower limbs,
which is where smart insoles provide the most beneit. Although four studies examined complex activities,
including vacuuming [35], tooth brushing [83], slip hazard [12] and falls [85], the smart insoles achieved less
satisfactory performance in these cases. Overall, the performance achieved in the included studies ranged
from 70% to 99.8% in Accuracy, with 15 studies having an Accuracy greater than 95%. Hedge et al. [35]
compared the performance of smart insoles to that of a wristband for both ambulation and complex activity
recognition. Their indings indicated that smart insoles outperformed wristbands by approximately 10%.
Similarly, Duong et al. [23] reported that smart insoles were reliable for identifying six common ambulation
activities when used as a stand-alone device, surpassing the performance of wristbands. In contrast, Truong
et al. [83] determined that wristbands outperformed smart insoles. However, it is important to note that
Truong et al. primarily analysed complex activities in which the upper body played a more signiicant
role. All three studies [23, 35, 83] found that the optimal performance for recognising complex activities
was achieved when the smart insoles were used in conjunction with an additional device located in the
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Table 8. uality assessment results for the included studies

Study
Items Scores

Category

1 2 3 4 5 6 7 8 9 10 11 12 13 14 Tot %

Chen et al. [13] 2 2 N/A 2 2 1 1 2 1 2 1 2 1 2 21 75 MQ

Chen et al. [12] 2 2 1 2 2 N/A 1 2 2 2 2 2 2 2 24 85.71 GQ

D’Arco et al. [17] 2 2 1 2 2 2 1 2 1 2 2 2 2 2 25 89.29 GQ

De Pinho et al. [5] 2 2 1 2 2 0 2 2 2 2 1 2 2 2 24 85.71 GQ

Dehzangi et al. [22] 2 2 1 2 2 1 2 2 2 2 2 2 1 2 25 89.29 GQ

González et al. [31] 2 2 2 2 2 2 1 2 2 2 2 2 2 2 27 96.43 HQ

Haescher et al. [34] 2 2 2 2 2 1 2 2 2 2 2 2 2 2 27 96.43 HQ

Hedge et al. [36] 2 2 2 2 2 2 N/A 2 2 2 1 2 2 2 25 89.29 GQ

Hedge et al. [35] 2 2 2 2 2 2 N/A 2 2 2 2 2 2 2 26 92.86 GQ

Hegde et al [37] 2 2 2 2 2 2 2 2 2 2 2 2 2 2 28 100 HQ

Jeong et al. [39] 2 2 1 2 N/A 1 2 2 1 2 2 2 2 2 23 82.14 MQ

Key et al. [40] 2 2 N/A 2 2 1 1 2 1 2 1 2 2 2 22 78.57 MQ

Lan et al. [47] 2 2 2 2 2 2 2 2 2 2 2 2 2 2 28 100 HQ

McCalmont et al. [57] 2 2 N/A 2 2 2 N/A 2 2 2 1 2 2 2 23 82.14 MQ

Merry et al. [59] 2 2 1 2 2 2 1 2 2 2 2 2 1 2 25 89.29 GQ

Moufawad el Achkar et al. [61] 2 2 1 2 2 2 2 2 1 2 0 2 2 2 24 85.71 GQ

Moufawad el Achkar et al. [62] 2 2 2 2 2 2 2 2 2 2 2 2 2 2 28 100 HQ

Nguyen et al. [64] 2 2 2 2 2 2 2 2 1 2 2 2 2 2 27 96.43 HQ

Paydarfar et al. [69] 2 2 1 2 2 2 N/A 2 2 2 2 2 1 2 24 85.71 GQ

Ren et al. [72] 2 2 2 2 2 2 2 2 2 2 2 2 1 2 27 96.43 HQ

Sazonov et al. [75] 2 2 2 2 2 2 N/A 2 2 2 1 2 2 2 25 89.29 GQ

Song et al. [80] 2 2 2 2 1 2 2 1 2 2 2 2 2 2 26 92.86 GQ

Truong et al. [83] 2 2 N/A 2 2 1 2 2 N/A 2 2 2 2 2 23 82.14 MQ

Truong et al. [84] 2 2 1 2 2 2 2 2 2 2 2 2 2 2 27 96.43 HQ

Wang et al. [85] 2 2 2 2 2 2 N/A 2 2 2 1 2 2 2 25 89.29 GQ

Zhang et al. [91] 2 2 2 2 2 2 2 2 2 2 2 2 1 2 27 96.43 HQ

upper body. This suggests that solutions that incorporate an upper body device are preferred to accurately
recognise complex activities. In addition, Duong et al. [23] analysed multiple subgroups using wristbands,
smart insoles, and smartphones. Their analysis revealed that there were no statistical diferences between
the subgroups, conirming the previous assertion that smart insoles require an additional device in the
upper body for recognising complex activities regardless of the type.

(2) This systematic review focused only on studies that used a smart insole as the only data collection device.
Diferent kinds of sensors, ranging from pressure sensors to IMU sensors, were identiied in the studies
examined. Nine of the studies encapsulated all the required sensors inside the smart insole, whereas, the
others adopted an auxiliary system attached to the shoe (in the back, top or side) or ankle, where inertial

ACM Trans. Comput. Healthcare



28 • D’Arco et al.

sensors, ECU and battery were inserted. Although integrating everything inside the insole considerably
reduces the footprint for the user and allows daily use without any hindrance, its duty cycle is considerably
lower than the counterpart with an auxiliary system mainly due to the smaller battery capacity resulting
from space limitations. However, even the auxiliary system, which does not involve impediments in walking
for the user [7], has disadvantages in terms of usability and acceptability by the user as it is more invasive.
Thus, the studies reviewed suggested that there is a trade-of between performance and acceptability
that should be considered. Among the studies analysed, only Hedge et al. [35] conducted a study aimed
at assessing the acceptability and usability of smart insoles, compared to an inertia sensor and a wrist
sensor. The study involved 15 participants who used these devices. The results indicate that the degree of
acceptability for the smart insoles is signiicantly higher compared to the other devices. Additionally, the
level of anxiety associated with using the smart insoles was signiicantly lower than the other devices. The
indings suggest that participants viewed the smart insoles as regular insoles, and they did not feel any
pressure from being monitored. However, one limitation of the smart insoles is that they can only be used
when the user wears shoes. Therefore, they may not be used for the entire day. Overall, the study provided
evidence that smart insoles are highly acceptable and usable for individuals who need to monitor their
physical activity.

(3) Using smart insole as the only device has provided high performance in all the studies analysis, nevertheless,
it has not been possible to identify which sensor is most reliable for recognising a speciic activity. Among
those analysed, a few articles carried out an evaluation of the positioning of the sensors (referring to
pressure sensors) and the suitable number to be inserted into such systems. According to Ren et al. [72],
when considering only a single pressure sensor the best location is the heel, whereas in a three-sensor
coniguration the heel, lateral midfoot, and centre of the forefoot are the optimal locations. D’Arco et al.
[17] analysed the importance of both pressure sensors and inertial sensors by assessing the number of
features selected for each sensor. The results highlighted that for pressure sensors the most important
locations were the hallux, the arch and the heel, whereas, for the inertial sensors, the accelerometer stands
out among the inertial sensors, particularly on medio-lateral and anterior-posterior axes. Dehzangi et
al. [22] determined that the most important location for pressure sensors is the upper part of the heel.
Although these studies have provided fascinating results, highlighting the importance of the heel location
for pressure sensors, an in-depth analysis of the minimum coniguration of sensors required to recognise
speciic activities is missing and requires further investigation.

(4) Collecting, validating and labelling data is a time-consuming task. Among the studies analysed, the solution
used ranged from manual inspection and validation to automating validation and labelling via smartphone
apps, with some cases where data was validated via video. Manually inspecting and validating data allows
for a high level of precision and accuracy in the labelling process, but results in time-consuming and
expensive, especially when dealing with large datasets. Additionally, manual labelling may be subject to
bias and human error, which can afect the quality of the data [88]. Automated approaches using smartphone
apps, instead, can be more successful and economical and might be used in uncontrolled environments;
nevertheless, the accuracy of the labelling could be impacted by the software’s constraints and the setting
in which the data is collected. Videos-based validation approaches can provide more insights and context
about the data and can help identify anomalies and inconsistencies. However, it can be time-consuming and
resource-intensive and requires the data to be collected in a controlled environment. Using multi-device
sessions, including silver/gold standard device [23], could provide insightful information and could favour
the data collection without any supervision, however, it could result in discomfort for the user, who can be
reluctant to use the system in daily living. While there is no universal solution to the problem, it has been
suggested that a combination of multiple techniques can be applied to optimise the validation and labelling
process especially when the data is collected in uncontrolled environments.
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(5) The smart insoles, given their small size, are not equipped with a processing unit capable of processing
the collected data, for this reason, the latter is shared using transmission protocols to more performing
devices, such as computers or smartphones. The most used protocol is Bluetooth. However in indoor usage,
all wireless protocols are valid, and they difer from each other only in terms of coverage and energy
expenditure. In the studies analysed, only one study [34] preferred to use a wired connection between
smart insoles and the computer which is great for research purposes but makes it completely unusable in
an everyday context.

(6) In the studies analysed, the sampling frequency in the data collection was deined on a heuristic basis, and
each researcher determined the most favourable for their objectives. Although the most used sampling
frequency was 50 Hz, there was no study that justiied the advantages of this choice. In a study published
by Liu et al. [52], it was claimed that a reduced sampling rate improved performance, however, the validity
of this study for smart insoles has not been veriied yet.

(7) Activity classiication is inluenced by data segmentation. Generally, heuristic decisions were made in the
evaluated research to specify the size of the window with which to segment the data. However, because
this approach does not guarantee an optimal outcome, in-depth studies on window size, such as those
conducted by D’Arco et al. [17], Ren et al. [72], Merry et al. [59] for Time Windowing, and Nguyen et
al. [64] and Jeong et al. [39] for Sensor Event Windowing, should be conducted to enhance classiication.
Furthermore, overlapping of the windows should be considered since it can discover boundary case activity
in time series streams.

(8) Data-driven solutions are the most common solutions found in the studies examined. To ind patterns
that diferentiate the various activities, this type of solution necessitates a large number of samples. The
robustness of the constructed dataset is afected by the number of participants included in the collection of
activities. The average number of participants in the studies examined was ten, which appears to provide
adequate diferentiation. In the literature, however, there are few publicly available HAR datasets that
involve smart insoles. Only De Pinho et al. [5] disclosed the dataset used, among the studies examined.
Hence, in future, it may be beneicial to create a public dataset that can be used to compare multiple
solutions, as now each study focuses on its own dataset with diferent sensors and placement.

(9) The solutions analysed mainly employed machine learning models to process data and determine the
activities conducted by an individual. The most used algorithm was the SVM which also achieved the best
performances with an accuracy of 99.8% [13]. In particular, among the performances observed, generally,
the shallow machine learning algorithms performed better or equal to those of deep learning. However,
this consideration needs further analysis, since only two studies have compared the two types of solutions,
in particular, McCalmont et al. [57] reported that an ANN performed better than an RF and a KNN,
while, Sazonov et al. [75] reported that an SVM outperformed an MLP. Nevertheless, both solutions have
drawbacks. In shallow machine learning, features need to be extracted, but a statistical and mathematical
analysis by an expert is required, which takes a long time. In deep learning, on the other hand, raw data
can be directly processed, but a large amount of data is required to obtain reliable results. Furthermore,
deep learning can be seen as a black box in which an input is provided and output is retrieved without
knowing the contribution of each sensor/characteristic unless highly advanced techniques are used.

(10) Machine learning algorithms are usually created with the assumption that there are a number of balanced
samples for each class, meaning that if the distribution of the classes in the dataset is skewed or biased, it can
be a challenge for predictive modelling. The imbalanced dataset issue appears to have been underestimated
in the studies analysed as only three papers have taken this problem into account [12, 13, 72], while 12
other articles have implicitly used a balanced dataset as a result of their data collection phase. The use of
re-weighted loss functions to emphasise the importance of minority class samples during training is an
alternative solution to oversampling and undersampling [24]. Without altering the initial dataset, such
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a technique can help to address the issue of class imbalance and improve the performance of predictive
models. This approach, however, was not used in any of the studies examined.

(11) Estimating a HAR system’s ability to identify speciic activities is critical for determining the validity of
a proposed solution. Multiple algorithm validation approaches have been used in the analysed studies.
Cross-validation approaches are the most used. It is reasonable to consider that k-fold cross-validation is
better suited to large datasets and that it allows for the creation of multiple datasets both for testing and for
training, however, if the data are extracted from the same people there may be equality between the subsets
and therefore falsify the results obtained. Furthermore, the leave-one-out cross-validation is a subset of the
k-fold preferably used in small datasets, since it leaves only one sample for testing. The optimal strategy
should employ a leave-one-subject-out, which enables the algorithm to be tested on data from subjects who
were not included in the training, demonstrating the robustness of the suggested solution. Additionally,
it is wise to consider maximising the number of participants as the evaluation of the algorithm may be
afected by the same participant repeatedly performing the same activities for a long time because the data
used to test and train the algorithm will come from the same subject, which would allow to look into corner
cases and develop benchmark problems for real-life applications. Assessing a solution’s performance and
dependability by using evaluation metrics is a viable choice. Metrics taken from the confusion matrix are
the most commonly utilised solution. Despite the most used metric being Accuracy, it is advisable not to
use that alone, as it can be afected by the structure and balance of the dataset, but to use other metrics
such as Precision, Speciicity, Sensitivity and F1-Score. Furthermore, the extraction of metrics per class in
multiclass classiication is recommended, as they allow a better understanding of the behaviour of the
solution with respect to each class, and from these obtain the overall metrics using a macro or weighted
strategy according to the needs of the experiment. Although these are the most used metrics, it is worth
noting that other metrics such as the Area Under the Curve (AUC) might be employed, which represents the
degree or measure of separability of the ROC curve and indicates how well the model is able to distinguish
between classes. However, it has never been used in the reviewed studies.

(12) Smart insoles have multiple advantages in terms of usability for the user. However, it’s important to consider
that their performance can be afected by multiple factors when used for extended periods of time. In
controlled environments, which have been identiied as the most commonly used in analysed studies, these
factors can be minimised and kept under control. However, when they are used in free-living scenarios, in
other words, uncontrolled environments, these factors must be taken into account. The battery life can
limit their use, and data collection methods, such as using an external device like a smartphone, require
both data transmission and storage technologies to be reined, not to mention the constraints they pose
for the user. Additionally, the conditions under which smart insoles are used can alter the data collected,
such as the temperature and humidity inside the shoe, the footwear of the person, and the shoe’s structure.
Similarly, walking surfaces can also result in altered data, such as when walking on grass, carpet, uneven
surface, and inclined surface [56]. Weather and environmental conditions like rain and snow can further
afect the proper functioning of smart insoles. Analysing and evaluating the impact of these factors on
activity recognition as well as on user comfort should be one of the main focuses of future studies for better
integrating such systems into everyday life applications.

(13) Smart insoles can be integrated into several healthcare systems, according to this systematic literature
review. The development of a system that was unobtrusive for the user was the common goal of all the
studies analysed; nevertheless, a wide range of applications have been reported ranging from telemedicine
to rehabilitation for monitoring daily activities. This kind of assessment enables the development of insights
over time, highlighting, for instance, variations in mobility [62] and enabling the identiication of gait
patterns for each activity [13]. The daily energy expenditure and quality of life of an individual can
also be assessed through ADLs monitoring [35]. Diferentiating between routine everyday activities and
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occurrences of falls [85] or slips [12] can be essential to improve the accuracy of the predictions and to apply
recovery procedures in at-risk populations, such as the elderly or in industrial situations. Smart insoles
can be employed in the medical domain to evaluate patients’ progress or rehabilitation by keeping track
of the ADLs they accomplish. Merry et al. [59] ofered a system for determining the connection between
weight-bearing fasciitis and plantar fasciitis, while Hegde et al. [37] developed a system for monitoring
children with cerebral palsy.

Overall, the smart insoles have shown promising results from this systematic review. They achieved high
performance while minimising the encumbrance for the user. Smart insoles enable continuous physiological
parameter monitoring in a non-invasive and autonomous manner throughout a person’s daily life. It considerably
minimises, if not eliminates, user privacy problems because, unlike other systems, such as image-based solutions
that acquire videos, they only collect sensor data and can be inserted directly inside a shoe. Smart insoles don’t
need any installation and are not tied to a predeined environment, making their usage easier for an individual,
as well as reducing the overall cost of the system.

5 CONCLUSION

This systematic review analysed the existing articles in the literature and evaluated the capability of smart insoles
as the only device for the recognition of Activities of Daily Living (ADLs).
The review strategy followed the PRISMA guidelines, taking into account only studies in which the smart

insoles and ADLs have been included. An in-depth examination of the many aspects of the development of a smart
insole-based HAR system has been completed, including the sensing elements used, the participants involved
in the studies, the activities recognised, the data segmentation, the feature extraction, the feature selection, the
HAR algorithms, the validation strategy, and the performance assessment metrics.

The results obtained from the review revealed the capabilities of smart insoles in recognising human activities,
as long as they involve the lower part of the body, such as ambulation and itness activities. For activities in which
only the upper part of the body is involved, the use of only smart insoles is not suicient to achieve adequate
performance, and additional devices, such as wrist sensors are required.
Although the performance achieved in almost all studies is promising, as most of the selected articles have

achieved excellent performance, ranging from 70% to 99.8% of Accuracy, with 13 studies over 95%, some limitations
have been highlighted. There is a lack of studies on the importance of individual sensors and data segmentation
techniques, as well as an absence of publicly available datasets including smart insoles that can be used as
benchmarks. The problem of the imbalanced dataset has not been adequately addressed by the selected studies,
which included mostly data-driven algorithms, and the Accuracy as the main evaluation metric, which can be
skewed towards the majority class of the dataset, compromising the results. To improve the reliability of the
proposed solutions future research should take into account per-class metrics that better deal with imbalanced
datasets and evaluate the solution performance by using data not previously seen by the classiier such as
using leave-one-subject-out cross-validation. Future studies should be focused mainly on the assessment of such
systems in free-living environments since in the study analysed there is a prevalence of controlled environments,
and evaluating the reliability of smart insoles in continuous monitoring of daily life activities, or their application
in clinical trials. Furthermore, the acceptance of the user of smart insole systems should be assessed, focusing on
the comfort and usability aspects.
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