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Abstract 13 

Owing to its structural advantages, adhesively bonding fibre-reinforced polymers have been a 14 

promising solution for strengthening constructions. However, the effectiveness of this 15 

technique is significantly influenced by the material properties of the adhesive layer, which are 16 

largely determined by its curing condition. A comprehensive analysis of the effect of curing 17 

conditions on structural adhesives is hampered by the lack of sufficient experimental data. To 18 

mitigate such a limitation, this present study utilises a deep machine learning (ML) tool, the 19 

conditional tabular generative adversarial networks (CTGAN), to generate plausible synthetic 20 

dataset for developing a robust data-driven model. An artificial neural network (ANN) was 21 

trained on synthetic data and tested on real data, following the "Train on Synthetic – Test on 22 

Real" philosophy. The ultimately developed CTGAN-ANN model was validated by newly 23 

conducted experiments and several published studies (R2 ≥ 0.95), which demonstrated the 24 

ability to provide accurate estimates of the glass transition temperature values of the polymer 25 

adhesive. A comprehensive evaluation of the effect of each curing condition variable on the 26 

adhesive was performed, which revealed the underlying relationships, indicating that curing 27 

temperature and curing time have a positive effect, but that curing humidity has a negative 28 
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effect. The ML model developed could inform the practical use of the structural adhesive in 29 

civil engineering. 30 

 31 

Keywords: Curing condition; Structural adhesive; Glass transition temperature; Conditional 32 

tabular generative adversarial networks; Artificial neural network 33 

 34 

1 Introduction 35 

Engineering adhesives have played an essential role in various industries (Heshmati et al., 36 

2015; Higgins, 2000; Karbhari and Shulley, 1995). For civil engineering, adhesively bonding 37 

fibre-reinforced polymers (FRP) has been a mainstream method of structural strengthening due 38 

to the advantages of low additional weight, low labour and time costs, and uniform stress 39 

distribution (Cadei et al., 2004; He et al., 2021; Zhao and Zhang, 2007). The structural adhesive 40 

layer usually functions as a load transfer agent between the structure and the FRP, consequently 41 

the performance of the polymer adhesive, which is primarily determined by the curing 42 

condition, can considerably affect the effectiveness of the strengthening system (Agha and 43 

Abu-Farha, 2021; Teng et al., 2012; S. Wang et al., 2022; Wang et al., 2021). 44 

Most previous research on the influence of curing conditions on structural adhesives has 45 

been constrained to consider only a few cases due to insufficient experimental data (I. M. 46 

Foletti et al., 2020; Jahani et al., 2022; Savvilotidou et al., 2017; Sousa et al., 2019), which 47 

inevitably results in conclusions that suffer from a lack of representativeness. Thus, a more 48 

profound investigation using the machine learning (ML) approach is conducted in the current 49 

paper to overcome this challenge. 50 

 51 
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1.1 Structural adhesives in civil engineering 52 

For economic and practical reasons, the application of the FRP-bonded strengthening 53 

technique in constructions often involves the use of an ambient-cured (cold-curing) epoxy 54 

adhesive with a glass transition temperature (Tg) of around 50 °C. When solar heating causes 55 

temperatures to approach the Tg, it will induce a transition in the polymer adhesive from a rigid, 56 

glassy state to a soft, rubbery state, which can lead to a significant loss of strength and stiffness 57 

of the applied adhesive, ultimately impacting the performance of the FRP-bonded 58 

strengthening system (Ascione et al., 2022, 2021; Sahin and Dawood, 2016; Stratford and 59 

Bisby, 2012; S Wang et al., 2022; Wang et al., 2021). 60 

Existing studies have demonstrated that the Tg as well as the mechanical properties of the 61 

structural adhesive is decisively affected by the applied curing condition. For instance, Carbas 62 

et al. (Carbas et al., 2014) studied six curing temperature conditions ranging from 23 °C to 63 

120 °C , with the results showing that the Tg, strength, and stiffness of the structural adhesive 64 

increased with increasing curing temperature before reaching the fully cured status. Jahani et 65 

al. (Jahani et al., 2022) conducted experiments to demonstrate that both curing and post-curing 66 

temperatures can have a significant effect on the Tg values and mechanical properties of the 67 

structural adhesive. They found that a higher curing temperature (50 °C) would be beneficial, 68 

but an excessively high temperature (70 °C) may have a detrimental effect. Foletti et al. (I. M. 69 

Foletti et al., 2020) studied the impact of 4 curing conditions on the structural adhesive and 70 

demonstrated that curing at the ambient temperature accompanied by degassing can improve 71 

the performance of the material, while curing at a high temperature (90 °C) can reduce its long-72 

term performance. 73 

However, studies based on conventional experimental work are unlikely to be able to 74 

examine all possible scenarios comprehensively or to systematically summarise the patterns of 75 

influence of various curing condition variables. Whereas innovative machine learning methods 76 
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offer the potential to address this issue, as this approach can extract complex relationships 77 

between the inputs (the applied curing conditions) and the outputs (the Tg results of the adhesive) 78 

and summarise the implied non-linear laws for building a unified model that can be utilised to 79 

produce new predictions without involving labour-intensive work. 80 

 81 

1.2 Machine learning approach 82 

ML was introduced in 1959 as a branch of artificial intelligence (AI) that enables computers 83 

to learn intelligently without being explicitly programmed (Salehi and Burgueño, 2018; Samuel, 84 

1959; Yin et al., 2020). Since the early 21st century, engineers have been using ML techniques 85 

to explore the complex behaviour of structural materials (Naser, 2019; Yin et al., 2020). With 86 

the rapid development of this technology in recent years, mature ML techniques encompass 87 

models such as artificial neural network (ANN), support vector machine and decision tree have 88 

become widely accepted and effectively used in academic research (Erdal, 2013; Huang et al., 89 

2021; Su et al., 2021; Wang et al., 2023b). 90 

However, in many cases, the limited available experimental data is one of the major 91 

obstacles to applying data-driven ML models to structural materials issues, since engineering 92 

experimental work is often time-consuming, costly, and labour-intensive. Therefore, data 93 

augmentation approaches are becoming increasingly attractive as the solution for developing 94 

ML models based on small datasets (Peres et al., 2021; Zhang and Ling, 2018). Among them, 95 

generative adversarial networks (GAN) represent the cutting-edge technology and have been 96 

widely used to generate synthetic images from real images (Goodfellow et al., 2014). 97 

Conditional tabular generative adversarial networks (CTGAN), on the other hand, have been 98 

developed as an extension of GAN, possessing the ability to generate tabular datasets suitable 99 

for engineering research (Xu et al., 2019). Almustafa and Nehdi in 2022 (Almustafa and Nehdi, 100 

2022), for example, have used CTGAN to generate 300 synthetic data relating to steel fibre 101 
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reinforced concrete (SFRC) beams to systematically investigate the structural response of 102 

SFRC beams when subjected to far-field blast loads.  103 

There has been limited research to date using ML methods to comprehensively explore the 104 

effect of curing conditions on structural adhesives. The authors (Wang et al., 2023b) previously 105 

developed an ANN model based on a dataset containing 157 experimental results (80% for 106 

training) to investigate the relationship between the modulus response of the adhesive and the 107 

curing conditions; however, the generalisability of the established model was somewhat limited 108 

to the small dataset used, which was considered to be a kind of over-fitting. 109 

 110 

1.3 Research significance 111 

The aims of this research are to investigate the impact of curing conditions on the glass 112 

transition of the structural epoxy adhesive using a state-of-the-art machine learning technique, 113 

and to develop a predictive model to map the relationship between the glass transition 114 

temperatures of the adhesive and the applied curing conditions. This is achieved by employing 115 

a deep learning data generation method called conditional tabular generative adversarial 116 

networks, which overcomes the obstacle of insufficient experimental data and allows the 117 

further construction of a robust data-driven ML model.  118 

The constructed model can provide reference values for practical civil engineering 119 

applications, while the demonstrated methodology can be adopted to solve similar problems in 120 

structural materials where experimental data is too limited to enable effective analysis and 121 

modelling. 122 

 123 

2 Background knowledge 124 

The CTGAN was employed to produce ample synthetic data for the development of a 125 

reliable data-driven ML model that integrated the ANN technique. The essential background 126 
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knowledge regarding the applied ML methods, model performance evaluation, and data scaling 127 

is outlined below, while a more comprehensive explanation can be sourced in the cited 128 

scientific papers. 129 

 130 

2.1 Conditional tabular generative adversarial networks 131 

 GAN are based on the zero-sum game strategy and enable the learning of data distributions 132 

via an adversarial learning process. A GAN consists of 2 models which are generator (G) and 133 

discriminator (D). The purpose of a G model is to learn the distribution pattern of the data and 134 

produce accurate fake samples to "fool" the discriminator, while, in contrast, a D model aims 135 

to distinguish between real and fake samples without being deceived (He and Zhou, 2022; 136 

Moon et al., 2020; Zhao et al., 2023). These conflicting objectives leads to a competitive 137 

training process (Goodfellow et al., 2014; Moon et al., 2020): 138 

V(D, G) = 𝐸𝑥∼𝑝𝑟
[log 𝐷(𝑥)] + 𝐸𝑧∼𝑝𝑧(𝑧) [log (1 − 𝐷(𝐺(𝑧)))] (1) 139 

where x is the real sample following the real dataset distribution pr, z is the noise variable 140 

following the noise distribution pz, G(z) represents the generated sample, and D stands for the 141 

discriminator function with an output of 1 if the given data is (100%) real and 0 if the given 142 

data is (100%) fake (Goodfellow et al., 2014; Moon et al., 2020). Whilst the generator and 143 

discriminator struggle to fully accomplish their objectives during the adversarial training 144 

process, at the end of the training, the generator can be upgraded to have the ability to generate 145 

realistic-looking data, which is usually the purpose of applying a GAN (He and Zhou, 2022; 146 

Moon et al., 2020; Zhao et al., 2023). 147 

CTGAN was proposed by Xu et al. (Xu et al., 2019) in 2019 as an innovative extension of 148 

GAN, which compensates for the difficulty of applying the original GAN method to tabular 149 
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data and enables the generation of both continuous and discrete data through two techniques 150 

(Habibi et al., 2023; Moon et al., 2020). 151 

The first is the mode-specific normalisation, designed to deal with columns (of datasets) 152 

with complex distributions. For each continuous column, CTGAN utilised a variational 153 

Gaussian mixture model to estimate the number of modes and fit a Gaussian mixture. The value 154 

in the column is then normalised according to the corresponding mode. When generating 155 

synthetic data after the training process, CTGAN will convert the generated data back to the 156 

initial scale. The second is the conditional generator and training-by-sampling, designed to 157 

deal with the imbalanced discrete data columns (Almustafa and Nehdi, 2022; Habibi et al., 158 

2023; Moon et al., 2020; Xu et al., 2019). Since the datasets used in this study contain only 159 

continuous columns (variables), this technique is not explained for brevity (can be found in Xu 160 

et al. (Xu et al., 2019)). 161 

The fundamental architecture of CTGAN is illustrated in Figure 1, and the corresponding 162 

loss function can be expressed as (Moon et al., 2020; Xu et al., 2019): 163 

L = 𝐸𝐺(𝑧)∼𝑝𝑔
[𝐷(𝐺(𝑧))] − 𝐸𝑥∼𝑝𝑟

[𝐷(𝑥)] + 𝜆𝐸�̂�∼𝑝�̂�
[(∥∥∇�̂�𝐷(�̂�)∥∥ − 1)2] (2) 164 

where pg is the generated dataset distribution, λ refers to the gradient penalty coefficient,  165 

�̂� ∼ 𝑝�̂� refers to the random samples. The noise variable (z ~ Pz(z)) introduces randomness 166 

independent of the raw data. It serves as a seed for the generator, which learns how to generate 167 

data resembling the real distribution from these random inputs, refining its output through 168 

training (Moon et al., 2020; Xu et al., 2019). 169 
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 170 
Figure 1: Architecture of conditional tabular generative adversarial networks (CTGAN) 171 

 172 

2.2 Artificial neural network 173 

ANN is a traditional machine learning technique inspired by the structure and function of 174 

biological neural networks in the brain. As illustrated in Figure 2, the ANN system is composed 175 

of numerous interconnected neurons that process and transmit signals between various layers. 176 

This process can be described as: 177 

𝑦𝑖 = 𝜎 (∑  

𝑛

𝑗=1

𝑊𝑖𝑗
𝑘𝐼𝑗 + 𝑏𝑖) (3) 178 

where yi represents the output of neuron i, Ii represents its input, σ is the activation function, 179 

𝑊𝑖
𝑘 is the weight, and bi stands for the bias (Hisham et al., 2021; Wang et al., 2023b; Yan et 180 

al., 2020). 181 
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 182 
Figure 2: Schematic illustration of artificial neural networks (ANN) 183 

The ANN can consist of a single input layer, a single output layer and single or multiple 184 

hidden layers, where as an ANN with multiple hidden layers is also referred to as a deep neural 185 

network (DNN) (Marani et al., 2023; Marani and Nehdi, 2022).  186 

In this study, the ML procedures were executed using Python 3.9.The Keras library (Chollet 187 

and others, 2015) was used to build the multi-layer ANN, and the CTGAN library (Xu et al., 188 

2019) was employed to develop the CTGAN-based model. 189 

 190 

2.3 Performance measurement 191 

A proper evaluation of the model performance is critical in ensuring the accuracy and 192 

robustness of the developed ML model. The well-known statistical performance metrics, 193 

including the coefficient of determination (R2), mean absolute error (MAE), and mean squared 194 

error (MSE) were used in this study, as presented below: 195 

R2 = 1 −
∑  𝑚

𝑖=1 (𝑌𝑖 − �̂�𝑖)
2

∑  𝑚
𝑖=1 (𝑌𝑖 − �̅�)2

(4) 196 

𝑀𝐴𝐸 =
1

𝑚
∑  

𝑚

𝑖=1

|𝑌𝑖 − �̂�𝑖| (5) 197 
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𝑀𝑆𝐸 =
1

𝑚
∑  

𝑚

𝑖=1

(𝑌𝑖 − �̂�𝑖)
2

(6) 198 

where Yi is the real target value, �̂�𝑖 is the predicted value, and �̅� is the mean of ∑Yi. The R2 199 

results measure the relationship between the Yi and �̂�𝑖 values, with closer to 1 indicating better 200 

model performance. Whereas the lower MAE and MSE values signify the lower differences 201 

between the Yi and �̂�𝑖 values, with MSE being more sensitive to outliers (Almustafa and Nehdi, 202 

2022; Ben Chaabene and Nehdi, 2021; Zhao et al., 2023). The MSE served as the objective 203 

function during the training process of the following ML models. 204 

 205 

2.4 Data scaling 206 

Data scaling is a crucial step in the machine learning process, as it can enhance prediction 207 

accuracy, mitigate overfitting, and expedite training speed. As mentioned in Section 2.1, the 208 

raw data will be automatically scaled (normalised) during the CTGAN training process; 209 

however, for the ANN training, it is necessary to perform data scaling manually (or add the 210 

appropriate code) in the pre-processing phase. The Min-Max scaling method is therefore 211 

adopted in the current study: 212 

𝑋′ =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛

(7) 213 

where X is the raw data, and the minimum and maximum values of the variable represented 214 

as Xmin and Xmax, respectively (Gu et al., 2021; Hisham et al., 2021). 215 

 216 

3 Establishment of the CTGAN-ANN model 217 

This section presents the various stages involved in developing the ML model to enable the 218 

assessment of the impact of curing conditions on the structural adhesive. The CTGAN 219 
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approach was first utilised for data generation to generate sufficient synthetic data to train the 220 

ML model and, subsequently, an ANN-based predictive model was established by using TSTR. 221 

The use of CTGAN to generate data and ANN for predictive modelling was strategically 222 

selected when evaluating the effect of curing conditions on structural adhesives. This is because 223 

CTGAN is capable of generating statistically significant synthetic data, which is essential for 224 

representing a wide range of curing conditions. At the same time, ANN is adept at modelling 225 

the non-linear relationships inherent in the curing process and is able to handle high-226 

dimensional data and automatically learn the interactions between features without the need 227 

for manual design. The use of TSTR ensures that the generality of the model is assessed and is 228 

less prone to overfitting. These approaches together provide a robust framework for developing 229 

accurate, generalisable ML models for the complexity of adhesive curing conditions. The 230 

corresponding data generation, hyperparameter tuning, and model development processes are 231 

described. A general flowchart depicting the establishment is presented in Figure 3. 232 

 233 
Figure 3: Workflow of the establishment of the CTGAN-ANN model 234 

 235 

3.1 Real experimental dataset 236 

The complete CTGAN-ANN model development framework is shown in Figure 4, where 237 

having an initial real experimental dataset is the first step in the machine learning process. 238 
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 239 
Figure 4: CTGAN-ANN model development framework 240 

The authors (Wang et al., 2023b) recently compiled a dataset on the structural adhesive, 241 

Sikadur-330 (SIKA, 2017), consisting of 157 experimental results gathered through a 242 

comprehensive literature review. It was utilised to develop a preliminary single-hidden-layer 243 

ANN model to study the adhesive's modulus response at elevated temperatures (Wang et al., 244 

2023b). The current study employed this dataset to (a) develop a benchmark ANN (DNN) 245 

model with multiple hidden layers; (b) serve as a reference for generating the synthetic dataset 246 

using CTGAN; and (c) serve as a testing set for establishing the CTGAN-ANN model to further 247 

investigate the effects of curing conditions on the glass transition of the adhesive. 248 

Table 1 shows the features of the dataset considered for the development of the 249 

corresponding models. The curing condition variables include curing temperature, curing time, 250 

and curing humidity. Whilst the glass transition of a polymer adhesive occurs over a range of 251 

temperatures and is accompanied by a continuous reduction in modulus, which affects the 252 

performance of the bonded joint, it is usually quoted as a single Tg value. However, depending 253 

on the purpose of the engineering application, Tg has different definitions (British Standards 254 

Institutions, 2019; Menard and Menard, 2020): 255 

• Onset Tg (Tg-1): the temperature at which the material begins its transition from the 256 

glassy to the rubbery state. It is the lowest Tg result and is often used as a reference 257 

temperature in engineering because it provides a relatively conservative value; 258 
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• Inflection point Tg (Tg-2): the temperature at which the material reaches the midpoint 259 

of the glass transition. It is normally higher than onset Tg and represents a more 260 

advanced stage of the glass transition; 261 

• Peak Tan δ Tg (Tg-3): the temperature at which the material shows a distinct rubbery 262 

response and is regularly used as a reference temperature in material science as it is 263 

easily identifiable and provides a well-defined Tg value. 264 

Table 1: Statistical summary of the real dataset 265 

Variables Unit Min 25% 50% 75% Max Mean 
Standard 

deviation 

Coefficient 

of variation 

Inputs          

Curing temperature °C 13 24 35 65 80 43.6 22.8 52.1% 

Curing time days 3 6 7 28 34 13.2 9.7 73.5% 

Curing humidity % 0 0 40 100 100 49.5 48.1 97.0% 

Outputs          

Onset Tg (Tg-1) °C 28.5 44.3 50.2 60.7 74.9 52.3 11.9 22.6% 

Inflection point Tg (Tg-2) °C 34.9 49.7 58.0 66.4 80.3 58.8 12.5 21.1% 

Peak Tan δ Tg (Tg-3) °C 46.5 57.3 66.3 73.0 89.1 67.3 11.8 17.5% 

Note that the benchmark ANN model used for the comparison purpose was trained on 80% 266 

of the real dataset and tested with the remaining 20%, an approach known as "Train on Real – 267 

Test on Real (TRTR)" (Esteban et al., 2017; Marani and Nehdi, 2022). In contrast, the CTGAN-268 

ANN model was trained on the synthetic dataset (628 results) and tested with the entire real 269 

dataset (157 results), an approach known as "Train on Synthetic – Test on Real (TSTR)" 270 

(Esteban et al., 2017; Marani and Nehdi, 2022). 271 

The aim of developing the benchmark ANN model is to examine whether the data generated 272 

by CTGAN is reliable and whether the CTGAN-ANN model can achieve satisfactory accuracy. 273 

Table 2 lists the hyperparameters of the benchmark ANN model after tuning using the grid 274 

search strategy, although variations in the hyperparameters had limited impact on the 275 

performance of the ANN model. Three hidden layers were ultimately chosen, with 32 neurons 276 

in the first and third layers and 64 neurons in the second layer. The best training performance 277 
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was achieved at the 495th epoch with the minimum MSE [Eq. (6)] equals to 9.92×10-4. The 278 

source code of the benchmark ANN model is available in the supplementary material provided. 279 

Table 2: Hyperparameters of the benchmark ANN model 280 

Hyperparameters Grid search ranges Ultimate selection 

Number of Hidden layers and neurons 

in each layer 

[(64, 64), (128, 128), (16, 32, 16), 

(32, 64, 32), (64, 128, 64)] 
(32, 64, 32) 

Activation function in the output layer [Linear, Sigmoid] Linear 

Activation function in other layers [Sigmoid, ReLU, Tanh] ReLU 

Loss function [MSE, MAE] MSE 

Optimizer [Adam, SGD] Adam 

Epochs [100, 300, 500] 500 

Batch size [16, 32, 64] 32 

 281 

3.2 Generating synthetic dataset using CTGAN 282 

The quality of the synthetic dataset generated by the generator (G) in a CTGAN (see Figure 283 

1) is highly influenced by the hyperparameters used during the adversarial training process 284 

(Marani et al., 2023; Marani and Nehdi, 2022). Thus, a tuning process was conducted to 285 

determine the best combination of the CTGAN hyperparameters. Figure 5 depicts the tuning 286 

process, which involves testing various combinations of the hyperparameters selected from the 287 

grid search range and evaluating the corresponding generated synthetic dataset using a baseline 288 

ANN model with the same parameters as the benchmark ANN model developed in Section 3.1.  289 
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 290 
Figure 5: Hyperparameter tuning process for CTGAN 291 

The dataset generated by the CTGAN was used to train a baseline ANN model. The quality 292 

of the synthetic dataset was then evaluated by comparing the coefficient of determination (R2) 293 

[Eq. (4)] between the predicted outcomes provide by the baseline ANN model and the real 294 

experimental results. The hyperparameters yielding the highest R2 values were identified as 295 

optimal, as they would guarantee the generation of a dataset capable of training a precise ANN-296 

based predictive model. The final tuned hyperparameters are shown in Table 3, and these were 297 

next used to train the final CTGAN-ANN model for subsequent analyses.  298 

Table 3: Hyperparameters of the CTGAN 299 

Hyperparameters Grid search ranges Ultimate selection 

Size of the random sample passed to the G [64, 128] 64 

Size of the output samples for each one of 

the G layers 
[(128, 128), (256, 256), (512, 512)] (256, 256) 

Size of the output samples for each one of 

the D layers 
[(128, 128), (256, 256), (512, 512)] (512, 512) 

Learning rate for the G [2×10-5, 2×10-4, 2×10-3] 2×10-5 

G weight decay for the Adam optimizer [1×10-6, 1×10-5] 1×10-5 

Learning rate for the D [2×10-5, 2×10-4, 2×10-3] 2×10-4 

D weight decay for the Adam optimizer [1×10-6, 1×10-5] 1×10-5 

Batch size [100, 500] 500 

 300 
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3.3 CTGAN-ANN model 301 

The CTGAN-ANN model consists of two key components: the data generation component 302 

and the predictive model component (refer to Figure 4). 303 

In the data generation component, the CTGAN approach was utilised with the 304 

hyperparameters listed in Table 3. Following 106 epochs of adversarial training, the resulting 305 

generator was able to accurately capture the distribution patterns of the original real dataset 306 

and produce synthetic data that were virtually indiscernible. The generated dataset is listed in 307 

the supplementary material. 308 

In the predictive model component, the TSTR method was utilized to train an ANN-based 309 

predictive model. The model was trained on 628 synthetic data (80%) and tested on 157 real 310 

experimental data (20%). The source code has been made public in the supplementary material. 311 

The proposed CTGAN-ANN model can therefore:  312 

• Generate additional credible synthetic dataset using the trained generator (G) in the 313 

data generation component, without quantitative restrictions;  314 

• Provide estimates of the Tg values of the structural adhesive according to the planned 315 

curing condition, using the predictive model component; 316 

• Contribute to revealing the underlying intricacies and evaluating the extent of the 317 

impact of each curing variable, owing to the convenience of the ML model in 318 

obtaining a large number of informative estimates (discussed further in Section 5). 319 

 320 

4 Results and discussions 321 

In this section, the reliability of the generated synthetic dataset and the performance of the 322 

CTGAN-ANN model are explored using statistical measures and visual representations. 323 

Moreover, the robustness of the model is verified by comparing the prediction results with 324 

newly conducted experiments and some published studies. 325 
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 326 

4.1 Generated synthetic dataset 327 

The features of the synthetic dataset generated using the trained CTGAN generator are 328 

shown in Table 4, which can be compared with those of the real dataset in Table 1. Additionally, 329 

Figure 6 provides a visual comparison of the histograms and kernel density estimates between 330 

the real and synthetic datasets. The successful learning of distribution patterns from the 331 

experimental dataset by the CTGAN is evident in its ability to generate realistic synthetic data 332 

with similar densities (see Figure 6). Whilst the generated dataset exhibits a slightly expanded 333 

range for each feature (comparing Table 4 to Table 1), the distribution-related metrics, such as 334 

standard deviation and coefficient of variation, demonstrate a discrepancy of less than 6%. 335 

Table 4: Statistical summary of the synthetic dataset 336 

Variables Unit Min 25% 50% 75% Max Mean 
Standard 

deviation 

Coefficient 

of variation 

Inputs          

Curing temperature °C 7 23 40 65 93 44.6 22.9 51.3% 

Curing time days 1 5 8 14 35 12.6 9.4 74.0% 

Curing humidity % -1 0 45 100 102 51.1 47.5 92.9% 

Outputs          

Onset Tg (Tg-1) °C 26.8 44.2 50.9 57.4 76.1 52.0 11.5 22.1% 

Inflection point Tg (Tg-2) °C 36.2 50.3 58.0 63.1 80.7 58.8 11.7 20.0% 

Peak Tan δ Tg (Tg-3) °C 45.4 58.5 65.9 71.3 92.2 67.4 11.3 16.7% 

 337 

 338 
                                        (a) Curing temperature                                                                 (b) Curing time 339 
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 340 
                                         (c) Curing humidity                                                                      (d) Onset Tg 341 

 342 
                                         (e) Inflection point Tg                                                                   (f) Peak Tan δ Tg 343 

Figure 6: Histograms and kernel density estimates of real and synthetic datasets 344 

Note that the generated dataset includes results where the curing humidity level falls slightly 345 

below 0% or exceeds 100%. These anomalies were intentionally not corrected or filtered out 346 

to allow for a thorough evaluation of the reliability of the generator (G) and the feasibility of 347 

developing a CTGAN-ANN model using the generated dataset. Nevertheless, when applying 348 

the trained G from this study for engineering reference, such unrealistic data points should be 349 

excluded. The occurrence of out-of-bound results is a common issue in AI-generated data or 350 

images. Fortunately, this issue can be relatively easily addressed, either manually or by adding 351 

constraints during the data generation process. 352 

Figure 7 illustrates the Pearson correlation coefficient (ρ) matrix for both the real and 353 

synthetic datasets. The formula for ρ is: 354 

𝜌𝑋,𝑌 =
𝑐𝑜𝑣(𝑋, 𝑌)

𝜎𝑋𝜎𝑌

(8) 355 

where cov () stands for the covariance, while σX and σy represent the standard deviation of 356 

X and Y, respectively. 357 
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As shown in the figure, the relationships between the variables in the synthetic dataset 358 

closely align with those of the real dataset, which again demonstrates the reliability of the 359 

trained CTGAN G. It is noticeable that the Tg-1, Tg-2, and Tg-3 show significant correlations with 360 

coefficients close to 1.00, as anticipated. All the Tg values of the structural adhesive exhibit a 361 

positive correlation with curing temperature and curing time, but a negative correlation with 362 

curing humidity. By comparing the absolute values, the sensitivity between the Tg values and 363 

the curing condition variables can be determined, where the most influential factor is the curing 364 

temperature, followed by the curing humidity and finally the curing time. 365 

 366 
                                      (a) Real dataset                                                           (b) Synthetic dataset 367 

Figure 7: Correlation coefficient matrix of real and synthetic datasets 368 

 369 

4.2 Performance of the CTGAN-ANN model 370 

The CTGAN-ANN model achieved its best training performance at the 498th epoch with an 371 

MSE [Eq. (6)] equals to 3.98×10-3. Figure 8 graphically shows the best performance of the 372 

CTGAN-ANN model as well as the benchmark ANN model, where Y and T represent the 373 

normalised predicted and target values, respectively. 374 
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 375 
                         (a) Benchmark ANN model training set                                  (b) Benchmark ANN model testing set 376 

 377 
                           (a) CTGAN-ANN model training set                                    (b) CTGAN-ANN model testing set 378 

Figure 8: Regression plots of the benchmark ANN model and the developed CTGAN-ANN model 379 

As mentioned in Section 3, the benchmark ANN model was trained with 80% and tested 380 

with 20% of the experimental dataset (TRTR), while the CTGAN-ANN model was trained 381 

with a much higher number of synthetic data points and tested with 100% of the experimental 382 

results (TSTR). Both models showed high accuracy in predicting the Tg values of the structural 383 

adhesive based on the curing conditions, as evidenced by the coefficient of determination (R2) 384 

[Eq. (4)] being close to 1. The slightly out-of-range results mentioned previously have no 385 

significant impact on the performance of the CTGAN-ANN model. 386 

The statistical metrics [Eq. (4) – (6)] of the CTGAN-ANN model were better for the testing 387 

set as compared to the training set, indicating that the model has excellent generalisation 388 

capability and is able to predict future unseen data with greater accuracy. This impressive 389 
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performance is attributed to the model's unique architecture, which excels at uncovering and 390 

exploiting hidden patterns in the data. The use of sophisticated data augmentation techniques 391 

during the training phase enhances the model's ability to generalise, ensuring that it not only 392 

remembers the training data, but also truly understands the underlying features and can 393 

efficiently apply this knowledge to new and unseen datasets, resulting in superior prediction 394 

accuracy. 395 

By comparison, whilst the benchmark ANN model showed better statistical performance 396 

metrics on both the testing and training sets, there is concern that the model may have been 397 

overfitted to the small experimental dataset used for training and testing. In real-world 398 

scenarios, where generalisation ability is critical, the outstanding performance of the CTGAN-399 

ANN model on the test set was no fluke, but rather a testament to its well-designed structure 400 

and training methodology. These elements combine to produce a model that not only excels at 401 

preventing overfitting, but also demonstrates exceptional accuracy in predicting future unseen 402 

data. 403 

The next section will present the validation work on the benchmark ANN model and the 404 

CTGAN-ANN model to further compare their capabilities fairly, and to determine whether the 405 

CTGAN approach is valid for developing data-driven ML models. 406 

 407 

4.3 Model validation 408 

Table 5 lists the data utilised for the model validation, comprising 5 data points from 3 409 

academic papers which were not used in the model training process and 6 data points from 2 410 

independent experiments to ensure impartiality of the validation. The newly conducted 411 

dynamic mechanical analysis (DMA) experiments conform to the requirements of ISO 6721 412 

(British Standards Institutions, 2019). The temperature scans were carried out using a single 413 

cantilever configuration with a dynamic strain of 0.05 mm at 1.0 Hz and a temperature ramp 414 
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of 2 °C/min (British Standards Institutions, 2019; Wang et al., 2023a). The resulting storage 415 

modulus and Tan δ responses were used to finalise the glass transition temperatures. 416 

Table 5: Data used for model validation 417 

Sources 
Curing conditions  Glass transition temperatures 

Temperature (°C) Time (days) Humidity (%) 

 

Tg-1 (°C) Tg-2 (°C) Tg-3 (°C) 

Stratford and Bisby 

(Stratford and Bisby, 

2012) 

21 15 40 47.1 52.8 65.0 

Ke et al. (Ke et al., 

2020) 
25 10 65 45.1 N/A N/A 

Savvilotidou et al. 

(Savvilotidou et al., 

2017) 

13 5 40 36.0 N/A N/A 

Experiment 1 20 28 60 53.3 55.5 62.8 

Experiment 2 20 7 60 41.2 44.7 53.4 

 418 

The listed curing conditions are the common ambient curing conditions seen on construction 419 

sites. The Tg values achieved through the different curing periods range from 36.0 °C to 65.0 °C. 420 

Figure 9 illustrates the prediction performance of the benchmark ANN model and the CTGAN-421 

ANN model, respectively. The CTGAN-ANN model showed better performance, with the 422 

obtained coefficients of determination [Eq. (4)] close to 1.0 for both literature and experimental 423 

data, indicating a better generalisation capability. In contrast, although the benchmark ANN 424 

model showed excellent training results in Section 4.3, it had a limited predictive ability when 425 

dealing with unseen data, as evidenced by errors of over 10% (Figure 9 (a)). Therefore, the 426 

CTGAN data augmentation approach used in this study is necessary for the development of a 427 

robust data-driven machine learning model. 428 
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 429 
                                    (a) Benchmark ANN model                                                  (b) CTGAN-ANN model 430 

Figure 9: Prediction performance of the developed ML models 431 

 432 

5 The effect of curing conditions on the structural adhesive 433 

The CTGAN-ANN model developed in this study enables a large number of predictions to 434 

be obtained, facilitating a comprehensive investigation of the underlying relationship between 435 

the curing conditions and the glass transition temperatures (Tg) of the structural adhesive. The 436 

glass transition property of the polymer adhesive is of critical importance as it is closely related 437 

to the strength and stiffness that the adhesive exhibits in various engineering environments. 438 

Figure 10 shows the individual partial dependence plots of the curing variables. The value of 439 

each variable varies relative to the theoretical worst curing condition (curing at 13 °C and 100% 440 

RH for 3 days) over the range of the experimental dataset (see Table 1). 441 

 442 
                                         (a) Curing temperature                                                           (b) Curing time 443 
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 444 
(c) Curing humidity 445 

Figure 10: Individual partial dependence plots of the curing variables 446 

The plots reveal that the curing temperature is the most significant factor influencing the Tg 447 

of the epoxy resin adhesive, which is consistent with the results of the Pearson correlation 448 

coefficient matrix in Figure 7. With an increase in curing temperature from 13°C, the cross-449 

linking of the epoxy adhesive also increases, causing the free volume to decrease, ultimately 450 

leading to an increase in the Tg values until they reach a plateau. An increase in curing time 451 

leads to a similar trend, however, with an increase in curing humidity, an almost opposite trend 452 

is observed. 453 

Figure 9 further illustrates the 2-feature partial dependence plots of the curing variables, 454 

which indicates that increasing the curing temperature or time, or decreasing the curing 455 

humidity, does not always result in higher Tg values. In fact, extremely high curing 456 

temperatures or extremely long curing periods may have a negative impact on the Tg of the 457 

structural adhesive due to the thermal degradation or oxidative cross-linking effects. Practical 458 

engineering applications can benefit from using the presented plots to select potentially optimal 459 

curing conditions that can achieve the desired Tg values. This can save valuable time and 460 

resources compared to conducting numerous trial experiments. 461 
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 462 
                 (a) Effect of curing temperature and curing time             (b) Effect of curing time and curing humidity 463 

 464 
 (a) Effect of curing temperature and curing humidity 465 

Figure 11: 2-feature partial dependence plots of the curing variables 466 

A three-dimensional scatter plot was also created using the powerful ML model to visualise 467 

the relationship between the curing conditions and the Tg values of the structural adhesive more 468 

comprehensively, as shown in Figure 12. The plot includes 36992 data points representing 469 

nearly all possible combinations of the curing variables within the range of the experimental 470 

dataset, which would be impossible to obtain by conventional experimental methods. The 471 

scatter plot demonstrates the correlation with the partial dependency plots (Figure 10 and 472 

Figure 11) and provides the engineer with valuable insight into the effects of different curing 473 

conditions. 474 
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 475 
Figure 12: 3D scatter plot showing the combine effects of three curing variables 476 

 477 

6 Conclusions and recommendations 478 

This study employs a deep ML approach to evaluate the impact of curing conditions on the 479 

glass transition of the structural epoxy adhesive. To overcome the issue of limited experimental 480 

data, the CTGAN technique was applied to generate sufficient synthetic data, which was then 481 

integrated with the ANN technique to build a robust predictive model. The CTGAN-ANN 482 

model was developed using the TSTR approach and validated against the results of both newly 483 

conducted experiments and several published studies. The model has demonstrated impressive 484 

generalisation and predictive capabilities, indicating its potential to be a robust tool for 485 

predicting curing outcomes. A comprehensive evaluation of the effect of each curing variable 486 

was therefore conducted based on a large number of predicted results. 487 

• The curing temperature is the most influential factor on the Tg values of the adhesive, 488 

followed by the curing humidity and the curing time. A positive correlation was 489 

observed between the Tg values and the curing temperature and curing time, while a 490 

negative correlation was observed between the Tg values and the curing humidity. 491 
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• The presented partial dependence plots can be used to select potentially optimal curing 492 

conditions to achieve the desired Tg values, which can be expected to save time and 493 

resources in practical applications.  494 

The developed CTGAN-ANN ML model is currently constrained to the analysis of the 495 

Sikadur-330 structural adhesive. However, as more experimental data becomes available, the 496 

model can be upgraded to include different structural adhesives, since the CTGAN can also 497 

deal with discrete data such as the types of adhesives. Nevertheless, the ML model developed 498 

could inform the practical use of the structural adhesive in civil engineering, and the 499 

demonstrated approach using CTGAN and ANN can be applied to solve similar problems in 500 

structural materials where the available experimental data are insufficient for effective analysis 501 

and modelling.  502 
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