
Since Artificial Intelligence (AI) algorithms allow for data analysis on a grand scale, the value of privacy has changed. 
It is now in conflict with data analysis that uses personal information. I propose the introduction of a “data trustee” as a 
solution for the conflict between data analysis and privacy, because it enables the integration and modification of the 
value of privacy.

Privacy refers to the control over the access to and use of bodies, places and personal information, as in the ability to 
selectively open and close oneself to others (Moore 2010:27; Acquisti et al. 2022:270). Previously, the control over places 
and bodies was the overriding objective as all personal information could be found there. Nowadays, personal information 
is accessible from anywhere. The value of privacy has to adapt to technological developments by shifting its focus to the 
protection of personal information.

Using the example of health data, patients’ data could be analysed in order to support effective treatment of new 
patients. But patients’ data are private information. In order to respect the patients’ privacy, first, patients would have 
to be asked for their informed consent to the usage of their data and, second, the data would have to be anonymised 
before processing. By informing the patients, about what is to happen to their data and giving them the opportunity to 
consciously consent or decline, the control over access to their personal data is vested in the individuals. Moreover, if the 
data is not anonymised, the patient loses control of their personal information contained in the results of data analysis. 
That is why, without the patients’ informed consent and without anonymisation, data analysis violates the patients’ 
privacy.

For technology to be helpful, its design should integrate the value of privacy. I discuss the idea of a “data trustee” as a 
mediator between patients and doctors or researchers as a technical solution for the implementation of the privacy 
protection. Thereby, every patient concludes a contract with the “data trustee” which specifies which data may be used 
for which purposes. The “data trustee” gets all the data and manages who can access what data. The data remains with 
the "data trustee" and AI algorithms are allowed to learn from the anonymised data via federated learning. This prevents 
the storage and dissemination of personal information without the patient's control. Thus, the value of privacy and 
data analysis can influence and respond to each other as they change. Finally, I argue that it is worth taking time for the 
implementation and usage of the “data trustee”, because it protects the value of privacy and enables the patients’ trust in 
data analysis.
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Ethical issues have a growing interest for software developers, in as much as technological developments are more and 
more present in our lives, and it has become evident that technologies are morally charged (Verbeek, 2014). From an 
interdisciplinary approach, gathering researchers from the fields of computer science and moral philosophy, this paper 
reflects on virtue ethics –first defined by ancient Greek philosopher Aristotle- and explores the possibilities in which 
this classical moral notion can be addressed in contemporary contexts of software development (Haggendorf, 2020; 
Gamez et al., 2020). Together with general values such as interaction, correctness and security, widely discussed in the 
fields of Computer Science and Artificial Intelligence, the research also highlights the importance of intentionality. Given 
the fact that most software developers usually work in a team, and they often take items of software from different 
sources available, the implementation of any new software shall be understood as a complex process fragmented 
among many agents (with their consequent and perhaps hidden intentions), hence it is difficult to identify the bearer of 
moral responsibility if that software leads to unethical consequences. The paper elaborates on the notion of ‘intentional 
dependency network’ to name this chain of complex interactions in the context of software development. The nodes of 
these intentional dependency networks are constituted by three elements: a human being who interacts with a software 
artefact with a declared intention. Inconsistencies may arise in a node at local level, since a software artefact can produce 
certain effects that are incompatible with the intention declared by the human. Thus deepening in the complex ecology of 
current software development and its networks provides an interesting field to explore the origins and evolution of moral 
agency. Once thoroughly examined the topics above mentioned, the paper ends with a preliminary proposal on some 
ethical values and attitudes which should be shared by software developers aiming to achieve moral excellence in their 
professional performance: 

First, awareness and acknowledgement of the moral dimension of software development.

Second, a general attitude of responsibility and preliminary investigation about implicit and declared intentions before use 
of any piece of already existing software.

Third, intentions should be declared as non-functional requirements for any new software. This will help to assume the 
moral consequences of choices and decisions made in professional contexts, mainly if those consequences are harmful, 
discriminatory, or lead to any unexpected misuses of software.
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