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Hydrostatic and uniaxial pressure tuning of iron-based
superconductors: Insights into superconductivity,
magnetism, nematicity and collapsed tetragonal
transitions
Elena Gati1,2,∗, Li Xiang1,2, Sergey L. Bud’ko1,2, and Paul C. Canfield1,2

Iron-based superconductors are well-known for their
intriguing phase diagrams, which manifest a complex
interplay of electronic, magnetic and structural degrees
of freedom. Among the phase transitions observed are
superconducting, magnetic, and several types of struc-
tural transitions, including a tetragonal-to-orthorhombic
and a collapsed-tetragonal transition. In particular, the
widely-observed tetragonal-to-orthorhombic transition is
believed to be a result of an electronic order that is cou-
pled to the crystalline lattice and is, thus, referred to as
nematic transition. Nematicity is therefore a prominent
feature of these materials, which signals the importance
of the coupling of electronic and lattice properties. Cor-
respondingly, these systems are particularly susceptible
to tuning via pressure (hydrostatic, uniaxial, or some
combination). We review efforts to probe the phase
diagrams of pressure-tuned iron-based superconduc-
tors, with a strong focus on our own recent insights into
the phase diagrams of several members of this mate-
rial class under hydrostatic pressure. These studies
on FeSe, Ba(Fe1−xCox )2As2, Ca(Fe1−xCox )2As2 and
CaK(Fe1−xNix )4As4 were, to a significant extent, made
possible by advances of what measurements can be
adapted to the use under differing pressure environ-
ments. We point out the potential impact of these tools
for the study of the wider class of strongly correlated
electron systems.

1 Introduction

During the dozen years since the discovery of supercon-
ductivity in the iron-based material LaFeAsO1−x Fx [1], the
class of iron-based superconductors has become an im-

portant platform for the development of a microscopic
understanding of unconventional superconductivity in
strongly correlated electron systems [2–8]. In general, the
competing tendencies [9] towards different ground states
in strongly correlated electron systems are believed to
be at the origin of their complex phase diagrams [10], in
which a variety of intriguing phases, such as superconduc-
tivity, magnetism, orbital and structural orders, are often
found in close proximity [11–14]. The tuning of correlated
electron systems is essential to explore their rich phase di-
agrams and to induce phase transitions into novel states.
The most common ways to tune materials in laboratory
experiments involve either chemical substitutions, lead-
ing to changes of the crystallographic lattice parameters
(referred to as chemical pressure) and often also the band
filling via doping, or the application of physical pressure.
Physical pressure as a tuning parameter modifies crystal-
lographic lattice parameters, that in turn induce changes
in the electronic properties. As such, in contrast to chem-
ical substitution, tuning by physical pressure does not
involve changing levels of disorder. Disorder is known to
complicate the analyses of electronic phenomena [15],
since any level of disorder acts as a perturbation, which
might tip the balance between the various, almost de-
generate electronic states. Iron-based superconductors
can be considered particularly suited to pressure studies,
since the presence of various types of structural orders in
proximity to electronic and magnetic orders in the phase
diagrams indicates a prominent interplay of electronic,
magnetic, and lattice degrees of freedom [16,17]. Here, we
review recent efforts to tune and probe different phases

∗ Corresponding author E-mail: egati@ameslab.gov
1 Ames Laboratory, US Department of Energy, Iowa State Uni-

versity, Ames, Iowa 50011, USA
2 Department of Physics and Astronomy, Iowa State University,

Ames, Iowa 50011, USA

Copyright line will be provided by the publisher 1



E. Gati et al.: Hydrostatic and uniaxial pressure tuning of iron-based superconductors

in iron-based superconductors by hydrostatic as well as
uniaxial pressure, with a strong focus on our own work
on various members under hydrostatic pressure. In doing
so, we also outline how recent advances in experimental
techniques have lead to an improved understanding of
phases and their interplay in pressure-tuned iron-based
superconductors.

Crystallographic structure - The common structural
motif in the layered iron-based superconductors is the
layer of iron atoms, which form a square lattice and
are tetrahedrally coordinated by pnictogen or chalcogen
atoms (see Fig.1 (a-c)) [2, 20]. The resulting trilayers are
the building blocks for Fe-based superconductors and
can be stacked with or without spacing layers, depending
on the specific compound. Different iron-based super-
conductors are classified according to their stochiome-
try. For example, in the ”11” materials, such as FeSe, the
trilayers are stacked along the c axis without any inter-
mediate spacing layers (see Fig.1 (a)). In contrast, in the
”122” AFe2As2 structure, which belongs to the long-known
ThCr2Si2 structure, the trilayers alternate along the c axis
with layers consisting of alkali or alkaline-earth metals, as
shown in Fig.1 (b). Other systems with a ”111” and ”1111”
structure type (e.g. LiFeAs [24] and LaFeAsO [1]) are also
well known and have been investigated since the early
days. In 2016, Iyo et al. [20] discovered that a new class of
iron-based superconductors with a ”1144” stochiometry
is formed in CaAFe4As4 with A =K, Rb, Cs (see Fig.1 (c)).
Owing to the sizable differences in the ionic radii of the Ca
and A atoms, respectively, this structure is characterized
by alternating Ca and A layers, separated by the FeAs tri-
layers. In contrast to the solid solution (Ba1−x Ax )Fe2As2

[19], where the Ba and A ions occupy randomly a sin-
gle site, the 1144 compounds are well-ordered line com-
pounds as a result of the layer-by-layer segregation of the
Ca and A ions.

Phase diagrams: Superconductivity, magnetism and
nematicity - Given the large chemical variety and, at the
same time, the availability of high-quality, large-sized sin-
gle crystals of members of the 122 family, investigations
on these materials have significantly shaped the canonical
picture of the phase diagram of iron-based superconduc-
tors (see Fig.1 (d) for the phase diagram of electron-doped
BaFe2As2 [4, 25]). The parent 122 compounds are tetrag-
onal and paramagnetic at high temperatures and, like
many other unconventional superconductors (see Ref.
[2] and Refs. cited therein), undergo a transition to an
antiferromagnetic state upon cooling at TN . This antifer-
romagnetic order is in most cases a stripe-type order [26],
as a consequence of which the two in-plane directions
become unequal. Correspondingly, the magnetic transi-
tion is intimately coupled to a structural phase transition

at Ts [4], at which the tetragonal, C4, crystal symmetry
is reduced to an orthorhombic, C2 symmetry. In some
systems, like CaFe2As2 [27] or (Ba1−x Kx )Fe2As2 [25], the
magnetic and structural transition occur simultaneously
(TN = Ts ), and are first-order transitions, whereas in other
systems, like Ba(Fe1−x Cox )2As2, the structural transition
is found to precede the magnetic transition (TN < Ts),
with both transitions being second-order transitions [4].
Upon suppression of this magneto-structural order to suf-
ficiently low temperatures by a suitable tuning parameter,
like doping [4], isovalent substitution [28, 29] on differ-
ent crystallographic sites or physical pressure [30, 31], su-
perconductivity emerges. The superconducting critical
temperature Tc often depends on the tuning parameter
in such a way that a dome of superconductivity forms in
the phase diagram, with maximum Tc located in close
proximity to where the magnetic and structural phase
lines from the normal state extrapolate to zero Kelvin. Su-
perconductivity and magnetic-orthorhombic order are
believed to compete with each other, as, e.g., indicated
by a decrease of magnetic-structural order parameters as
well as a break and even back-bending of the phase line(s)
when superconductivity sets in [32].

The proximity of superconductivity and magnetism
has sparked ideas of a magnetically-driven mechanism of
superconductivity [5]. However, to unravel the supercon-
ducting mechanism [33–35], it is important to consider
all salient ground states and their respective electronic
fluctuations. In this regard, an understanding of the origin
of the structural phase transition has become a central
theme in the research on iron-based superconductors [16].
By now, it is well established that this transition is not an
ordinary structural transition, which is driven by lattice
degrees of freedom. Instead, it is widely believed that the
structural transition is driven by electronic degrees of free-
dom [16, 32, 36–39], and as such is intimately related to
the same degrees of freedom that are responsible for su-
perconductivity [40] and magnetism [41]. Based on an
analogy to liquid crystals, the orthorhombic state, which
is characterized by an in-plane anisotropy, associated with
a reduced symmetry compared to the high-temperature
tetragonal state, is commonly referred to as a ”nematic”
state [16, 42–44]. A key question in literature relates to the
primary order parameter and thus, the microscopic origin
of nematicity [45–57]. Both, spin as well as orbital degrees
of freedom are considered as promising candidates for the
driving force behind nematicity. Given that both of these
types of order are known to create an in-plane anisotropy
and are coupled to each other, the identification of the
driving mechanism turns out be particularly complicated
[16] (”chicken-or-egg” problem). This dilemma has led
to intensive research efforts on other iron-based super-
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Figure 1 Crystal structures, the archetypal phase diagram, the collapsed-tetragonal transition and tuning parameters of iron-
based superconductors. (a-c) Crystallographic structure of representative members of the 11 family (FeSe) (a), the 122 family
(BaFe2As2) (b) and the 1144 (CaKFe4As4) family [18–20] (c); (d) Phase diagram of BaFe2As2 upon electron doping, which
is considered as a typical phase diagram for iron-based superconductors; tet stands for tetragonal, pm for paramagnetic, o
for orthorhombic, afm for antiferromagnetic and sc for superconducting [4]; (e) Non-spin-polarized electron density in the ac
plane associated with the As pz orbitals above and below the Ca-plane in the uncollapsed tetragonal (ucT) and either collapsed
tetragonal (cT) or half collapsed tetragaonal (hcT) state in either CaFe2As2 or CaKFe4As4, respectively (after [21–23]); (f)
Schematic view on the forces on the surfaces of a sample, which are associated with hydrostatic (top) and uniaxial (bottom)
pressure on a crystal lattice (which, for simplicity, is represented by the cube).

conductors, which display more unusual apparent rela-
tions of magnetism, nematicity and superconductivity.
For example, two extreme cases of an remarkable inter-
play of nematicity, magnetism and superconductivity are
given by FeSe [58] and CaKFe4As4 [20, 59]. Both of this
materials are superconductors in their parent form with
Tc ≈8 K and 35 K, respectively. Concerning their magnetic
and structural properties, FeSe has received and contin-
ues to receive a lot of attention, since it displays nematic
order at moderate temperatures below Ts ≈ 90K at ambi-
ent pressure, but lacks any magnetic order down to low-
est temperatures. It therefore represents a unique and
promising example case to study the physics of a purely
nematic state, and its interrelation with superconductivity
[58] (see Sec. 3.1). In contrast, as we will discuss below in
Sec. 4.2 in more detail, CaKFe4As4 is located in the prox-
imity of a new type of magnetically-ordered state, the so-
called hedgehog spin-vortex order, which does not break
the tetragonal symmetry of the high-temperature state
[60]. This magnetic order was found to be stabilized by Ni-
substitution on the Fe site (hole doping). Correspondingly,
it was suggested that the series of CaK(Fe1−x Nix )4As4 al-
lows the study of the impact of magnetic fluctuations on
superconductivity in the absence of nematicity [61].

Overall, the prominent interplay of electronic, mag-
netic and structural degrees of freedom makes the iron-
based superconductors particularly amenable to the tun-
ing via physical pressure. As we will discuss in detail below,
moderate pressures are sufficient to tune these materials
through different ground states. For example, magnetic or-
der can be induced in FeSe by the application of moderate
hydrostatic pressures of p ≈ 0.9 GPa [62]. Specifically, we
will describe how pressure tuning of selected systems has
enabled us to gain new insights about the nature and the
mutual interplay of superconductivity, magnetism and
nematicity, driven by the recent advancements of experi-
mental techniques.

Collapsed-tetragonal transitions - In addition to the
previously mentioned electronic and structural phase
transitions, another structural instability is well known
for those systems crystallizing in the ThCr2Si2 structure
[63–68], such as the AFe2As2 and AeFe2As2 (A =alkali and
Ae =alkaline-earth metal) systems [17, 69, 70]. The forma-
tion of pz bonds in case of a sufficiently short As interlayer-
distance [63] (see Fig.1 (e)) for the non-polarized electron
density across the collapsed Ca layer in CaKFe4As4) results
in a structural phase transition from the regular, uncol-
lapsed tetragonal structure (tet) to the so-called collapsed
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tetragonal (cT) structure We note that the possible role
of the interlayer Fe-As bondings for the cT phase tran-
sition in iron-based superconductors was also studied
[71]. This structural transition is associated with a drastic
shrinkage of the c axis lattice parameter and an expansion
of the a axis lattice parameter. In CaFe2As2 and related
systems, these lattice parameter changes are accompa-
nied by significant changes of the electronic properties
[72–76], related to the underlying changes of the dimen-
sionality of the electronic band structure and changes of
the Fe magnetic moment [22, 77], which can lead, e.g.,
to a loss of superconductivity or magnetism. Thus, the
manipulation of the pnictogen interlayer-distance can be
used as a tool to investigate the response of the electronic
properties to this change of crystal structure. The use of
physical stress allows a direct manipulation of this dis-
tance, and thus is a very suitable tuning parameter for
the investigation of this structural collapse and the asso-
ciated electronic changes. We will discuss how pressure
tuning different iron-pnictides through critical interlayer
distances for pnictogen bondings has been important
for (i) inferring crucial ingredients for the appearance of
superconductivity, (ii) the discovery of a new type of a col-
lapsed transition, the so-called half-collapsed tetragonal
transition and (iii) the discovery of a superelastic behavior
in intermetallic compounds with exceptionally large and
recoverable strain.

Hydrostatic vs. uniaxial pressure - Whereas we have
introduced above why iron-based superconductors are
promising candidate systems for exploring the effects of
pressure, it is our aim to also outline here how different
types of pressures, which are experimentally available,
affect the electronic properties of this material class. In
more detail, we will emphasize why specific ground states
in iron-based superconductors, such as nematicity, have
motivated the use of different types of physical pressure
and thus, how the research on iron-based superconduc-
tors contributed significantly to the development of new
or advanced experimental methods, which are of rele-
vance for the wider class of correlated electron materials.
Specifically, we will focus on the impact of hydrostatic and
uniaxial pressure (see Fig.1 (f)), which are distinct in their
effect on the underlying crystal lattice [78]. Whereas for
hydrostatic pressure the force is equally distributed to all
crystal surfaces, and thus the tuning parameter of hydro-
static pressure itself is non-directional, uniaxial pressure
is highly directional, since the force is applied along a
specific crystallographic direction. Correspondingly, the
comparison of hydrostatic vs. uniaxial pressure allows
the investigation of how interesting electronic orders re-
sponds to distinctly different lattice deformations.

Overview - The remainder of this article is structured
as follows. In section 2, we will describe experimental
methods to apply hydrostatic and uniaxial pressure, and
outline advances in experimental techniques, which allow
a determination of the phase diagrams under pressure.
In Secs. 3 and 4, we will then describe our own efforts in
the determination and refinement of the temperature-
pressure phase diagrams of several members of the family
of iron-pnictides using hydrostatic pressure. In particu-
lar, we will focus on recent insights into the interplay of
superconductivity, nematicity and magnetism under hy-
drostatic pressure in FeSe (Sec. 3.1) and Ba(Fe1−x Cox )2As2

(Sec. 3.2). We will also discuss the occurrence of structural
instabilities, i.e., collapsed-tetragonal transitions, related
to the interlayer bonding of the pnictogen atoms, under
hydrostatic pressure and their effect on the magnetic
and superconducting properties, in Ca(Fe1−x Cox )2As2

(Sec. 4.1) and CaK(Fe1−x Nix )4As4 (Sec. 4.2). After these
discussions on the effect of hydrostatic pressure, we will
briefly outline the role of uniaxial pressure for the tun-
ing of the collapsed-tetragonal transition in Sec. 4.3. Fol-
lowing this, we will summarize in Sec. 5 the current un-
derstanding of the role of uniaxial pressure for probing
and tuning the magnetic, structural and superconduct-
ing properties of iron-based superconductors. Afterwards,
we will show in Sec. 6 our recent efforts, which allow the
study of the combined effects of hydrostatic and uniaxial
pressure, and outline their potential for the study of the
iron-based superconductors. We conclude this paper in
Sec. 7 by providing a summary and outlook, which high-
lights, how the improved set of techniques, now available
under pressure, might be relevant for the study of the
wider class of correlated materials.

2 Tuning by hydrostatic and uniaxial
pressure: Experimental methods

In this section, we will describe experimental methods to
apply physical pressure to correlated electron systems. In
particular, we will review methods of how to apply hydro-
static as well as uniaxial pressure. This will be followed by
a summary of recent advances in experimental measure-
ments, that have been adapted to these pressure environ-
ments so as to detect the properties of correlated matter
under pressure.

Prior to a detailed description of these experimental
methods, we want to introduce the notion of ”stress con-
trol” vs. ”strain control” (see Hicks et al. [79] and Barber et
al. [80]). This clarification is needed, since either stress or
strain corresponds to the control variable depending on
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the experimental design, despite the fact that an applied
stress induces a strain in a material and vice versa. In brief,
whether stress or strain is controlled in a specific setup
depends on the spring constant of the apparatus kapp

compared to the sample’s spring constant ks . For a small
spring constant of the apparatus kapp ¿ ks , the control
parameter is stress, whereas for a large spring constant of
the apparatus kapp À ks , strain is the control parameter.
As suggested by the above analysis [79, 80], we will label
the different techniques by their control parameter. In
general, independent of whether uniaxial strain or uniax-
ial stress is the control parameter of a specific experiment,
it is important to note that due to the Poisson’s effect the
length change in a sample will not be purely uniaxial, i.e.,
the sample will also be strained along the two other di-
rections, perpendicular to the one along which uniaxial
strain or stress is applied. The so-called Poisson ratio ν

measures the ratio of the strains induced along different
crystallographic directions. Typically, for ordinary materi-
als, |ν| < 1 [81].

Hydrostatic pressure - Moderate hydrostatic pressures
are typically applied by placing a sample into the small
sample space of a pressure cell [82–85], in which the
sample is then surrounded by a pressure-transmitting
medium. The medium ensures that the applied force,
which results from, e.g., the application of a force to a
piston or an anvil, is equally distributed to all sample sur-
faces. Note that in these kinds of experiments, the spring
constant of the pressure medium (rather than the one
of the pressure cell body etc.) is the one, which is typi-
cally a lot smaller than that of the sample (kapp < ks),
and thus, stress and not strain is the control parameter
(Note that this inequality causes concerns and puts some
restrictions on the choice of the pressure medium, e.g.,
for organic samples).

The degree of hydrostaticity of the applied pressure
depends very sensitively on the properties of the cho-
sen medium, such as the solidification temperature. The
solidification of the pressure medium typically leads to
deviations from the desired ideal hydrostaticity [86]. For
this reason, the use of Helium gas, which is either in its
gaseous or liquid state down to much lower temperatures
[87, 88] compared to any liquid pressure medium [86] (liq-
uid pressure medium denotes that the medium is liquid
at room temperature and ambient pressure), ensures the
best hydrostatic conditions at low temperatures. However,
the use of He gas is frequently limited to the low-pressure
range (p . 1GPa). Larger pressures (p . 10GPa) are of-
ten achieved by using a liquid pressure medium, which is
chosen such that it does not solidify at room temperature
across the full pressure range of interest. In this way, hy-
drostaticity of the medium is ensured during the pressure

change, which is performed at room temperature using a
hydraulic press. Conversely, given that Helium gas only so-
lidifies at very low temperatures, the use of Helium gas as
a pressure transmitting medium also provides the appeal-
ing opportunity to perform isothermal measurements as
a function of pressure, i.e., pressure can be varied in situ
at constant (low) temperature [89].

In this paper, we will review results from measure-
ments, performed in Helium-gas pressure cells (p .
0.3GPa) [90], piston-pressure cells (p . 2.5GPa) (see
Fig. 2 (b)) [84] with a 4:6 mixture of light mineral oil and
n-pentane as a pressure-transmitting medium as well
as modified Bridgman anvil cells (p . 6GPa) [91] with
a 1:1 mixture of n-pentane:iso-pentane as a pressure-
transmitting medium. We will discuss the implications
of potential non-hydrostatic pressure components, when-
ever appropiate. Also, we will refer to liquid-medium pres-
sure cells, whenever the medium is liquid at room tem-
perature, whereas we refer to gas-medium cells, when the
medium is gaseous at room temperature. The absolute
pressure value at low temperatures is typically determined
by the shift of the superconducting transition tempera-
ture of either lead (Pb) [92], tin (Sn) [93] or indium (In)
[94].

Uniaxial stress and strain control in piezo-based de-
vices - Uniaxial pressure is distinct from hydrostatic pres-
sure, as the applied force, which acts on the crystal, is
highly directional. Compressive uniaxial stress or strain
can, e.g., be experimentally realized by fixing a sample
between two anvils [95, 96]. Conversely, tensile stress or
strain can be achieved by pulling on two ends of a sample
[97,98], e.g. in so-called ”quartz puller” [97] or ”horseshoe”
devices [38]. More recent technical developments in-
volve the use of piezoelectric actuators [37, 79, 80, 99–101],
which can be conveniently, controllably and continuously
strained by the application of an external voltage and
therefore allow a control of uniaxial strain or stress of sam-
ples in situ at low temperatures. To this end, samples are
either directly attached to the actuator [37, 100, 101], or
placed between two plates [79, 80], one of which can be
moved by the piezoelectric actuator. In each case, care has
to be taken to ensure a homogeneous strain and stress
distribution across the samples and a non-ideal strain and
stress transmission of the glue (epoxys), which is used to
fix the samples ridigly to the apparatus, must be taken
into account [79, 101]. In addition, the thermal expansion
mismatch between the sample and the device inevitably
leads to temperature-dependent changes of the absolute
strain, the samples are exposed to [79,101]. In novel piezo-
based uniaxial-stress cell designs [79, 80], which are com-
mercially available from Razorbill Instruments [102], the
expansion mismatch effects were minimized by placing
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Figure 2 Specific heat under hydrostatic pressure in piston-
pressure cells. (a) Schematic view of the arrangement of the
heater, sample and thermometer for ac specific heat measure-
ments under pressure; (b) Schematic diagram of the piston-
pressure cell which is used in most of our own work, which are
presented in this manuscript; (c) Enlarged view on the sample
assembly inside the sample space (inside the Teflon cup) and
the pressure-cell feedthrough; (d) Photograph of the sample
assembly, and the Pb manometer, on top of the pressure-cell
feedthrough. Reprinted with permission from Ref. [103], Copy-
right AIP Publishing 2019.

three actuators in series, which effectively cancels the ap-
paratus’ temperature-induced thermal expansion effects
on the sample. The amount of applied strain can be in-
ferred, to varying degrees of success (i.e. depending on
relative kapp and ks values) via measurements of the resis-
tances of strain gauges, or via capacitance measurements
of a plate capacitor. In even more recent designs of piezo-
based devices [80], the apparatus has been extended to
house a force sensor in addition to the displacement sen-
sor. The combination of both is advantageous for the de-
tection of potential non-elastic deformations of either the
sample or the sample mount.

Measurement probes under hydrostatic pressure - For
the determination of phase diagrams of correlated materi-
als at ambient pressure, a combination of thermodynamic
and transport measurements is usually employed. Among
the large number of techniques, resistance, magnetization
and specific heat measurements are frequently used tools

to detect phase transitions and determine their transition
temperatures. Given the limited space in pressure cells
and the large amount of pressure cell material, different
aspects, specific to the measurement probe, need to be
considered when performing resistance, magnetization
or specific heat measurements under hydrostatic pres-
sure. Lab-built (see e.g. [84, 91]), as well as commercially-
available pressure cells up to pressures as high as several
GPa are available, which guarantee an electrical connec-
tion into the sample space, see e.g. Almax Ltd. [104]. In
many cases, these cells are then used for resistance mea-
surements by employing a standard four-point config-
uration. For magnetization measurements under pres-
sure, commercial pressure cells (such as the HMD High
Pressure Cell for Magnetometry, sold by Quantum De-
sign [105]) are available, which allow measurements up
to 1 GPa in commercial Quantum Design MPMS magne-
tometers. A big challenge here is to subtract the sizable
background contribution of the pressure cell from the
measured signal [106]. Alternatively, measurements of the
magnetic susceptibility by using an ac technique can be
performed inside a pressure cell. Certainly, this technique
is not as sensitive to small moments as the commercial
SQUID-based MPMS, but it offers the possibility to mea-
sure frequency-dependent magnetic properties, which
can be of relevance for, e.g., spin glasses [107] and has the
great potential for significant miniaturization, which is es-
sential for application at even higher pressures [108, 109].
Specific heat measurements under pressure turn out to
be particularly difficult, as (i) the sample mass is usu-
ally very limited and (ii) the heat flow through sample,
medium etc. is difficult to account for in modelling of the
temperature relaxation, which leads to complications in
the subtraction of large background contributions from
the measured data. In this regard, the technique of ac
calorimetry has proven to be particularly suited [110–117].
Here, the sample is heated by an oscillatory heat source
and the resulting temperature oscillation contains infor-
mation on the specific heat of the sample (see Fig. 2 (a)).
The main advantage for the use of this technique in the
pressure cell is related to the choice of the heating fre-
quency. This allows the performance of measurements on
a time scale, which is much faster than the relaxation time
to the bath (i.e., the pressure medium and the pressure
cell). As a result, to a first approximation, the sample is
effectively decoupled from the bath, which in principle
allow the extraction of absolute values of the specific heat
on a semi-quantitative level [110]. Although ac calorime-
try measurements under pressure have a long-standing
history in the community [110–117], its use was typically
restricted to narrow temperature ranges due to reasons
related to the sensitivity of the thermometers used. In
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our efforts to determine the phase diagram of iron-based
superconductors under hydrostatic pressure, which typ-
ically undergo a cascade of phase transitions over wide
temperature ranges, we recently reported on an optimiza-
tion of the thermometry of such an ac calorimetry setup
to measure specific heat over wide temperature ranges
in conventional piston-pressure cells up to 2.5 GPa (see
Fig. 2) [103]. By utilizing commercially-available Cernox
thermometers to pick up the temperature oscillations of
the sample, we demonstrated that we can measure the
specific heat of a sample of interest over a temperature
range as wide as up to 150 K (and likely even larger). In
Sec. 3 and 4 below, we will show how our combined ef-
forts of transport and thermodynamic investigations un-
der hydrostatic pressure (in particular those of the specific
heat, using the aforementioned optimized ac calorimet-
ric technique) have advanced the understanding of the
phase diagrams of several iron-based superconductors.
For completeness, we would also like to mention that
efforts have been made to adapt other thermodynamic
probes into pressure cells. Specifically, we want to refer
the reader to the successful implementation of a capac-
itive dilatometer into a Helium gas pressure cell, which
allow high-resolution thermal expansion measurements
of solids up to 0.25 GPa [89, 118].

Measurement probes under uniaxial pressure - For ther-
modynamic and transport measurements under uniaxial
stress/strain, similar challenges have to be faced as is the
case for measurements under hydrostatic pressure. In
particular, to measure specific heat, the ac calorimetry
technique has been succesfully employed to e.g. measure
the specific heat signature of the superconducting transi-
tion in Sr2RuO4 under uniaxial strain [119]. The choice in
favor of the technique of ac calorimetry is also motivated
by the desire to effectively decouple the sample from the
uniaxial strain cell. Conversely, given the recent successes
in tuning uniaxial strain in situ, this has initialized ideas
to use ac elastocaloric measurements as a tool to explore
specific heat [120]. The key idea here is, that similar to the
oscillating heat in ac calorimetric experiments, an oscillat-
ing strain can induce a temperature oscillation, related to
the specific heat of the sample and which can be recorded
by a thermometer. Proof-of-principle tests of this idea
were presented for the iron-pnictide BaFe2As2 [120]. The
extension to use the ac elastocaloric technique for mea-
surements of the specific heat at finite offset strains is
underway [121]. In addition, thermal expansion measure-
ments can also be performed under uniaxial pressure
[122].

3 Effect of hydrostatic pressure on
superconductivity, magnetism and
nematicity

In the following, we will describe the current under-
standing of the temperature-pressure phase diagrams
of selected iron-based superconductors. In this section,
we will primarily focus on the prominent interplay of
superconductivity, nematicity, magnetism in FeSe and
Ba(Fe1−x Cox )2As2 under hydrostatic pressure. These sys-
tems are, for different reasons, often referred to in dis-
cussions of the universal picture of the phase diagrams
of iron-based superconductors. Although our studies of
the collapsed tetragonal (cT) phase could logically fit into
this section, the cT is different enough that we discuss it
separately in section 4 of this paper.

3.1 Phase diagram of FeSe under hydrostatic
pressure

In FeSe, the absence of long-range magnetic order de-
spite the presence of nematic order [123] is striking and
resulted in a large interest [58] in this purely nematic
state and its interrelation with superconductivity. Given
that strong magnetic fluctuations were observed at am-
bient pressure [124–129], the ”sought-for” magnetically-
ordered ground state was found to be stabilized in FeSe
by the application of modest hydrostatic pressure, p &
0.9GPa, as first demonstrated by µSR measurements un-
der pressure [62]. This observation initiated ideas that
the phase diagram of FeSe might depict features which
are compatible with the universal phase diagram of iron-
based superconductors [130, 131] and therefore might
still be consistent with a magnetically-driven mechanism
for nematicity and superconductivity. However, this pic-
ture continues to be questioned, in particular for the low-
pressure non-magnetic nematic state [132,133], for which
an orbital-driven mechanism is discussed on equal foot-
ings to the spin-driven one, see e.g. [134–141]. At the same
time, hydrostatic pressure as a tuning knob in FeSe is par-
ticularly interesting, since the application of hydrostatic
pressure also revealed a large tunability of the supercon-
ducting Tc , i.e., an increase of Tc by almost a factor of 4 by
a pressure increase of ≈ 4 GPa [142–149].

In more detail, the temperature-pressure phase dia-
gram of FeSe can be described as follows (see Fig. 3 (a)
for a schematic, enlarged view on the low-pressure p .
2.5GPa region of this phase diagram). At ambient pressure,
FeSe undergoes a second-order nematic, tetragonal-to-
orthorhombic phase transition at Ts ≈ 90 K [123] and be-

Copyright line will be provided by the publisher 7



E. Gati et al.: Hydrostatic and uniaxial pressure tuning of iron-based superconductors

Figure 3 (a) Schematic temperature-pressure phase diagram
of FeSe for hydrostatic pressures up to 2.5 GPa. Tet (o) stands
for tetragonal (orthorhombic), pm (m) for paramagnetic (mag-
netic) and sc for superconducting. Multiple states exist in each
shaded region; for example at lowest temperature and pres-
sure there is a superconducting, orthorhombic state with no
long-range magnetic order (i.e., paramagnetic in terms of disor-
dered moments). The purple dotted lines, labeled with p1 and
p2, mark characteristic pressures in the phase diagram: p1

marks the onset of magnetic order and p2 corresponds to the
pressure, at which the magnetic and orthorhombic transition
merge into a single transition; (b) Selected specific heat divided
by temperature, C /T , data plotted as a function of temperature,
T , for different pressures in the range 0 GPa≤ p ≤ 2.36GPa.
Light grey squares, triangles and circles mark the position of
the superconducting, magnetic and structural transition, respec-
tively. Copyright American Physical Society 2019.

comes superconducting below Tc ≈ 8.5K [18, 150]. Upon
pressurization, Ts is suppressed and Tc increased. Above
the onset of magnetic order at p ≈ 0.9GPa [62, 131, 151–
153], which we will label by p1 throughout the manuscript,
Tc is initially suppressed [148, 149, 154], and magnetic
order occurs at a transition temperature TN , which is
well below Ts (TN < Ts ). X-ray measurements under pres-
sure showed that this second-order magnetic transition
at TN results in an increase of the orthorhombic distor-
tion [131, 133], which was interpreted as a sign of a co-
operative coupling of magnetism and nematicity. This re-
sult also supports an interpretation in favor of stripe-type
magnetic order in FeSe under pressure, since the lattice
symmetry is broken in the same way as for stripe-type
magnetic order, e.g., in the 122 pnictides [2, 155]. The idea
of stripe-type magnetic order was further substantiated
by NMR measurements under pressure [130, 156]. How-
ever, a clear experimental identification of the magnetic
configuration of FeSe under pressure by, e.g., neutron
diffraction is still lacking likely due to the small moment of
≈0.2µB /Fe, which was inferred from the µSR [62,151,157]

and Mössbauer measurements [131, 133]. At even higher
pressures of p ≈ 1.6GPa (labeled by p2 in the following),
the magnetic and structural transition lines merge into
a simultaneous, first-order transition line [131, 133]. The
magneto-structural transition line depicts a dome, cen-
tered around 5GPa, with a maximum transition tempera-
ture Ts,N ≈ 45 K [133, 153]. For p2 < p . 5GPa, the super-
conducting Tc shows an overall increase; Tc becomes max-
imal close to the pressure at which the magneto-structural
transition is suppressed (p ≈6 GPa) and where FeSe re-
mains tetragonal, but still magnetic to lowest tempera-
tures. Finally, for even higher pressures at ≈ 7.7GPa FeSe
undergoes a pressure-induced transition from a tetrag-
onal to an orthorhombic crystal structure over a wide
temperature range [133], which likely is the reason for the
loss of superconductivity at low temperatures.

Whereas many investigations focused on an identifica-
tion of the various ground states under pressure, many ef-
forts have also been devoted to study the evolution of mag-
netic and nematic fluctuations under pressure. Despite
the absence of long-range magnetic order at ambient pres-
sure, strong magnetic fluctuations of both stripe-type and
Néel-type were detected [124–129]. Upon cooling through
Ts at ambient pressure, the spectral weight of the mag-
netic fluctuations is shifted towards lower energies and
towards stripe type order. Since NMR measurements re-
vealed that magnetic fluctuations become only strongly
enhanced below Ts , it was suggested that orbital order is
the driver of nematicity at ambient pressure [158]. How-
ever, it was also pointed out that the presence of sizable
magnetic fluctuations might be taken as an indication
that magnetic frustration might play a major role for the
absence of long-range order at low pressures [135] and
thus, the absence of magnetic order might still be con-
sistent with a spin-driven scenario. Upon pressurization,
low-energy magnetic fluctuations set in below a temper-
ature T ′ ≈ 90K, which was found to be almost indepen-
dent of pressure [130, 156]. Based on this observation,
it was argued that the coincidence of T ′ and Ts at am-
bient pressure might be accidental and thus, might be
still consistent with a spin-driven scenario. In addition, it
was observed that the occurrence of the measurable low-
energy magnetic fluctuations correlates with the onset
of local nematicity, which is consistent with the notion
of a cooperative coupling of nematicity and magnetism
[156]. Overall, whereas it has been appreciated that this
cooperative coupling of magnetic and structural order
has led to similarities in the phase diagram of FeSe for
high pressures and the archetypal 122 phase diagram, it
has also been questioned whether these ideas also apply
for the nematic order in the low-pressure regime. In fact,
several papers recently argued on the basis of pressure-
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Figure 4 Specific heat anomaly in FeSe at the superconduct-
ing transition, ∆C /T , in the pressure regimes 0 GPa≤ p ≤
0.84 GPa (p < p1, a), 0.91 GPa≤ p ≤1.58 GPa (p1 < p <
p2, b) and 1.72 GPa≤ p ≤2.36 GPa (p > p2, c). The dotted
lines in the inset of (a) indicate exemplarily the equal-area con-
struction in ∆C /T used to determine the superconducting jump
size ∆Csc /Tc and the critical temperature Tc ; The inset of (c)
shows a blow-up of the data set in the main panel. Reprinted
with permission from Ref. [160], Copyright American Physical
Society 2019.

dependent measurements on FeSe that the nematic order
for low and high pressures should have a distinctly differ-
ent origin [132, 133, 159].

Further open questions, concerning the temperature-
pressure phase diagram of FeSe, relate to the interplay
of superconductivity and the various normal states, i.e.,
the purely nematic state, the magnetic-nematic state,
the magnetic-tetragonal state and the highest-pressure
orthorhombic state. In particular, the simultaneous en-
hancement of the superconducting critical temperature
Tc and the magnetic-nematic transition temperature Ts,N

over most of the pressure range, in which both orders are
present, is not expected in a very simplified picture of
competing orders [58]. Instead, it was intuitively expected
that a fierce competition between two orders should result
in a decrease (increase) of the transition temperature of
the order, which is suppressed (promoted) by the tuning
parameter. As a result, this observation of a simultane-
ous increase of both transition temperatures has initiated
ideas of a cooperative nature of superconductivity and
magnetic-nematic order in FeSe under pressure [62, 161].
In addition, a significant decrease of the magnetic hyper-
fine field has only been found for pressures close to the
onset of magnetic order (0.9 GPa. p .1.4 GPa) [62, 151],
and no anomaly that could be associated with Tc was ob-

served in high-pressure NMR measurements [130]. Con-
sequently, it was speculated that superconductivity in
FeSe might not even be bulk for high pressures p > p2

[130, 162]. Along these lines, it was observed that the fea-
ture of the superconducting transition in resistance mea-
surements is significantly broader [152, 153, 161], when-
ever superconductivity is proposed to coexist with the
magnetic-nematic order, which might be indicative of a
filamentary superconducting state. The question of the
bulk or filamentary nature of superconductivity over wide
pressure ranges is particularly important to understand
the interplay of superconductivity with different normal
states. In this regard, FeSe is an important reference sys-
tem, since the multitude of different normal states can be
conveniently accessed by moderate hydrostatic pressures
without introducing changing levels of disorder.

Motivated by the search for bulk superconductivity,
we performed a thermodynamic investigation of the
temperature-pressure phase diagram up to a pressure
of p ≈ 2.36GPa by utilizing measurements of the specific
heat, C [160]. These data were obtained by the technique
of ac calorimetry, which was introduced in Sec. 2. The op-
timized thermometry of our setup [103] was highly bene-
ficial for this study, since it allows the study of the specific
heat of one single sample under pressure from low T , be-
low the superconducting Tc , to temperatures as high as
at least 100 K, i.e., much higher than Ts at ambient pres-
sure, as can be seen in example data sets of C /T vs. T in
Fig. 3 (b). This therefore allows the identification of all the
salient phase transitions which are associated with the
temperature-pressure phase diagram of FeSe.

Now we will discuss the two central results of our spe-
cific heat study [160]. First, we focus on the question
of bulk superconductivity. For all pressures studied up
to 2.36 GPa, we found a specific heat feature, that can
be associated with the transition into the superconduct-
ing state. The respective transition temperatures Tc are
depicted in the temperature-pressure phase diagram in
Fig. 5, together with the magnetic and structural transi-
tion temperatures TN and Ts , which we were also able
to determine from our specific heat data. Initially, for
p < p1, we find an increase of Tc with increasing p. With
the onset of magnetic order at p1, Tc is immediately sup-
pressed with pressure, and subsequently goes through a
minimum, centered around p2. Above p2, Tc shows a very
mild increase with increasing pressure again. In the same
pressure range, the merged magneto-structural transition
at Ts,N also shows a positive pressure dependence, i.e.,
dTs,N /dp > 0. Thus, our thermodynamic investigations
confirm a simultaneous increase of Tc and Ts,N with p.
We want to note, though, that this result is per se not in-
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Figure 5 Comparison of the temperature-pressure phase diagram of FeSe, as constructed from specific heat measurements
(solid symbols), with the phase diagrams, determined from other measurements (open symbols); (a) Temperature-pressure
phase diagram, determined from specific heat measurements. Red squares denote the structural transition temperature from the
tetragonal (tet) into an orthorhombic (o) state. Black squares indicate the position of the superconducting transition (sc). Blue
squares mark the position of the transition from the paramagnetic (pm) to the magnetic (m) transition; (b) Comparison of the
specific-heat phase diagram with the one of x-ray diffraction [131]; (c) Comparison of phase diagram from specific heat with data
from x-ray diffraction [131], NMR [156] and resistance [148], all taken on crystals from the same source; (d) Enlarged view on the
low-temperature region of the phase diagram, presented in (c), on a linear temperature scale. Reprinted with permission from Ref.
[160], Copyright American Physical Society 2019.

consistent with the notion of competing orders, even if it
is unusual.

A closer look on earlier theoretical models of compet-
ing spin-density wave and superconducting order in itin-
erant systems [163] shows that that an increase of TN with
p should lead to decrease in Tc /TN rather than a decrease
of Tc itself with p. Stated differently, if the magnetic or-
der is promoted with p, then the superconducting order
is effectively suppressed as long as dTc /dp <dTs,N /dp.
That this condition is indeed satisfied for the thermo-
dynamic Tc (p) and Ts,N (p) can be seen with bare eyes
when looking on the phase diagrams in Fig. 5 (a) with a
logarithmic temperature scale and even more clearly in
Fig. 5 (d) with a linear temperature scale (solid symbols).
Thus, our thermodynamic phase diagram data is fully con-

sistent with the notion of competing superconducting and
magnetic-nematic order. This result is further supported
by the evolution of the superconducting jump size in the
specific heat as a function of pressure ( [160], see Fig. 4).
Whereas the superconducting jump size is increased with
increasing pressure for p < p1, it becomes suppressed
with increasing p soon after the onset of magnetic order
at p1 and continues to be suppressed across p2. Given
that the superconducting jump size in specific heat mea-
surements, in a simple BCS picture, measures the amount
of superconducting condensation energy, the strong re-
duction of the jump size with the onset of magnetic order
is fully compatible with a competition of magnetic order
and superconductivity, leading to either a microscopic
coexistence or a macroscopic phase segregation. Over-
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all, the observation of a finite specific heat jump for any
pressure strongly suggests that superconductivity is bulk
across the entire pressure range, in particular also in the
pressure range, in which FeSe also shows a competing
magnetic-nematic order.

The second result, which we obtained from a study
of the thermodynamic phase diagram, is inferred from a
detailed comparison to previous literature results on the
temperature-pressure phase diagram, which were con-
structed from a variety of techniques (see Fig. 5 (b)-(d)).
Specifically, in these plots, we compare the specific heat
phase diagram (solid symbols) with the ones inferred from
measurements of x-ray diffraction [131] (b), NMR [156]
and resistance [148] (c) (each shown by open symbols),
which were all taken on single crystals from the same
source and mostly in a very similar pressure environment
(only the x-ray diffraction data was taken in a He pressure
environment). In Ref. [160], we also included a compari-
son to measurements of the dc magnetization [154] and
µSR measurements [62, 132, 151], which are also avail-
able in literature, but which were taken on samples of a
different source. Our main observation is that, whereas
the superconducting and structural transition tempera-
tures Tc and Ts show a very good agreement for p < p1,
Tc and TN inferred from the different techniques show
strong discrepancies for p > p1. In an attempt to recon-
cile these observations, we suggested in Ref. [160] that
our results indicate wide temperature ranges of fluctua-
tion magnetic and superconducting orders, i.e., non-long
range and non-static magnetism and superconductivity,
since specific heat measurements provide the bulk and
static transition temperatures. We will outline this idea in
the following in more detail.

For the superconducting transition, the Tc from spe-
cific heat is well below the temperature, for which resis-
tance reaches zero (see Fig. 5 (c)) and also below the onset
of diamagnetism (not shown here) for p > p1. In addi-
tion, we observed a sudden change in the shape of the
specific heat feature right at p1 from almost mean-field-
like for p < p1 to a broader, λ-like feature for p > p1

(see Fig. 4). Also, the superconducting transition in resis-
tance measurements is known to become significantly
broader with the onset of long-range magnetic-nematic
order, and becomes sharp again for very high pressures
around 6 GPa, where magnetic-nematic order is absent
[152, 153, 161]. Taken together, these observations sug-
gest an intrinsic change of the superconducting proper-
ties when entering the magnetic-nematic state, which is
present for p1 ≤ p . 6GPa. Two possible scenarios might
account for the experimental observations. In scenario
one, the broader specific heat feature at Tc for p ≥ p1 can
be interpreted as a signature of superconducting fluctu-

ations becoming of importance in a wider temperature
range above Tc . The onset of diamagnetism at T > Tc

would also be fully consistent with this picture. If this was
the case, then the observed changes in the specific heat
across p1 are likely related to changes of the Fermi sur-
face with the onset of magnetic order, which thus place
FeSe even deeper into the BCS-BEC crossover regime
[164]. The proximity of FeSe to the crossover from BCS
to BEC superconductivity was already suggested from
ambient-pressure studies of FeSe [165–169], owing to its
small Fermi energy, which is comparable to the super-
conducting gap size. The alternative, second scenario in-
vokes electronic inhomogeneity, which would give rise to
static short-range orders (i.e., a spatially fluctuating state).
We want to stress though, that the inhomogeneity then
must be intrinsically induced by the occurence of mag-
netism, since no disceprancy in the superconducting Tc

was found for p < p1. In fact, recently, such a scenario was
discussed for a charge analogue of the magnetic-nematic
state [170]. As a result, it was argued that non-bulk super-
conductivity might preferably form in the proximity of
domain walls, that are created by magnetism and pinned
by the presence of weak disorder, inevitable in any real
crystal. This scenario has been coined with the term of
”fragile superconductivity” [170].

Now we turn to a similar discussion of the inferred
magnetic transition temperatures. Overall, we find that
the magnetic transition temperatures, determined from
specific heat, are at the lower bound of the ones reported
in literature. To illustrate this, we first contrast our spe-
cific heat phase diagram with the phase diagram from x-
ray diffraction measurements [131] (see Fig. 5 (b)), which
measure an increase in orthorhombicity in response to
magnetism. Since x-ray diffraction measurements there-
fore probe - similar to thermal expansion measurements
- the change of the bulk, average lattice parameters and
not local structural deformations, similar transition tem-
peratures TN should be inferred from specific heat and
x-ray diffraction. That this is indeed the case, is demon-
strated in Fig. 5 (b). In contrast, transition temperatures,
inferred from resistance [148, 152] and NMR measure-
ments [130, 156] (see Fig. 5 (c)) and µSR measurements
[62, 132, 151] (not shown) all give distinctly higher tran-
sition temperatures. In fact, there appears to be a cor-
relation of the inferred transition temperature and the
time scale on which the respective techniques probe mag-
netism. µSR, which is sensitive to the magnetism on the
fastest time scale among the techniques investigated,
gives the highest transition temperatures TN , followed
by NMR and subsequently specific heat. This correlation
therefore naturally suggests that there is a wide range of
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temporal fluctuating magnetic order, preceding the for-
mation of long-range magnetic order.

Overall, our finding of wide ranges of fluctuating order
in the presence of strongly competing electronic orders
resembles close similarities to the phase diagram of un-
derdoped cuprates [171]. For the latter material class, it
is by now appreciated that charge order competes with
superconductivity. In addition, wide temperature ranges
of fluctuating order were reported in this underdoped
regime of the cuprate phase diagram. Based on this so far
purely phenomenological analogy, we assign our findings
in FeSe under pressure to effects of the competition of
magnetic-nematic order and superconductivity. As a re-
sult, FeSe might turn out to be an important reference sys-
tem for the study of effects resulting from the competition
of superconductivity and other types of electronic orders.
This view is initiated by the fact that the pressure tunabil-
ity of FeSe from a non-magnetic nematic to a magnetic-
nematic ground state in the presence of superconduc-
tivity allowed us to correlate the onset of fluctuating su-
perconducting and magnetic orders with the presence of
the competing magnetic order without introducing addi-
tional disorder. In this sense, the temperature-pressure
phase diagram of FeSe continues to offer important new
insights into the phase interplay in high-temperature su-
perconductors and is certainly worth further investiga-
tions in the future. Despite the potential surprises, which
might be unraveled in future studies, one of the central
goals should be an unequivocal determination of the mag-
netic order by neutron scattering. This result will be of
particular importance for an in-depth discussion of the
origin of the extended temperature ranges of fluctuating
in FeSe under pressure. In addition, it might be impor-
tant to conduct studies of the bulk phase diagram, e.g.,
via specific heat measurements in anvil pressure cells, to
investigate whether the discrepancy between the bulk Tc

and the resistive Tc persists up to higher pressures, where
the maximum of Tc was observed previously [143].

In addition, open and timely questions about the in-
terplay of nematicity, superconductivity and magnetism
remain for the sulfur-substituted variants FeSe1−x Sx . This
series received attention, as the combination of the chem-
ical pressure, induced by isoelectronic S substitution, with
physical hydrostatic pressure has provided the oppor-
tunity to separate the nematic and the magnetic order
on the hydrostatic pressure axis [162, 172, 173]. As a re-
sult, a nematic quantum critical point, which is decou-
pled from long-range magnetic order, was found and,
correspondingly, studies of its critical properties and the
role of nematic fluctuations for superconductivity were
possible. For example, from detailed resistance studies
[174] around the nematic critical point at pc ≈ 0.6GPa

in FeSe0.89S0.11 , it was inferred that there are changes
of the effective mass across pc , but no divergent behav-
ior was observed. Thus, it was argued that the nematic
fluctuations are finite, but not critical at pc . In addition,
no enhancement of superconducting Tc was observed
close to pc . Based on these findings, it was proposed that
the nematic quantum criticality might be quenched by
a strong nematoelastic coupling to the lattice. Similar
ideas were recently also brought forward by theoretical
considerations [175]. However, the notion of a nematic
quantum-critical point in the absence of magnetism was
recently questioned by µSR measurements under pres-
sure [176] on samples with the same S concentration, i.e.,
FeSe0.89S0.11. Their main finding was that the magnetic
dome spans to pressures as low as 0.6 GPa, which is much
lower than previously reported and right in the same pres-
sure range of the previously-proposed pc for a purely ne-
matic quantum-critical point. These issues, which are
related to the temperature-pressure phase diagrams of
FeSe1−x Sx , should also be addressed in the future.

3.2 Phase diagram of Ba(Fe1−xCox )2As2 under
pressure

As outlined previously, studies of the Ba(Fe1−x Cox )2As2

system have contributed significantly to our understand-
ing of the iron-based superconductor phase diagram. In
the following, we will discuss the effect of pressure as
a ”clean” tuning parameter on magnetism, nematicity
and superconductivity. We will compare the temperature-
pressure phase diagrams [177] with those revealed in sub-
stitution studies, and highlight similarities and differences
in the response of electronic order to the different tuning
approaches.

3.2.1 Effect of hydrostatic pressure on the magnetic and
nematic transition temperatures for low Co doping

In light of the observations of (i) a purely nematic state
that is separated from any static and long-range mag-
netism in FeSe at ambient pressure [58, 123] and (ii) a
wide range of x values in Ba(Fe1−x Cox )2As2, for which
Ts > TN [4, 73, 178, 179], as well as a limited range of x for
which TN is suppressed to zero but there is still a finite Ts

value, it is important to understand which parameter(s)
controls the extent of non-magnetic, nematic order in the
phase diagrams of iron-based superconductors [16]. This
point has been investigated intensively by using chemi-
cal substitution as a tuning parameter in the 122 family.
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Reprinted with permission from Ref. [177], Copyright American
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Whereas electron doping, as mentioned above, results in
a splitting of Ts and TN [4], no splitting was found in the
case of hole doping or isoelectronic substitution and the
magneto-structural phase transition remains a simultane-
ous first-order transition (Ts = TN ) [25, 28]. These exper-
imental tendencies were consistently explained by the-
oretical calculations, which were performed on a micro-
scopic itinerant spin-nematic model [16, 180]. As a result
of these calculations, which were based on a simplified,
two-dimensional ansatz, it was proposed that the phase
diagram of iron-based superconductors is controlled by a
single parameter α, which is mainly dependent on band
structure parameters. Specifically, α was found to depend
on the chemical potential µ and thus the band filling, as
well as the ellipticity δm of the electron pockets, which
is a parameter that is related to the nesting of the Fermi
surface. However, from an experimental point of view, it
has also been pointed out that disorder might play an
important role in the separation of Ts and TN [15, 181].

It is thus of great importance to investigate the response
of Ts and TN to a ”clean” tuning parameter (i.e., hydro-
static pressure), which does not involve changing levels
of disorder. Whereas the effect of pressure [4, 30, 182–185]
is known to suppress Ts and TN and to induce supercon-
ductivity, the finer, more quantitative details of the phase
diagram under pressure in terms of ∆T = Ts −TN were
not elucidated [186, 187].

With the aim to study the effect of pressure on the
splitting of Ts and TN , we investigated the specific heat
up to 2 GPa on a series of Ba(Fe1−x Cox )2As2 samples
with x = 0,0.02 and 0.033 [177]. The choice for specific
heat measurements was motivated by its previous suc-
cess in the determination of the two transition tempera-
tures in the series Ba(Fe1−x Cox )2As2 at ambient pressure
[178, 181, 188, 189], even though both transitions are of-
ten found to be very close in temperature. In addition,
the recently optimized thermometry of our specific heat
setup [103] made it very promising to explore the spe-
cific heat features, associated with magnetic and struc-
tural transitions, despite the fact that the phase transi-
tions occur at relatively high temperatures (up to 132 K).
The temperature-pressure phase diagrams, which we in-
ferred from this study [177] (see also [177] for the bare spe-
cific heat data), are shown in Figs. 6 (a)-(c). For all three
compounds, we find that overall both Ts and TN are sup-
pressed by pressure. On a gross level, this is therefore
consistent with the general picture of the phase diagram
of 122-type iron-based superconductors [4, 30, 182–185],
in which the application of pressure leads to a suppres-
sion of Ts and TN . However, on a finer level, the evolu-
tion of the splitting ∆T = Ts −TN (shown in the insets
of Figs. 6 (a)-(c)) shows a more complicated behavior. For
the undoped parent compound, the application of pres-
sure results in a monotonic increase of ∆T from ≈ 1K at
ambient pressure up to 3.1K at 2 GPa. This behavior of∆T
can also be mapped quantitatively on the phase diagram
as a function of Co substitution by using linear conver-
sion factor between pressure and Co substitution x (see
[177]). For the sample with x = 0.02, we initially observed
an increase of the splitting with pressure as well. How-
ever, above pc ≈ 1.3GPa, ∆T suddenly is reduced with a
further increase of pressure. Last, for x = 0.033, pressure
initially results in a decrease of ∆T until the two transi-
tions likely merge around 1.5GPa. Interestingly, a change
of the Fermi surface topology as a function of doping in
the range 0.02 ≤ x ≤ 0.025 has been reported in several
earlier reports [190–192]. It is thus tempting to assume
that the sign change of the initial slope of the ∆T (p) be-
havior as a function of doping x is related to this change
of Fermi surface topology. To support this hypothesis, we
complemented the pressure-dependent specific heat data
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Figure 7 Schematic representation of the evolution of the temperature splitting between structural and magnetic transition,
∆T = Ts −TN , for Ba(Fe1−xCox )2As2 as a function of an electronic parameter, which tunes the respective transitions from a
simultaneous first-order to separated second-order transitions (indicated by the green arrow). Black arrows indicate the response
of the system to Co substitution, x, and pressure p, before (a) and after (b) the system undergoes a change of Fermi surface
topology. Solid red and blue lines mark the simultaneous first-order magneto-structural transition, whereas dotted red and blue
lines mark the second-order magnetic and structural transition, respectively. Reprinted with permission from Ref. [177], Copyright
American Physical Society 2019.

by measurements of the Hall effect under pressure [177]
on the sample with x = 0.02, for which a sign change of
d(∆T )/dp can readily be induced by crossing pc . Indeed,
these Hall coefficient data showed an anomalous behav-
ior right around pc . Thus, this result strongly suggests that
the sharp kink in the ∆T (p) behavior for the x = 0.02 is
related to a change of Fermi surface topology.

Taken together, the result of our pressure study on se-
lected underdoped samples of Ba(Fe1−x Cox )2As2 is sum-
marized in Fig. 7 in a schematic diagram [177], which com-
pares the effect of pressure with the one of Co substitu-
tion x. Initially, starting from the parent compound, pres-
sure and Co substitution act very similarly in terms of the
splitting (see Fig. 7 (a)). The breakdown of this analogy,
which is associated with a distinctly different response
of the splitting to Co substitution vs. pressure (see Fig. 7
(b)), can be correlated with a change of the Fermi surface
topology, which can either be induced by pressure or Co
substitution. Given that no structural changes have been
reported for BaFe2As2 as a function of pressure or dop-
ing, this result strongly suggests that the evolution of ∆T
is governed by some parameter of electronic origin. In
this picture, a change of the Fermi surface topology re-
sults in a non-monotonic evolution of ∆T as a function of
experimental tuning parameters, such as pressure. This
interpretation of our experimental results is fully consis-
tent with the model calculations of Refs. [16,180]. A future
goal is to use this experimental benchmark, which pro-
vides clear critical pressures and concentrations, for a re-
fined microscopic modeling of the behavior of magnetism
and nematicity in the phase diagram of iron-based su-
perconductors. To this end, band structures, which were
obtained from detailed density-functional theory calcula-
tions, across the change of Fermi surface topology might

be used as a more realistic starting point for a microscopic
model. However, it has to be said that a first attempt to
identify the change of Fermi surface topology in DFT cal-
culations has turned out to be difficult [193], likely due
to the importance of correlations for the detailed band
structure calculations.

3.2.2 Effect of hydrostatic pressure on superconductivity
beyond optimal doping

Whereas the previous section focused on the comparison
of the effect of doping and pressure on the nematic and
magnetic transition in underdoped Ba(Fe1−x Cox )2As2

compounds, we want to discuss here the effect of fine-
tuned hydrostatic pressure on superconducting samples
of Ba(Fe1−x Cox )2As2 with x = 0.075, 0.093 and 0.112,
which are all located in the overdoped regime of the phase
diagram (x > xopt ≈ 0.06−0.07) [4]. To obtain thermo-
dynamic information about the temperature-pressure
phase diagram, we performed magnetization measure-
ments up to ≈1 GPa in a piston-pressure cell on samples
of the three concentrations listed above. Given our results
of a non-linear change of Tc with p up to ≈ 1.3GPa for
the samples with x =0.075 and 0.093, which we will dis-
cuss below, we additionally measured the sample with
x = 0.075 up to ≈2 GPa via heat capacity measurements
in piston-pressure cells in order to check for a possible
sign change of the slope dTc /dp for this particular sam-
ple for higher pressures. The details of the experimental
techniques were introduced in detail in Sec. 2.

The heat capacity, C (T ), and magnetization, M(T )
data for a Ba(Fe1−x Cox )2As2 sample with x = 0.075 for
different applied pressures are shown in Fig. 8. To de-
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Figure 8 Temperature-pressure phase diagram of
Ba(Fe1−xCox )2As2 with x = 0.075. (a) Data of the heat
capacity divided by temperature, C /T , and (b) its temperature
derivative, d(C /T )/dT , for hydrostatic pressures in the range
0.07 GPa ≤ p ≤1.92 GPa. Arrows in (b) indicate the position
of a minimum in d(C /T )/dT , which is used as a criterion to
determine the superconducting transition temperature Tc ; (c)
Magnetization, M , vs. T data up to 1.36 GPa upon increasing
pressure. Inset: M(T ) data on enlarged scales around Tc .
The dashed-dotted line is used to visualize the criterion to de-
termine Tc from the M data; (d) Temperature-pressure phase
diagram for a sample of Ba(Fe1−xCox )2As2 with x = 0.075.
Red squares (black triangles) mark the superconducting
transition temperature Tc , determined from heat capacity
measurements (magnetization measurements). The dotted
brown line is a guide to the eyes.

termine the change of Tc with p, we used the follow-
ing criteria. For heat capacity measurements, we deter-
mined the position of the minimum in d(C /T )/dT and
assigned it to Tc (see Fig. 8 (b)). In the case of magneti-
zation measurements, we used the intersection of two
straight lines, which represent extrapolations from be-
low and above the onset of diamagnetism, to determine
Tc . The resulting temperature-pressure phase diagram is
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Figure 9 Temperature-pressure phase diagram of
Ba(Fe1−xCox )2As2 with x = 0.093. (a) Magnetization,
M , vs. T data up to 1.19 GPa upon increasing pressure. Inset:
M(T ) data on enlarged scales around Tc . Dashed-dotted lines
are used to visualize the criterion to determine Tc from the M
data; (b) Temperature-pressure phase diagram, determined
from magnetization measurements.

shown in Fig. 8 (d). For low pressures, both data sets show
consistently a very moderate increase of Tc with p up
through the highest pressure magnetization data point at
1.3 GPa with an average slope dTc /dp ≈+0.2 K/GPa over
the whole pressure range. Since the magnetization setup
is limited to pressures below ≈1.3 GPa, we can only rely
on heat capacity data for higher pressures. Surprisingly,
the heat capacity data suggest that beyond 1.3 GPa Tc

decreases rapidly with pressure. In summary, Tc (p) thus
exhibits a non-monotonic variation, with a maximum
around pmax ≈1.3 GPa and a pronounced asymmetry be-
tween the low-pressure (p < pmax ) and high-pressure
(p > pmax ) behavior.

Before discussing a possible interpretation of this
data, we will first discuss how the two other overdoped
Ba(Fe1−x Cox )2As2 systems respond to pressure. Figure 9
shows magnetization data, M(T ), and the temperature-

Copyright line will be provided by the publisher 15



E. Gati et al.: Hydrostatic and uniaxial pressure tuning of iron-based superconductors

pressure phase diagram of a sample with x = 0.093. Sim-
ilar to the behavior of the sample with x = 0.075, Tc ini-
tially increases with increasing pressure, until it flattens
around 1 GPa and starts to gradually decrease. In contrast,
for the sample with x = 0.112, for which the data and
the phase diagram are shown in Fig. 10, Tc is suppressed
from the ambient pressure value with increasing pres-
sure over the whole pressure range investigated. We note
that, in general, the hydrostatic pressure dependence of
Tc for all three overdoped compounds is small compared
to the initial uniaxial pressure dependence, which can be
inferred from measurements of the thermal expansion
coefficient at ambient pressure [194, 195]. The initial uni-
axial pressure dependencies are opposite in sign for the
in-plane vs. the out-of-plane direction, with the out-of-
plane pressure dependence approximately being larger in
magnitude than the in-plane pressure dependence, which
is consistent with a small hydrostatic pressure coefficient.

The results of hydrostatic pressure experiments pre-
sented here are remarkable since they reveal an initial
increase and suggest a maximum of Tc (p) for the two
samples with x values which are closer to optimal doping
(x = 0.075 and 0.093). Our results are consistent with pre-
vious reports on samples from the same source [196], and
somewhat consistent with samples from other sources
[197–199]. Some of the latter studies reveal a constant,
positive slope of Tc (p) up to 2 GPa for x ≤ 0.099, whereas
others show a maximum of Tc (p) with a strong decrease
of Tc for higher pressures up to 2 GPa, in accordance with
our data. The origin of these discrepancies for higher p
for the different studies is unclear at present. Irrespective
of the detailed Tc (p) behavior for high pressures, all mea-
surements on overdoped samples for x . 0.1 are consis-
tent in the sense that doping and pressure have a clearly
different effect on Tc , since they suppress and support
the formation of superconductivity, respectively. Only for
the sample with x = 0.112, the application of pressure
has the same effect on Tc as an increase in Co substi-
tution. In fact, the pressure response of Tc was already
discussed intensively in high-temperature cuprate super-
conductors [200,201], with a strong focus on the questions
(i) why the sign of dTc /dp is positive for many overdoped
members, and (ii) why Tc (p) shows a non-linear behav-
ior. Based on these investigations, it was pointed out that
pressure cannot be simply mapped onto a change of car-
rier density, i.e., dTc /dp = dT i

c /dp+dTc /dn dn/dp [201],
with n the charge carrier density. In this equation, the
first term dT i

c /dp accounts for effects that are unrelated
to a charge-carrier density change, induced by pressure.
Such an ansatz accounts for the observation of a posi-
tive slope of Tc (p) or local maxima and minima in Tc (p).
However, the microscopic mechanism behind the term

6 8 1 0 1 2

- 1 . 5

- 1 . 0

- 0 . 5

0 . 0

0 . 0 0 . 5 1 . 0
9 . 6
9 . 7
9 . 8
9 . 9

1 0 . 0
1 0 . 1

( b )

( a )

M 
(a.

u.)

T  ( K )

 0 . 0 9  G P a
 0 . 1 5  G P a
 0 . 2 7  G P a
 0 . 4 8  G P a
 0 . 5 7  G P a
 0 . 8 0  G P a
 0 . 9 2  G P a
 0 . 9 6  G P a
 1 . 1 7  G P a

9 1 0

B a ( F e 1 - x C o x ) 2 A s 2 ;  x  =  0 . 1 1 2

T c (K
)

p  ( G P a )

Figure 10 Temperature-pressure phase diagram of
Ba(Fe1−xCox )2As2 with x = 0.112. (a) Magnetization,
M , vs. T data up to 1.17 GPa upon increasing pressure. Inset:
M(T ) data on enlarged scales around Tc . Dashed-dotted lines
are used to visualize the criterion to determine Tc from the M
data; (b) Temperature-pressure phase diagram, determined
from magnetization measurements. The somewhat larger
scattering in Tc values can be attributed to a small change in
slope of the extrapolation line below Tc , likely due to minor
reorientation of the single crystal.

dT i
c /dp are likely complex, and material-dependent. An-

other aspect, which might explain many of our observa-
tions on Co-doped BaFe2As2 and should likely be taken
into account, is that a Lifshitz transition has also been
reported for the doping range around 0.1 ≤ xc ≤ 0.12
[190–192, 202], which is associated with the disruption of
a neck at the Γ-point. This might suggest a possible sce-
nario in which, again, discontinuous changes of the Fermi
surface might be responsible for a sign change of the ini-
tial dTc /dp from x ≤ xc to x ≥ xc . Along these lines, it
is noteworthy that the position of the maximum in Tc (p)
is shifted from ≈1.3 GPa for x = 0.075 to ≈1.0 GPa for
x = 0.093. If the maximum Tc would be associated with
an electronic Lifshitz transition, then our results would
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suggest that increasing x pushes the Lifshitz transition to
lower pressures and as a result, for high enough x, such as
e.g., x = 0.112, only a negative pressure dependence can
be detected. We stress though that this is, as of now, only
a hypothesis that could explain the non-monotonic pres-
sure dependence of Tc with different signs of the slope,
dTc /dp. Conversely, the role of disorder, induced by Co
substitution, might warrant further consideration in order
to provide an explanation for the different effect of Co sub-
stitution and pressure. Overall, we can summarize that
the conventional wisdom of an analogy of pressure and
Co doping is not fulfilled in all details for the evolution of
the superconducting Tc in the overdoped regime. If the
nature of dT i

c /dp would be known, this would likely allow
the inference of information about the superconducting
mechanism.

4 Tuning of the collapsed-tetragonal
transition by hydrostatic pressure and
impact on electronic properties

In this section, we will discuss how pressure tuning has
enabled the discovery of the collapsed-tetragonal struc-
tural phase transition in 122 and 1144 structure classes
of iron-based superconductors, which is associated with
the interlayer-bonding of As-As orbitals, in representative
iron-based superconductors as well as for the study of its
impact on the electronic properties. In doing so, we will
focus on (i) the series of Ca(Fe1−x Cox )2As2, owing to its
extraordinary high pressure sensitivity, which makes the
collapsed tetragonal (cT) phase transition readily acces-
sible to relatively low pressure, laboratory experiments
[72, 75, 203–205] and (ii) the series of CaK(Fe1−x Nix )4As4

[60], in which a new type, the so-called half-collapsed
tetragonal (hcT) structure was discovered [21, 22], as a
consequence of the layer-by-layer-segregation of alkali-
and alkali-earth ions with very different radii along the c
axis. At the end of this section, we will briefly outline how
these specific structural transitions have lead to the obser-
vation of remarkable elastic properties (”superelasticity”)
[206, 207] and emphasize why these materials present a
promising platform for strain engineering.

4.1 Effect of pressure on Ca(Fe1−xCox )2As2:
Transition from the tetragonal to the collapsed
tetragonal structure

The parent compound CaFe2As2 [17, 27, 208] undergoes
a very sharp first-order, simultaneous magnetostructural

phase transition from the high-temperature tetragonal,
paramagnetic to the low-temperature orthorhombic, anti-
ferromagnetic state at Ts,N ≈ 170 K. Early pressure experi-
ments [203, 209], using a piston-pressure cell with liquid
pressure medium, suggested that superconductivity can
be stabilized by very moderate pressures 0.25 GPa≤ p ≤
0.5 GPa, once the magneto-structural transition is suffi-
ciently suppressed. In addition, for p ≥0.5 GPa, a transi-
tion from the high-T tetragonal to the low-temperature,
non-magnetic collapsed-tetragonal (cT) phase was ob-
served [72, 203–205], which was understood to be a result
of the orbital bonding of As-pz orbitals [210, 211]. Later
pressure measurements [204], which were performed
by using 4He as a pressure-transmitting medium, were
not able to detect superconductivity, whereas they con-
firmed the suppression of Ts,N as well as the occurence
of the cT phase upon pressurization. To reconcile these
two different observations in terms of the appearance
of a superconducting dome, it was shown [73, 212] that,
when CaFe2As2 is cooled through the cT phase transition,
which is associated with a large and anisotropic change
of the sample’s dimensions, while the pressure medium
is solid, a multi-crystallographic-phase state might be
stabilized. The associated phase separation then might
lead to a partial superconductivity in the sample, which is
detected in resistance measurements [212]. Correspond-
ingly, when measurements are performed under He-gas
pressure, the medium is still liquid at the cT transition
and the crystal is not hindered in its expansion. Thereby
the formation of a multi-crystallographic-phase state is
avoided, and only a transition from afm/o to cT with-
out any evidence for superconductivity was observed un-
der hydrostatic pressure. As a matter of fact, CaFe2As2 is
so sensitive to external pressures that it was even possi-
ble to tune the ground state of this system from antifer-
romagnetic/orthorhombic (o/afm) to non-magnetic cT
by postgrowth thermal annealing and quenching of sin-
gle crystals grown out of FeAs self-flux [213, 214]. Based
on this finding, it was suggested that postgrowth ther-
mal annealing mimics the effect of hydrostatic pressure
[10, 74, 213, 214]. This idea was further motivated by the
observation of FeAs nanoprecipitates, that are associated
with a small width of formation of the CaFe2As2 crystals.
The size and the spatial distribution of these particles (and
their associated strain on the CaFe2As2 matrix) can be
controlled by post-growth annealing temperature Tanneal

[213]. It was argued that the homogeneous distribution
of the nanoprecipitates likely leads to an uniform strain
field on the crystals.

Bulk superconductivity was stabilized in CaFe2As2

by Co doping on the Fe site. From a systematic study
of the three-dimensional T -x-Tanneal phase diagram of
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Figure 11 Temperature-pressure phase diagram of a crystal
of Ca(Fe1−xCox )2As2 with x = 0.028 and Tanneal = 350◦C
(see text for a discussion of the role of annealing). The
phase diagram was constructed from measurements of the
magnetic susceptibility in a Helium gas-pressure cell. Filled
red (open black) triangles indicate the transition from the
high-temperature tetragonal, paramagnetic state to the low-
temperature orthorhombic, antiferromagnetic state at Ts,N .
Filled green squares correspond to the transition into the super-
conducting state at Tc , with the closed blue diamonds denoting
the size of the diamagnetic shielding fraction (without correction
of demagnetization effects). Filled orange (open pink) circles
correspond to the transition into the full-collapsed tetragonal
(cT) structure. Black line indicates the solidification line of the
Helium pressure medium. Reprinted with permission from Ref.
[75], Copyright American Physical Society 2012.

Ca(Fe1−x Cox )2As2 at ambient pressure [74, 214], it was
found that superconductivity emerges for sufficiently
large x between the o/afm and the cT phase on the
Tanneal -axis. No indications for the coexistence of the
superconductivity with any of the other two phases were
found. For a more careful fine-tuning across the phase
diagram, we determined the phase diagram of a sample
of Ca(Fe1−x Cox )2As2 with x = 0.028 and Tanneal = 350◦C
under hydrostatic 4He gas pressure [75]. For this partic-
ular sample, the first-order magnetostructural transition
is already suppressed to Ts,N ≈ 50K at ambient pressure,
and for this particular doping level x, postgrowth thermal
annealing with Tanneal ≥ 400◦C was sufficient to stabilize
superconductivity [74]. This therefore identifies this com-
pound as very promising for pressure-tuning across the
many salient ground states of Ca(Fe1−x Cox )2As2.

The resulting temperature-pressure phase diagram for
Ca(Fe1−x Cox )2As2 with x = 0.028 and Tanneal = 350◦C,
which was constructed from a combination of magneti-

zation and resistance measurements under 4He-gas pres-
sure, is shown in Fig. 11 [75]. As mentioned above, the use
of He-gas as a pressure transmitting medium is particu-
larly important for this system, given its high pressure sen-
sitivity and the associated sensitivity to non-hydrostatic
pressure components. Indeed, pressures of only 0.03 GPa
are sufficient to suppress the o/afm transition to zero, re-
sulting in an extraordinary high pressure coefficient of
dTs,N /dp = −(1100 ± 50)K/GPa. Over this pressure range,
the o/afm transition remains first-order and no indica-
tions for a significant diamagnetic shielding volume (blue
line on the right axis in Fig. 11), associated with a pos-
sible superconducting phase, can be found. For higher
pressures, a superconducting (sc) state with essentially
full shielding volume was stabilized up to p ≈0.16 GPa,
and the superconducting Tc is suppressed with increas-
ing p by dTc /dp = −(60 ± 3)K/GPa. For even higher pres-
sures p ≥ 0.21GPa, clear indications for a temperature-
induced transition from the tetragonal to the collapsed-
tetragonal structure were found, and the corresponding
transition temperature TcT increases with increasing p
by dTcT /dp = +(420 ± 70)K/GPa. At the same time, no
shielding volume was detected, whenever the cT tran-
sition took place upon cooling. Altogether, all salient
ground states associated with iron-based superconduc-
tors (o/afm, sc and cT) can be accessed here in one sin-
gle sample using modest and truly hydrostatic pressures.
These studies also revealed no sign of any coexistence
of superconductivity with the nearby o/afm and non-
magnetic cT phases. This observation was related to the
strongly first-order character of the o/afm as well as the
cT phase transition (see also [215]). As a result, we argued
that these results indicate that preserving fluctuations to
low enough temperatures is vital for sc to form here [216].
Similar conclusions were inferred later from neutron scat-
tering [217], ARPES [218] and NMR measurements [76]
across the temperature-induced cT transition, which can
be accessed at ambient pressure by using postgrowth ther-
mal annealing at a temperature Tanneal as a tuning pa-
rameter.

To establish the correspondence of hydrostatic pres-
sure, p, and postgrowth thermal annealing, Tanneal , we
combine the phase diagrams as a function of both tuning
parameters in a single phase diagram, which is shown
in Fig. 12. To this end, we compared the following three
phase-diagram data sets of Ca(Fe1−x Cox )2As2 with x =
0.028 with (i) Tanneal as a tuning parameter at ambi-
ent pressure (bottom axis) [74], and (ii,iii) with p as a
tuning parameter (top axes) [75] for samples with fixed
Tanneal = 350◦C (ii) and Tanneal = 400◦C (iii). The latter
sample is superconducting at ambient pressure, and mod-
est hydrostatic pressures suppress superconductivity and
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Figure 12 Composite phase diagram of single crystals of
Ca(Fe1−xCox )2As2 with x = 0.028 with annealing temper-
atures Tanneal and hydrostatic pressure p as tuning parame-
ters. The bottom axis is linked to phase diagram data (shown
by symbols) for a sample at ambient pressure (p = 0) with
Tanneal as a tuning parameter (taken from Refs. [74, 214]).
Top blue (purple) axis is linked to phase diagram data (shown
by solid (dotted) lines) for a sample with Tanneal = 350◦C
(Tanneal = 400◦C) and p as a tuning parameter (taken
from Ref. [75]). Red area denotes the range of orthorhom-
bic/antiferromagnetic order, green area the range of supercon-
ductivity, and orange area the range of collapsed tetragonal
(cT) structure.

induce a cT phase. On a first glance, this already suggests
a very similar effect of postgrowth thermal annealing at
Tanneal and hydrostatic pressure. Even on a quantitative
level, a very good agreement can be achieved by using the
conversion factor ∆Tanneal = 100◦C≈ ∆p = 0.0846 GPa.
Small discrepancies in the absolute transition transition
temperature occur mostly for high Tanneal and/or high p
in the region of the phase diagram, where the sample un-
dergoes the cT transition. We can only speculate that these
minor differences are related to the strongly anisotropic,
and large thermal expansion through the cT transition
[213, 217, 219, 220], combined with slightly different strain
fields, created by hydrostatic pressure vs. the nanoprecip-
itates [213], e.g., in the out-of-plane vs. in-plane strain
values. Overall, however, the very good agreement of the
different phase transition lines (o/afm, sc and cT) by us-
ing a linear scaling is in full accordance with the view that
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Figure 13 Composite phase diagram of single crystals of
CaFe2As2 with annealing temperatures Tanneal and hydro-
static pressure p as tuning parameters. The bottom axis is
linked to phase diagram data (shown by symbols) for a sample
at ambient pressure (p = 0) with Tanneal as a tuning param-
eter (taken from Refs. [74, 214]). Top blue axis is linked to
phase diagram data (shown by solid lines) for a sample with
Tanneal = 350◦C and p as a tuning parameter. Red area de-
notes the range of orthorhombic/antiferromagnetic order, and
orange area the range of collapsed tetragonal (cT) structure.
For each transition, the phase transition temperatures upon
warming and cooling are shown to demonstrate their first-order
nature.

Tanneal mimics the effect of hydrostatic pressure. This
analogy also supports the view, that the pressure-induced
superconductivity, which was observed in a sample with
x = 0.028 and Tanneal = 350◦C (see Fig. 11) via the detec-
tion of a full shielding volume in magnetization measure-
ments, is indeed of bulk character.

In fact, a very similar pressure-annealing analogy can
also be found for undoped CaFe2As2, i.e., in the absence of
substitution-induced disorder on the Fe site. To show this,
we compare in Fig. 13 the phase diagram of (i) a sample
of CaFe2As2 at ambient pressure with Tanneal as a tun-
ing parameter [213] and (ii) a sample of CaFe2As2 with
Tanneal = 350◦C with hydrostatic pressure as a tuning
parameter. Note that a sample, which was post-growth
annealed at 350◦C, was found to exhibit the same prop-
erties as a sample, grown out of Sn-flux. Thus, despite
the difference synthesis route, each sample can be con-
sidered to reflect the physical properties of the parent
compound [213]. For low hydrostatic pressures or low
Tanneal , CaFe2As2 undergoes a temperature-induced first-
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order magnetostructural transition at Ts,N , whereas for
high pressures or high Tanneal the sample undergoes a
transition into a collapsed-tetragonal structure at TcT . No
indications for superconductivity can be found here, con-
sistent with previous results [204]. Overall, the present
T -p phase diagram on a sample of CaFe2As2, grown out
of FeAs-flux and annealed at 350◦C agrees well with the T -
p phase diagram, obtained previously on samples grown
out of Sn-flux [204]. For the comparison of p and Tanneal ,
the same scaling factor between pressure and anneal-
ing temperature (∆Tanneal = 100◦C≈ ∆p = 0.0846 GPa)
was used as for the Co-doped CaFe2As2 samples, the re-
sult of which were presented above. By using this con-
version factor, a very good matching of the position of
the pressure-induced transition from the o/afm to the cT
phase can be achieved. In terms of the precise transition
temperatures, we find some discrepancies between the
ones, inferred from using annealing as a tuning parame-
ter, and the ones from our pressure study close to and in
the cT phase. Again, the detailed origin of these discrepan-
cies is presently unknown origin, but a possible explana-
tion might be given by the differences in the strain fields
in combination with a phase transition, which involves
large lattice changes. Overall, however, on a quite remark-
able, quantitative level, postgrowth thermal annealing
indeed mimics the effect of hydrostatic pressure for a
range of Ca(Fe1−x Cox )2As2 samples. Overall, all salient
ground states, that are associated with this material class,
are readily accessible in this series either in truly hydro-
static pressure conditions or by postgrowth thermal an-
nealing. The data in Figs. 12 and 13 demonstrate that the
control of strain in the CaFe2As2 matrix by post-growth-
annealing control inclusions has the same effects as the
application of hydrostatic pressure for all three of these
phases. Given their different pressure dependencies (size
and sign) this strongly suggests that hydrostatic pressure
as well as post-growth-annealing control actual strain in
very similar manners.

4.2 Effect of pressure on CaK(Fe1−xNix )4As4:
Occurrence of a new type of half-collapsed
tetragonal structure

As opposed to, e.g., CaFe2As2, the compound CaKFe4As4

from the family of materials with the 1144 crystal structure
is superconducting in its pure, undoped, form, at ambient
pressure with a Tc ≈ 35 K [20, 59]. The crystal structure
of the 1144 family is closely related to the 122 structure,
but in contrast to the solid solution Ba1−x Kx Fe2As2 with
I4/mmm body-centered tetragonal symmetry [221], the

1144 structure has separate, unique crystallographic sites
for the Ca and K atoms, resulting in a reduced P4/mmm
space group symmetry [20].

Followed by the successful growth of single crystals of
CaKFe4As4 [59, 222], the effect of pressure on this com-
pound [21] was studied by magnetization and resistance
measurements in liquid-medium pressure cells and x-ray
diffraction measurements under pressure with He-gas as a
pressure-transmitting medium up to 6 GPa. The obtained
temperature-pressure phase diagram is shown in Fig. 14.
For low pressures, p .4 GPa, robust superconductivity
was found with large diamagnetic shielding fraction and
zero resistance. In this regime, the superconducting Tc is
suppressed, relatively gradually, with increasing pressure.
Above 4 GPa, the superconducting shielding fraction was
significantly reduced, whereas the resistance still drops
to zero at low temperature. This finding, together with
a distinctly different field-dependence below and above
4 GPa, indicates a filamentary nature of superconductivity
for p & 4 GPa, and is very reminiscent of the observa-
tions on CaFe2As2, for which a non-bulk superconduct-
ing phase was argued to be stabilized by non-hydrostatic
pressure components, associated with cooling through
the cT transition in a solid medium [73]. In fact, the x-
ray diffraction measurements under pressure identified
a pressure-induced structural phase transition close to
4 GPa, at which the a axis expands by 0.4 % and the c axis
shrinks by 2.6 %. The available data sets suggested that
this structural transition is almost vertical at around 4 GPa
in the temperature-pressure phase diagram.

The preserved tetragonal symmetry across the pressure-
induced structural transition is fully consistent with the
idea of a collapsed-tetragonal transition as the origin for
the sudden loss of bulk superconductivity. The detailed
nature of the structural transition was identified with the
help of band structure calculations [21, 22]. The results
showed that the structural transition at 4 GPa is a result
of the As-As pz orbital bonding across the Ca-layer, while
those orbitals across the K-layer remain unaffected. Ac-
cording to the calculations, the As-As pz orbitals across
the K-layer only bond for significantly higher pressures,
p ≈ 12 GPa, giving rise to a second structural transition
with strong lattice parameter changes (in fact, the pre-
dicted second structural transition in CaRbFe4As4 [22]
was subsequently detected [223] at high pressures). Corre-
spondingly, the transition at 4 GPa therefore marks a new
type of collapsed tetragonal transition, which was labeled
as half-collapsed tetragonal (hcT) transition. It appears
very likely that this layer-selective structural collapse in
the 1144 family is related to the distinctly different ionic
radii of the Ca and the K atom, respectively. This intuition
was recently supported by an extensive band-structure
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Figure 14 Temperature-pressure phase diagram of
CaKFe4As4, determined from measurements of the re-
sistivity (denoted by triangles), the magnetization (squares)
and the x-ray diffraction (pentagon) under hydrostatic pressure.
The light-red shaded area corresponds to the region of bulk
superconductivity (solid symbols), born out of the uncollapsed
tetragonal state (white region, denoted as Tet). Grey area
indicates the region of half-collapsed tetragonal (hcT) structure
in the phase diagram. Reprinted with permission from Ref. [21],
Copyright American Physical Society 2017.

calculation study [22], which compared the critical pres-
sures for the two hcT transitions for various Ae AFe4As4

compounds with different A and Ae species and which
established a clear trend of the critical pressures and
the cation size. For the impact of this new type of half-
collapsed tetragonal transitions on superconductivity, it is
important to point out that the first hcT transition already
results in a loss of bulk superconductivity in CaKFe4As4.
In terms of the magnetism, it was pointed out that for the
theoretical description of the pressure-induced hcT tran-
sitions, it is important to simulate the presence of spin-
vortex fluctuations by imposing a ”frozen” spin-vortex
configuration on the Fe sites [22]. In these calculations,
the ”magnetic collapse”, which is naturally absent in real
crystals of CaKFe4As4, occurs in close proximity to the first
hcT transition. Only for the special cases of Eu-containing
1144 compounds, such as CsEuFe4As4 and RbEuFe4As4,
the ferromagnetism, which is associated with the Eu2+
moments, survives the hcT transitions, as consistently
found in calculations [22] and experiments [224, 225].

The robustness of these ideas concerning the rela-
tion of the half-collapsed tetragonal transition and su-
perconductivity can be seen, e.g., when considering the
temperature-pressure phase diagram of electron-doped
CaKFe4As4. At ambient pressure, the magnetic ground

Figure 15 Temperature-pressure phase diagram of
CaK(Fe1−xNix )4As4 with x = 0.033, constructed from
high-pressure resistance measurements. Red circles (black
squares) correspond to the antiferromagnetic transition at
TN (the superconducting transition at Tc ). Blue squares
indicate the transition into a filamentary superconducting state.
Blue pentagon indicates the position of an anomaly, which is
likely related to a pressure-induced structural transition from
the uncollapsed tetragonal to the half-collapsed tetragonal
structure. Reprinted with permission from Ref. [226], Copyright
American Physical Society 2018.

state, which was observed in the series of CaK(Fe1−x Nix )4As4

and CaK(Fe1−x Cox )4As4, has created enormous interest,
since it was shown that the magnetic order is of a new type,
the so-called hedgehog spin-vortex order [60], which is
likely stabilized by the reduced symmetry of the 1144 crys-
tal structure. Given the existence of two inequivalent As
sites in this structure (see Fig. 1 (c)), this magnetic order
features an alternating all-in and all-out motif around the
As(1) sites, whereas the As(2) sites do not manifest any
transferred magnetic hyperfine field, and thus preserves
the high-temperature tetragonal symmetry [60, 227]. For
the discussion of the effect of hydrostatic pressure on this
doped CaKFe4As4 system, we show in Fig. 15 exemplar-
ily the temperature-pressure phase diagram of a single
crystal of CaK(Fe1−x Nix )4As4 with x = 0.033, constructed
from high-pressure resistance measurements up to 6 GPa
in a pressure cell with a liquid as pressure-transmitting
medium [226]. The studied sample does not only depict
the new type of hedgehog spin-vortex order, but also
shows superconducting order with Tc < TN . The tran-
sition temperatures of both orders are suppressed with
increasing pressure, until for p ≥ 3GPa only the supercon-
ducting transition could be detected. Increasing pressure
beyond 4 GPa results in a sudden change of the ground
state: only indications of a filamentary superconducting
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state could be found. At the same time, the pressure de-
pendence of the resistance strongly suggested that the
single crystal undergoes a pressure-induced structural
phase transition close to 4 GPa. Based on the analogy to
undoped CaKFe4As4 [21], it seems thus very likely that
CaK(Fe1−x Nix )4As4 with x = 0.033 is tuned through a hcT
transition at 4 GPa. The fact that the critical pressure of
the hcT transition is almost unchanged with Ni substi-
tution is not at all surprising, given the fact that the hcT
transition is associated with the bonding of As orbitals
across the Ca-layer [22].

In terms of the interplay of the hedgehog spin-vortex
magnetism and superconductivity, it is remarkable to
point out that both the magnetic transition at TN and
the superconducting transition at Tc are both suppressed
with increasing p in CaK(Fe1−x Nix )4As4 with x = 0.033.
This is in contrast to the observations on many other
iron-based superconductors, for which either doping or
pressure results in increase of Tc , when TN is suppressed.
This opposite trend of the transition temperatures is com-
monly considered as a signature of competing orders. In
order to reconcile the observations on CaK(Fe1−x Nix )4As4

with the scenario of competing orders, we would like to
return to an argument, which we brought up in Sec. 3.1 in
the discussion of FeSe on the basis of an itinerant model
for competing superconducting and spin-density wave
order [163]. In the picture of competing orders, both or-
ders are allowed to be suppressed with pressure, as long
as |dTM /dp| > |dTc /dp|, when superconductivity is the
order, which is promoted by the application of pressure.
This then gives rise to an ”effective” suppression of TM

with respect to Tc . This condition is indeed satisfied for
pressure-tuned Ni-doped CaKFe4As4. The competition
of spin-vortex magnetism and superconductivity was re-
cently also confirmed by microscopic Mössbauer mea-
surements [228] on a sample with this particular Ni con-
centration at ambient pressure, as well as over wider x
ranges of the series of CaK(Fe1−x Nix )4As4 samples by
Mössbauer [228] and neutron [227] measurements at am-
bient pressure. That magnetism and superconductivity
clearly interact, can also be seen from the fact that the
slope |dTc /dp| becomes distinctly larger around 3 GPa,
i.e., right when the magnetism is absent.

4.3 Superelasticity

The structural collapse, which we discussed in the two
previous section for CaFe2As2 and CaKFe4As4 in terms
of its consequence on electronic properties, was recently
also found to be responsible for extraordinary elastic prop-

erties under uniaxial compression. In contrast to most in-
termetallic compounds, which, owing to their brittleness,
usually allow a maximum of pressure-induced strain of
less than 1 % before the fracture, micropillars (with dimen-
sions of 2µm in diameter and 6µm in height) of the above-
mentioned pncitides were found to exhibit up to 17 % of
recoverable strain, by tuning via uniaxial stress through
the collapsed tetragonal (cT) and the half-collapsed tetrag-
onal (hcT) transitions, respectively [206, 207]. Given the
strong interrelation of the electronic properties and this
structural distortion, these materials thus form a very
promising platform for strain engineering, in which, e.g.,
superconductivity can be switched on and off through the
superelasticity process [207].

5 Role of uniaxial pressure for probing
and tuning electronic order in
iron-based superconductors

Uniaxial mechanical stress has become an essential tool
to (i) probe the properties of the nematic phase in iron-
based superconductors, but also (ii) to tune the transition
temperature of all salient ground states that are associated
with iron-based superconductors. In the following, we
will briefly summarize the use of uniaxial stress in both
regards.

For a study of the in-plane anisotropy of the nematic-
orthorhombic phase of iron-based superconductors, uni-
axial stress is essential, since the tetragonal-to-orthorhombic
transition results in the formation of structural twin
boundaries, i.e., an alternation of a and b axis, which
leads to an averaged, quasi-isotropic response for macro-
scopically measured quantities (see Fig. 16 (a)). Uniaxial
stress is, thus, used for detwinning the orthorhombic state,
by imposing a preferential orientation for the formation
of a and b axis, respectively [36, 38, 230]. In this way, the
anisotropic in-plane response below the structural transi-
tion can be revealed. Measurements of the in-plane resis-
tivity anisotropy [36, 38], performed by using this method
of detwinning, on Ba(Fe1−x Cox )2As2 were early on inter-
preted as strongly indicative of an electronic origin of
the structural distortion. Specifically, the so-revealed elec-
tronic anisotropy ρb/ρa , with ρa (ρb) the resistivity along
the longer a (shorter b) axis, was found to depend non-
monotonically on doping and disorder, and in particular
does not correlate with the evolution of the structural
anisotropy, a−b

a+b [36]. This view of an electronic origin of
nematicity was supported early on by theoretical consid-
erations [16]. Similarly, many other experimental quan-
tities were found to display a directional anisotropy in

22 Copyright line will be provided by the publisher



July 13, 2020

b

a

b

a

b

a

(a) (b)

εxx

εyy
(ΔR/R)yy

+-

(Δ
R
/R
) (1
10
) T

ε(110)T

T

χnem

TnemT*

(c)

Figure 16 Role of uniaxial pressure and strain for probing the properties of the nematic state. (a) Detwinning the orthorhombic
state. Upon cooling through the tetragonal-to-orthorhombic transition, structural twin boundaries are formed over the full crystal
(top). When a sufficiently large uniaxial pressure is applied to the system prior to cooling through the structural transition, a
single-domain state is realized (bottom); (b) and (c) Determination of the nematic susceptibility. (b) In a Ginzburg-Landau mean-
field model, the temperature dependence of the nematic susceptibility χnem follows a Curie-Weiss temperature dependence.
If there is no coupling of the electronic, nematic order parameter to the lattice, the electronic system undergoes the nematic
transition at T?. Any finite, bilinear coupling to the lattice renormalizes the nematic susceptibility, and the corresponding transition
temperature is increased to a temperature Tnem > T? (after [229]); (c) Experimentally, the nematic susceptibility for T > Tnem

can be determined by measurements of the resistance change, induced by changes of the strain along the symmetry-breaking
crystallographic direction. For BaFe2As2, this direction corresponds to the (110)T direction. The slope of the linear relation of
(∆R/R) vs. ε (inset) is directly proportional to χnem . To obtain this relation, a sample of interest is typically fixed to a piezoelectric
actuator, which can be strained in situ by the application of a voltage.

the orthorhombic state in various materials [231–240]. In
particular, an in-plane anisotropy [232] in the magnetic
susceptibilities as well as in the on-site energies of the dxz

and dy z orbitals [231] were found experimentally to set
in at Ts , manifesting the intimate interplay of structural,
magnetic and orbital order in the nematic state.

More recently, efforts were extended to study the char-
acteristics of the nematic fluctuations in the tetragonal
state, out of which the low-temperature ordered state is
born. This allows the study of the tendency of a system
towards nematic order even in the absence of long-range
order, e.g., close to potential quantum-critical points.
Whereas for the specific case of nematicity Raman scat-
tering is an important tool [241], any order-parameter
susceptibility can also be accessed by measuring the re-
sponse of a system to small changes of the conjugate field.
Since nematicity is coupled to an orthorhombic distor-
tion, uniaxial strain along the symmetry-broken crystal-
lographic direction serves as a conjugate field in the case
of nematic transitions [16, 37]. Correspondingly, measure-
ments under small uniaxial strain in the tetragonal state
allow the inference of the nematic susceptibility. For this
purpose, a proxy for the unknown nematic order param-
eter has to be used. Commonly, the electronic resistiv-

ity anisotropy is assumed to be a good proxy for the ne-
matic order parameter. Based on these assumptions, it
then follows that the change of the resistivity anistropy
with uniaxial strain, which can be determined in elastore-
sistance measurements using the novel piezo-based de-
vices (see Fig. 16 (c)), introduced in Sec. 2, is proportional
to the nematic susceptibility [37, 100, 101]. Experimen-
tally, this technique was initially employed for the series
of BaFe2As2 and Ba(Fe1−x Cox )2As2 [37, 101], with strain
applied along the tetragonal (110)T direction, which ei-
ther becomes the orthorhombic (100)O axis or the (010)O

axis, respectively, upon cooling through Ts . One of the
main results was that, whenever the system undergoes
a structural transition at a finite temperature Ts , the ne-
matic susceptibility almost diverges when approaching
the structural transition from above [37, 100, 101]. This
result, again, was considered as a very strong evidence
that the orthorhombic distortion is not the primary order
parameter itself, but rather a secondary cause of an elec-
tronic order parameter with unknown microscopic origin.
If the orthorhombic distortion was to be the primary or-
der parameter, the resistivity anisotropy would simply
be proportional to the orthorhombic distortion [16], and
therefore not display a strong temperature dependence
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above Ts . In more detail, it was found that the tempera-
ture dependence of the nematic susceptibility follows a
Curie-Weiss law (see Fig. 16 (b)). By employing a Ginzburg-
Landau ansatz, which includes a symmetry-allowed bilin-
ear coupling term λ between the electronic order param-
eter and the lattice strain, this behavior was rationalized
and the Curie constant C assigned to the strength of the
bilinear coupling, and the Curie-Weiss temperature T? to
the bare electronic nematic transition temperature (i.e.,
in the absence of a coupling to the crystal lattice). The
underlying notion is that the nematic fluctuations make
the crystalline lattice soft, which results for λ > 0 in a
structural transition at Ts > T? and simultaneously a ne-
matic transition, as expressed in a peak of the nematic
susceptibility at Ts [229].

Followed by this important finding, the nematic sus-
ceptibility was studied by elastoresistance measurements
in different iron-based superconductors across wide
ranges of their phase diagrams. Measurements on P-, Ni-,
Co- and K-substituted BaFe2As2 as well as Te-substituted
FeSe all revealed a diverging nematic susceptibility [101]
near their respective critical dopings as as a function of
temperature. Based on this result, it was suggested that
the divergence of the nematic susceptibility might be a
generic feature or iron-based superconductors and might
indicate the presence of an underlying nematic quantum-
critical point. Further, it was suggested that supercon-
ducting pairing might be influenced by the underlying
nematic quantum-critical point, and thus the potential
promotion of superconductivity by nematic fluctuations
[40] deserves further considerations. Similar conclusions
were also inferred for the series of Fe(Se1−x Sx ) [242], for
which the nematic transition can be tuned to zero in the
absence of magnetism.

The above-discussed cases of nematic order have Ising
symmetry, and thus, the nematic order is locked by the
crystallographic directions. Very recently, elastoresistance
measurements, which can also be used to infer symmetry
information on the underlying nematic order parame-
ter, also suggested that a X Y -type of nematic order, i.e.,
a nematic order, which can point in any arbitrary direc-
tion, might be realized in a narrow doping window in
Ba1−x Rbx Fe2As2 [243]. The end members of this series
show a nematic ground state with so-called B2g symme-
try and one with B1g symmetry, respectively, and thus
the new X Y -type nematic order was proposed to form in
between these two extreme limits. From band structure
calculations [244], it was argued that the change of the ne-
matic order with so-called B2g symmetry in BaFe2As2 to
B1g symmetry in RbFe2As2 is related to the change of the
magnetic ground state configuration from single stripe to
double stripe.

The studies of elastoresistance were also very recently
extended to explore nematic degrees of freedom in other
material classes. For example, in a work on cuprate su-
perconductors, enhanced nematic fluctuations were re-
ported close to the pseudogap critical endpoint [245]
based on elastoresistance measurements [246]. Over-
all, driven by efforts on the iron-based superconductors
[37, 100, 101, 247–254], elastoresistance measurements
[255,256] have emerged as an important tool for the study
of nematicity within a short time, and have only begun
to be applied to the wider class of correlation electron
systems, for which the relevance of nematic degrees of
freedom is nowadays appreciated [16, 42, 43, 171, 257]. In
addition, the research on the iron-based superconduc-
tors has driven initiatives to gain further insights into the
intriguing properties of the nematic state by exploring a
variety of strain-derivatives of physical properties, such as
the Seebeck and Nernst effect [258], and will likely moti-
vate further theoretical works of understanding the overall
strain response of transport quantities [259].

Beyond probing the properties of the nematic state
and its fluctuations through a control of uniaxial strain
and stress, uniaxial stress can also be used to tune phase
transitions. We have already introduced a particularly
clear example of uniaxial stress tuning of iron-based su-
perconductors above in Sec. 4.3, where we discussed how
uniaxial strain has led to a remarkably large recoverable
strain, associated with the collapsed-tetragonal transition
in CaFe2As2 and CaKFe4As4 and the concomitant loss of
bulk superconductivity.

The tunability of the nematic and magnetic phase
transition by uniaxial pressure has been tested in the ex-
ample case of an underdoped Ba(Fe1−x Cox )2As2 [120].
This response was carefully compared to the hydrostatic
pressure response. In this way, it was possible to per-
form a symmetry decomposition of the strains, which
are induced by the uniaxial stress. As a result, the sep-
arate response of the nematic transition to symmetric
and antisymmetric strains, which are both unavoidably
present when a sample is exerted to uniaxial pressure,
was inferred. It turned out that in particular antisymmet-
ric strain of B2g symmetry might be a particularly suit-
able parameter to tune materials across a nematic criti-
cal point. In a very recent posting [260], this deeper un-
derstanding of the tuning of the nematic transition by
strains of different symmetries was used to discuss the
quantum-critical nature of the nematic fluctuations. In
addition, the response of the superconducting state in
Ba(Fe1−x Cox )2As2 to anisotropic strain was studied ex-
perimentally very recently [261]. The main finding of Ref.
[261] is that both compressive as well as tensile strain
suppress the superconducting Tc very quickly, and can
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even induce a superconductor-to-metal quantum phase
transition. These observations were assigned to the com-
petition of superconductivity and the magnetic-nematic
state, since the latter is promoted by the application of
anisotropic strain.

For completeness, we would like to mention at this
point that strain can not only be applied uniaxially, but in
principle also biaxially. Here, the sample is strained in two
crystallographic direction simultaneously. The amount
and direction of strain (compressive or tensile) can be
either the same or different along the two different di-
rections. Experimentally, such kind of strain is usually
achieved nowadays from a rigid gluing of samples to
a substrate by utilizing the difference in temperature-
dependent thermal expansion, see e.g. [214, 237, 262].
For systems with low crystallographic symmetry, this
procedure unavoidably results in an anisotropic biaxial
strain, even if the substrate shows an isotropic expansion,
since the thermal expansion of the sample is anisotropic.
For the iron-based superconductors, studied here, the
tetragonal symmetry of the crystal structure ensures that
isotropic biaxial strain can be achieved by a rigid gluing of
samples and substrate, when the sample is strained along
the two in-plane directions and the substrate shows an
isotropic expansion. This type of biaxial strain directly
tunes the c/a ratio of tetragonal samples, and thus is
in its effect very similar to uniaxial pressure along the
crystallographic c direction, which is often difficult to
achieve experimentally because of the small out-of-plane
dimensions of crystals of many tetragonal intermetallic
systems. This different tuning ansatz of biaxial strain was
recently established for the iron-based superconductor se-
ries Ca(Fe1−x Cox )2As2 [214, 262], the hydrostatic pressure
response of which was discussed here in Sec. 4.1. Given
the high sensitivity of this series to changes of pressure
and strain, it turned out that biaxial in-plane strain, and
thus the c/a ratio, is a very efficient tuning parameter for
the phase diagram of Ca(Fe1−x Cox )2As2. It is important to
note, that in contrast to, e.g., hydrostatic pressure experi-
ments, here the strain and not the applied pressure is the
control parameter. In particular when a first-order struc-
tural transition is involved, such as the o/afm transition
in Ca(Fe1−x Cox )2As2, this might lead to a partial strain
release upon cooling through the phase transition and
therefore results in a well-defined phase coexistence. As
a consequence, attention has to be paid when fixing thin
samples rigidly to a substrate, as commonly employed in
various measurements. It becomes particularly important,
when the system is highly sensitive to pressure and strain:
whereas the high pressure sensitivity does not only offer
the great possibility to tune materials conveniently in lab-
oratory experiments, it can, if care is not taken, also result
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Figure 17 Elastoresistance, d(∆Ry y /Ry y )/d(εxx − εy y ), un-
der hydrostatic pressure (0 GPa≤ p ≤1.94 GPa) on BaFe2As2

over the full temperature range 30 K≤ T ≤300 K (a) and an
enlarged view of the elastoresistance close to the peak po-
sition at Tnem (b). Inset of (a) shows the evolution of the
Tnem with hydrostatic p, inferred from the peak position in
d(∆Ry y /Ry y )/d(εxx − εy y ) (see arrows). Reprinted with per-
mission from Ref. [263], Copyright AIP Publishing 2020.

in unwanted modifications related to the exact mounting
of the sample for experiments [10, 214, 262].

6 Combining hydrostatic and uniaxial
pressure: Proof-of-principle and future
perspective

The importance of hydrostatic and uniaxial pressure for
probing and tuning the ground states of the family of
iron-based superconductors makes it very compelling to
explore the option of combined hydrostatic and uniax-
ial pressure experimentally, and to use the iron-based
superconductors as test cases to explore the impact of
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this novel tuning combination. To this end, we developed
a miniaturized version of the piezo-based strain device,
which was initially introduced by the Stanford group for
measurements of the elastoresistivity [37, 100, 101]. Our
modified version is small enough to fit into a conven-
tional piston-pressure cell. For all measurements shown
here, the voltage, which supplies the piezoelectric actua-
tor, was swept from 0 V to 150 V, and back to 0 V at a rate
of ±3 V/s. The sample resistances and strain gauge resis-
tances (for an in situ determination of the strain) were
recorded simultaneously during each voltage sweep. For
further details of the experimental setup and the measure-
ment procedure we refer the reader to Ref. [263]. Instead,
we first want to stress that our main finding of Ref. [263] is
that the piezoelectric actuators, which are used to strain
samples in situ in a quasi-uniaxial manner (given their
highly anistropic biaxial expansion, see below for more
details), can demonstrably operate over wide ranges of
pressure (up to ≈ 2 GPa) and temperature (low T up to
room temperature). This result is important since it can-
not be taken for granted, as (i) the piezoelectric actuator
might break, if exposed to large pressures, (ii) it might
not be able to act against the significant external forces
that are exerted on it by the medium, in particular when
the pressure medium becomes solid [86] or (iii) it might
be not possible to apply large-enough voltages to drive
the actuator via the pressure-cell feedthrough. In fact, it
turned out that none of this three potential issues are
significant enough to prevent usage: (i) no breakage or
visual damage was found in the actuators in an inspection
after a pressure cycle; (ii) a clear and measurable strain,
induced by the external voltage, was determined from
in situ measurements of a strain-gauge resistance for all
temperatures and pressures investigated, even when the
medium was solid and (iii) no voltage ”breakdown” was
observed up to 150 V, the highest voltage used in these
experiments.

For our proof-of-principle demonstration that our
setup allows the exploration of the combined effects of hy-
drostatic and quasi-uniaxial pressure via elastoresistance
measurements under pressure, we chose BaFe2As2 as an
example case, given that (i) its temperature-dependent
elastoresistance behavior is well-characterized at am-
bient pressure [37, 100, 101] and (ii) the details of the
temperature-pressure phase diagram up to 2 GPa have
been explored in detail by a variety of techniques (see
Sec. 3.2 [177]). For this purpose, a sample, which was cut
along the (110)T direction was mounted on the piezo-
electric actuator. When this actuator is strained by the
application of a voltage, the actuator is, strictly speaking,
strained in a biaxial manner, though the biaxial strain
is very anisotropic. Whereas the actuator expands in a

direction, which we denote by x, giving rise to an addi-
tional strain εxx on the sample, it compresses in the other
direction, which results in a negative strain εy y . Thus,
the effective strain, which the sample experiences along
the (110)T , is quantified by εxx − εy y . The studied sam-
ple was mounted in the y y-direction and its resistance is
therefore referred to Ry y . The measured elastoresistance,
d(∆Ry y /Ry y )/d(εxx−εy y ), serves as a proxy for the change
of the resistance anisotropy with strain (details on the un-
derlying symmetry considerations etc. can be found in
detail in Refs. [100,101,263]), and is shown in Fig. 17 (a) for
different pressures in the range 0 GPa≤ p ≤1.94 GPa. The
lowest pressure data, which is labelled with 0 GPa, was
taken in inside the pressure cell without the application
of an external force, giving rise to zero pressure at low
temperatures. A comparison of this specific data set with
literature results, taken at ambient pressure, [37, 100, 101]
has shown an excellent agreement for high tempera-
tures in the tetragonal state. Upon lowering the temper-
ature from high temperatures, d(∆Ry y /Ry y )/d(εxx −εy y )
displays a strong increase, until it reaches a maximum,
which we denote as the nematic transition temperature
Tnem(p = 0) ≈ 135K and which coincides with the struc-
tural transition temperature Ts(p = 0) [4]. Below Tnem ,
d(∆Ry y /Ry y )/d(εxx −εy y ) drops quickly and flattens upon
further cooling. In this temperature range, the elastoresis-
tance response is dominated [264] by the formation of the
structural twin domains, and thus is expected to be domi-
nated by extrinsic effects. Upon pressurization, the overall
temperature dependence of d(∆Ry y /Ry y )/d(εxx −εy y ) is
not strongly affected by pressure. For all pressures, the
elastoresistance increases strongly upon cooling down to
a pressure-dependent peak position Tnem(p) and quickly
drops below this temperature, until the elastoresistance
is basically temperature-independent soon after cooling
through Tnem(p). A closer look on the shift of the peak
position with pressure is shown in Fig. 17 (b). The peak
position, which is associated with the nematic transition
temperature Tnem , is shifted to lower temperatures with
increasing pressure with a rate of ≈ −(8.5 ± 1)K/GPa. A
decrease of the nematic and structural transition tem-
peratures with pressure is expected based on previous
studies, and in fact, the suppression rate, revealed here,
is even on a quantitative level consistent with the ones of
free-standing samples [263].

For a quantitative evaluation of the evolution of the
nematic susceptibility χnem with pressure, we performed
a fitting of the experimental data set, shown in Fig. 17, by
a modified Curie-Weiss law [37, 100, 101] and present it in
Fig. 18. As mentioned above, this approach is motivated by
a Ginzburg-Landau ansatz, which takes into account a bi-
linear coupling between the electronic, nematic order pa-
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Figure 18 Temperature (T )-dependent nematic susceptibility of BaFe2As2 for different pressures in the range 0 GPa≤ p ≤
1.94 GPa ((a)-(e)), as extracted from measurements of the elastoresistance; Top panel shows the measured elastoresistance
χ =d(∆Ry y /Ry y )/d(εxx −εy y ) (symbols), which is related to the nematic susceptibility, χnem via χ ' χnem +χ0, with χ0 being
a parameter, which describes effects not related to nematicity. χnem is expected to follow a Curie-Weiss-type temperature
dependence, χnem = C

T−T? (see text for details). The red line corresponds to such a Curie-Weiss fit of the experimental data.
The bottom panel depicts the same data as in the top panel in different representations. A plot of the inverse nematic susceptibility

1
χ−χ0

(open symbols) is shown on the left axis, a plot of the Curie constant C , as calculated by (χ−χ0)(T −T?), on the right
axis. Reprinted with permission from Ref. [263], Copyright AIP Publishing 2020.

rameter and the lattice strain. The modified Curie-Weiss
law has the form χnem +χ0 = C

T−T? +χ0, with χ0 a free
parameter, which takes temperature-independent contri-
butions to the elastoresistance into account, that are not
related to nematicity, and with C and T? being the Curie
constant and the bare electronic transition temperature,
as defined in the previous Sec. 5, respectively. The fitting
of our experimental data for all five measured pressures
is shown in the top panels of Fig. 18 (a). The very good
description of our experimental data with this modified
Curie-Weiss law can not only be seen from the raw data in
the upper panels of (a), but also from a plot of the inverse
nematic susceptibility 1/χnem = 1/(χ−χ0), with χ being
the measured elastoresistance d(∆Ry y /Ry y )/d(εxx −εy y ),
shown in the lower panels of Fig. 18 (b). The latter plots
also visualize that the bare electronic transition temper-
ature T? is suppressed with increasing pressure. In addi-
tion, a plot of (χ−χ0)(T −T?), also shown in the lower pan-
els in Fig. 18 (b), shows how the Curie constant C remains,
within the error bars, almost unchanged with increas-

ing pressure. Overall, this analysis leads to the conclu-
sion that nematic fluctuations prevail in BaFe2As2 under
pressures up to at least 2 GPa without a drastic change of
the electron-lattice coupling strength. More importantly,
these results serve as a proof-of-principle example that
elastoresistance can be measured under pressure to ex-
plore the evolution of the nematic susceptibility using
a tuning parameter, which is very fine-tunable and not
subject to changing levels of disorder. As such, it will be
possible, in the future, to study the nematic susceptibility
across pressure-tuned nematic quantum-critical points,
such as in Co-doped BaFe2As2 [4]. Even further, the setup,
presented here, enables to study the combined action of
hydrostatic and quasi-uniaxial pressure, and thus, might
be of relevance for tuning and probing the properties of
the wider class of correlated electron materials, whenever
they are coupled to the crystalline lattice.
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7 Summary and Perspectives

In this article, we have presented recent experimental
progress in tuning and probing the various ground states
of iron-based superconductors by pressure. Given that
members of this material class are known for their com-
plex interplay of electronic and structural degrees of free-
dom, they represent a particularly suitable playground to
develop a systematic understanding of the impact of dif-
ferent types of pressure tuning, i.e., uniaxial, biaxial and
hydrostatic pressure, on the electronic properties. Since
all these tuning parameters do not involve inherently
changing the level of disorder, compared to e.g. substi-
tution studies, experimental studies under pressure offer
the great opportunity for a better comparison with theo-
retical models. In this article, we focused on elucidating
the fascinating interplay between superconductivity, mag-
netism, nematicity and structural collapsed transitions
under pressure on selected iron-based superconductor
systems. In particular, we discussed (i) an unusual behav-
ior of the superconducting and magnetic transition in
pressurized FeSe, giving rise to wide temperature ranges
of non-long range and non-static electronic orders, (ii)
the impact of a pressure-induced change of the Fermi
surface topology in underdoped Ba(Fe1−x Cox )2As2 on the
evolution of nematic order with respect to magnetic or-
der, (iii) the increase of the superconducting critical Tc in
Ba(Fe1−x Cox )2As2 close and beyond optimal doping by
hydrostatic pressure, (iv) the impact of the different types
of structural collapsed transition in Ca(Fe1−x Cox )2As2

and CaK(Fe1−x Nix )4As4 on the electronic properties, and
(v) a study of the nematic susceptibility under hydrostatic
pressure by straining BaFe2As2 in situ inside the pressure
cell. The presented efforts were, to a large extent, driven
by the development of new techniques to be readily avail-
able under pressure. This includes, for example, an ac
calorimetric technique, which allows the study of the spe-
cific heat - a crucial tool for the determination of phase
diagrams - with large sensitivity over wide temperature
and pressure ranges. (We have shown recently by studying
the temperature-pressure phase diagram of a magnetic
van-der-Waals material [265] that this technique is and
will be of use for the wider class of correlated electron
systems, whenever they are susceptible to pressure tun-
ing.) In addition, we also presented our recent efforts in
combining hydrostatic and uniaxial pressure. This novel
ansatz has a direct relevance for the study of nematicity
across pressure-tuned nematic critical points, but might
also offer a novel way of tuning correlated electron mate-
rials in general.
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