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ABSTRACT 

The ability to correlate morphological traits of plants with their genotypes plays an 

important role in plant phenomics research. However, traditional plant phenotyping is time-

consuming, labor-intensive, and prone to human errors. This dissertation documents my 

innovative research in high-throughput robotic plant phenotyping for sorghum and maize 

plants using 3D machine vision and convolutional neural networks. 

Sorghum is an important grain crop and a promising feedstock for biofuel production 

due to its excellent drought tolerance and water use efficiency. The 3D surface model of a 

plant can potentially provide an efficient and accurate way to digitize plant architecture and 

accelerate sorghum plant breeding programs. A non-destructive 3D scanning system using a 

commodity depth camera was developed to take side-view images of plants at multiple 

growth stages. A 3D skeletonization algorithm was developed to analyze the plant 

architecture and segment individual leaves. Multiple phenotypic parameters were obtained 

from the skeleton and the reconstructed point cloud including plant height, stem diameter, 

leaf angle, and leaf surface area. These image-derived features were highly correlated with 

the ground truth. Additionally, the results showed that stem volume was a promising 

predictor of shoot fresh weight and shoot dry weight. 

To address the challenges of in-field imaging for plant phenotyping caused by 

variable outdoor lighting, wind conditions, and occlusions of plants. A customized stereo 

module, namely PhenoStereo, was developed for acquiring high-quality image data under 

field conditions. PhenoStereo was used to acquire a set of sorghum plant images and an 

automated point cloud data processing pipeline was also developed to automatically extract 

the stems and then quantify their diameters via an optimized 3D modeling process. The 

pipeline employed a Mask Region Convolutional Neural Network for detecting stalk contours 
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and a Semi-Global Block Matching stereo matching algorithm for generating disparity maps. 

The system-derived stem diameters were highly correlated with the ground truth.  

Additionally, PhenoStereo was used to quantify the leaf angle of maize plants under 

field conditions. Multiple tiers of PhenoStereo camera were mounted on PhenoBot 3.0, a 

robotic vehicle designed to traverse between pairs of agronomically spaced rows of crops, to 

capture side-view images of maize plants in the field. An automated image processing 

pipeline (AngleNet) was developed to detect each leaf angle as a triplet of keypoints in two-

dimensional images and extract quantitative data from reconstructed 3D models. AngleNet-

derived leaf angles and their associated internode heights were highly correlated with 

manually collected ground-truth measurements.  

The dissertation investigates and develops automated computer-vision-based robotic 

systems for plant phenotyping under controlled environments and in field conditions. In 

particular, a stereo module was customized and utilized to acquire high-quality image data for 

in-field plant phenotyping. With high-fidelity reconstructed 3D models and robust image 

processing algorithms, a series of plant-level and organ-level phenotypic traits of sorghum 

and maize plants were accurately extracted. The results demonstrated that with proper 

customization stereo vision can be a highly desirable sensing method for field-based plant 

phenotyping using high-fidelity 3D models reconstructed from stereoscopic images. The 

proposed approaches in this dissertation provide efficient alternatives to traditional 

phenotyping that could potentially accelerate breeding programs for improved plant 

architecture.  
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CHAPTER 1.    GENERAL INTRODUCTION 

1.1. Background 

Improving the efficiency of plant breeding and crop production is crucial to meet the 

increasing food and energy demands of over nine billion global population by 2050 (Tilman 

et al., 2011). Plant phenotyping, which refers to the assessment of plant phenotypic features 

related to growth, tolerance, architecture, and yield, can potentially aid in the identification of 

high-yielding and stress-tolerant crop species (Li et al., 2014). The robust crop species could 

be developed more rapidly than what is currently possible by analyzing the relationship 

between genotypes and phenotypes under various growing environments (Furbank and 

Tester, 2011). Boosted by technological developments such as high-throughput DNA 

sequencing, the efficiency of genotyping has been greatly improved (Phillips, 2010). 

However, the capability of phenotyping is still a bottleneck for dissecting the genetics of 

quantitative traits such as plant height, leaf angle, leaf area, and stem diameter (White et al., 

2012). The conventional phenotyping practice tends to be time-consuming, labor-intensive, 

and prone to human errors, whereas most phenotypes were obtained in destructive ways or 

through manual observations. Thus, it is vitally important to develop techniques for collecting 

crop phenotypic data with higher accuracy and efficiency. 

1.2. Proximal Sensing for High-Throughput Plant Phenotyping 

The process that transforms raw sensor data into meaningful phenotypic data is 

essentially machine perception. Plant traits that can be characterized using high-throughput 

plant phenotyping (HTPP) technologies are largely limited by the available proximal sensing 

technologies. Plant traits can be quantified with proximal sensing at different levels of system 

integration (i.e., plant-level and organ-level). Plant-level traits are often generic and can be 

applied to a wide range of crop species and crop growth stages. Such traits include plant 

morphological measurements (e.g., height, width, volume, and surface area of the canopy) 
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and plant physiological indicators (e.g., vegetation indices and canopy temperature), which 

require low-level machine perception. Organ-level traits are used to analyze individual organs 

of plants, including stem diameter, leaf angle, area of individual leaves, etc. However, due to 

the small sizes and occlusion issues in crop fields, machine perception at organ level remains 

as a challenging research area. 

The majority of proximal sensors used in HTPP are imaging-based (Li et al., 2014). 

Some key imaging techniques for plant phenotyping include visible imaging, fluorescence 

imaging, thermal imaging, spectroscopic imaging, and LiDAR. In addition to imaging 

sensors, other proximal sensors often provide an average response in the field of view. Such 

sensors include ultrasonic and laser distance sensors, NDVI spectrometers (e.g., Crop Circle), 

and infrared radiometers. This section provides a thorough review of widely used proximal 

sensing techniques and their applications in HTPP.  

1.2.1. RGB Vision 

Digital red-green-blue (RGB) cameras are the most accessible sensors for plant 

phenotyping. Charged-coupled device (CCD) and complementary metal-oxide-

semiconductor (CMOS) are the two major types of image sensors sensitive in the visible and 

near infrared electromagnetic spectral range. The three color channels are typically realized 

by placing a Bayer filter mosaic in alignment with the photosensor array. RGB cameras have 

been widely used on most HTPP platforms (Kicherer et al., 2017; Virlet et al., 2017). The 

RGB images with intensity values in red, green, and blue color channels provide the spatial 

information and color features of a scene. Applications based on RGB vision including 

disease detection and classification (DeChant et al., 2017), canopy cover estimation ( Liu & 

Pattey, 2010), and weed detection (Abdalla, Cen, El-manawy, et al., 2019; Abdalla, Cen, 

Wan, et al., 2019). Suitable for outdoors applications, RGB cameras have the advantages of 

high spatial resolutions, fast acquisition rates, and low costs. However, the use of RGB 
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imaging in the field is limited by complex background, wind, occlusion, and lighting 

variation. The disparities in image quality have affected the performance of the imaging 

analysis and pose challenges for algorithm development. Recent advancements in deep 

convolutional neural networks (CNNs) have provided state-of-the-art solutions to overcome 

these challenges in RGB image analysis. For example, DeepSeedling was developed to count 

cotton plant seedlings in the field (Jiang et al., 2019). The system-derived seedling counts 

were highly correlated (r = 0.99) with the ground truth. Besides plant counting, the 

applications of CNNs were further extended to count plant organs such as wheat spikes, corn 

tassels (Lu et al., 2017), rice panicles (Xiong et al., 2017), and cotton bolls (Li et al., 2017). 

Several studies have developed CNN-based approaches for detection and analysis of wheat 

spikes (Hasan et al., 2018; Sadeghi-Tehran et al., 2019; Xiong et al., 2019). Despite the 

challenging field conditions, the proposed deep learning models achieved high detection 

accuracy and satisfactory performance. CNN-based approaches demand adequate annotated 

datasets to ensure development and evolution. However, labeling diverse datasets is a labor-

intensive task and becomes the major limiting factor for using deep learning in plant 

phenotyping. A recent review provides a comprehensive overview of the applications of 

CNNs in plant phenotyping applications (Jiang & Li, 2020). 

1.2.2. Stereo Vision 

Stereo vision, which reconstructs a 3D model from multi-view images, offers an 

inexpensive, efficient, and reasonably accurate solution for infield phenotyping of 3D plant 

morphology. Multi-view stereo systems combine multiple-view stereo (MVS) and structure-

from-motion (SfM) to reconstruct 3D models of plants from images. Nguyen et al. (2016) 

developed an infield phenotyping system that utilized 16 color stereo vision cameras for 

capturing multi-view images of eggplants. An arc-shaped superstructure was designed to 

deploy the cameras and texture-enhancing structured illumination modules. Plant height, leaf 
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number, leaf area, and plant biomass can be estimated by the system. The MVS-SfM method 

can generate dense point clouds of plants, but the major limitation is the intensive 

computation required for dense 3D reconstruction. Binocular stereo vision is being 

considered an alternative option to overcome limitations of the MVS-SfM technique. The 

technique only needs two cameras to compute depth information. Previous work has 

demonstrated the potential of stereo vision in measuring plant architecture outdoors. For 

example, Sodhi et al. (2017) developed a vertically moving boom system to scan infield 

energy sorghum plants with stereo cameras. Phenotypic traits such as leaf length, leaf width, 

and stem diameter were computed. Bao et al. (2019) developed a stereo-vision-based robotic 

system for tall dense canopy crops in the field. Stereo cameras were positioned at multiple 

heights on an extension rig to perform side-viewing imaging. Several morphological traits 

were quantified and found to be accurate and highly repeatable. Stereo vision has the 

advantages of high resolutions and low costs, however, the performance is affected by 

textureless regions, sunlight variation, and wind (Bao et al., 2019; Dandrifosse et al., 2020). 

1.2.3. Time-of-Flight Cameras 

A Time-of-Flight (ToF) camera is another widely used depth imaging sensor for 

infield plant phenotyping. Distances between an object and an image sensor are measured by 

calculating the time or phase shift of a light pulse that has travelled to and from the object. 

ToF cameras were successfully used for plant architecture characterization (Bao et al., 2019; 

Jiang et al., 2016), biomass estimation (Mortensen et al., 2018), fruit detection (Gené-Mola et 

al., 2019), and crop recognition and monitoring (Andújar et al., 2016). Low costs and high 

frame rates are the advantages of ToF cameras, whereas the major weakness is its poor 

performance under strong sunlight. To alleviate this issue, a sunshade was adopted to reduce 

the sunlight intensity in outdoor applications (Gai et al., 2020; Mortensen et al., 2018). 

Recent advancements in commercial-grade depth sensors provide an inexpensive solution for 
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measuring plant architecture (Hu et al., 2018). For example, the Microsoft Kinect v2 camera, 

with upgraded color and depth resolutions, has shown promising performance in plant 

phenotyping. Bao et al. (2019) investigated the utility of side-viewing Kinect v2 cameras for 

characterization of corn plant architecture under field conditions at approximately sunset. A 

skeleton-based algorithm was developed to analyze the plant architecture and extract shoot 

architecture phenotypes. This work showed that the system was robust and accurate in 

acquiring several important traits including plant height, plant orientation, and leaf angle. 

Andújar et al. (2016) described a method for 3D modeling of cauliflower plants with a 

Kinect-based automated system. This method relied on the creation of a 3D point cloud in 

real time and the subsequent generation of a solid surface model. Strong correlations between 

measurements from the models and actual structural parameters were found. 

1.2.4. Range Sensing 

Light detection and ranging (LiDAR) is one of the most representative remote-sensing 

techniques for field-based phenotyping. LiDAR measures distances by illuminating an object 

and analyzing the reflected light source. In recent years, LiDAR has been widely integrated 

with field-based phenotyping systems and used for canopy reconstruction (Garrido et al., 

2015; Jimenez-Berni et al., 2018), plant area density estimation (Hosoi & Omasa, 2009), 

plant height measurements (S. Sun et al., 2017; X. Wang et al., 2018), biomass estimation 

(Jimenez-Berni et al., 2018), nitrogen status assessment (Eitel et al., 2014), and plant growth 

analysis (Sun et al., 2018). For example, Qiu et al. (2019) reconstructed 3D models of corn 

plants by mounting a 3D LiDAR on a mobile ground robot. In their study, the robot with the 

3D LiDAR moved in alleyways to collect data of corn plant rows. The point clouds were 

registered and merged by using the Iterative Closest Points algorithm with the assistance of 

landmarks in the field. Morphological traits including row spacing and plant height were 

derived from the 3D models. Besides canopy-level morphological traits, high-resolution 3D 
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LiDAR sensors have also provided the potential for organ-level traits, such as cotton bolls 

(Sun et al., 2018), sorghum panicles (Malambo et al., 2019), and corn stems (Jin et al., 2020). 

A terrestrial LiDAR sensor mounted on a sprayer has allowed the automated detection and 

morphological measurement of sorghum panicles using density-based clustering of LiDAR 

data (Lonesome Malambo & Heatwole, 2020).  Cotton plant internode detection is feasible 

using terrestrial LiDAR data collected under field conditions (Sun et al., 2019). A Laplacian-

based skeletonization algorithm and minimum-spanning-tree-based method were developed 

to analyze the structure of cotton plants. Thus, LiDAR sensors can be integrated into different 

plant phenotyping systems to characterize a wide range of phenotypes. 

LiDAR provides detailed 3D distributions of plant canopies by structured light 

projection, thus providing high-resolution surface models and high accurate estimates of 

structural parameters. Some shortcomings of LiDAR sensors for plant phenotyping include: 

1) low temporal resolution (Dandrifosse et al., 2020), i.e., takes long scanning time to obtain 

dense point cloud of plant canopy; 2) lack of color information in the measurement, but this 

can be solved by integrating other kinds of imaging sensors such as RGB cameras; and 3) for 

field-based plant phenotyping, LiDAR is sensitive to the noise caused by wind, insects, rain, 

and small panicles in the air (Perez-sanz et al., 2017). Though with these shortcomings, some 

new technologies such as high-density LiDAR, Full-waveform LiDAR, and Hyperspectral 

LiDAR have shown a great potential for the next-generation LiDAR-based plant phenotyping 

(Lin, 2015). 

An ultrasonic sensor is a range detector, which has long been utilized for the 

evaluation of plant height (Sharma et al., 2016; Sui et al., 2012). The working principle of 

ultrasonic sensors is similar to that of LiDARs, whereas the difference is that an ultrasonic 

sensor emits sound waves to measure distance. Ultrasonic sensors have the advantages of low 

costs, high sampling rates, and simple communication interface. On the other hand, the 
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sensors can suffer from materials and surfaces that can absorb sound waves, and they are only 

suitable for short-range sensing. Yuan et al. (2018) developed a multi-sensor phenotyping 

platform equipped with ultrasonic sensors and LiDARs. The study of measuring wheat plant 

height using the system showed that LiDAR provided better results than ultrasonic sensors. 

At a higher cost, the measurement produced by LiDAR is more accurate because of the 

higher spatial resolution (Qiu et al., 2018). 

1.2.5. Spectral Sensing  

Some other imaging techniques have been used in numerous plant phenotyping 

platforms, including spectral sensors and thermal imaging. Spectral sensors assess the 

spectral response from objects in a number of spectral bands including visible (400-700 nm), 

near infrared (700-1200 nm), and short-wavelength infrared regions (1400-3000 nm). Some 

commercial spectral sensors such as GreenSeeker (Trimble Inc., CA, USA) and Crop Circle 

(Holland Scientific Inc., NE, USA) were widely used by researchers to form vegetative 

indices such as normalized difference vegetation index (NDVI) (Barker et al., 2016; Bayati & 

Fotouhi, 2018; Crain et al., 2016). The high-resolution spectral measurements make it a 

promising tool for the detection of disease and abiotic stresses (Behmann et al., 2015; Corti et 

al., 2017; Mahlein et al., 2017; J. Sun et al., 2017; Thomas et al., 2018; Wang et al., 2019). 

Spectral image analysis is usually performed using appropriate statistical/machine learning 

algorithms to select significant features and build robust prediction models. These algorithms 

include least squares regression, support vector machine, principal components analysis, 

random forest, and neural networks. Furthermore, ensemble learning can be implemented to 

aggregate the strengths of multiple machine learning approaches (Moghimi et al., 2018). 

Thermal imaging, which can detect emitted infrared radiation in the mid- and long-wave 

infrared range from 3 to 12 um, allows for measuring temperature distribution on plant 

canopies. These different sensors have been integrated into phenotyping platforms to assess 
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various agronomic traits. For example, Field Scanalyzer, an automated gantry-based field 

phenotyping platform, carrying a dedicated sensor array consisting of hyperspectral, thermal 

infrared, RGB, and chlorophyll fluorescence cameras, as well as 3D laser scanners (Virlet et 

al., 2017). The sensors array enables detailed non-invasive measurements of wheat plants 

including NDVI, canopy temperature, wheat head detection, plant height, and chlorophyll 

fluorescence. BreedVision is another multi-sensor platform developed for field-based plant 

phenotyping. Various optical sensors like hyperspectral imaging, 3D imagers and color 

cameras were used to collect spectral and morphological information of plants; and 

phenotypic traits including plant moisture content, tiller density, and lodging were measured 

from the multi-sensor fusion models (Busemeyer et al., 2013).  

1.3. Research Objectives 

Sorghum and maize plants are among the most important grain crops, and promising 

feedstocks for biofuel production due to their excellent drought tolerance (Xin et al., 2008) 

and water use efficiency (Borrell et al., 2014). If phenotypes such as plant height, stem 

diameter, leaf angle, and leaf area can be deduced from the 3D plant architecture without 

destroying the plant, then detailed evaluations of these parameters through time can help 

study the genetic basis of complex traits over a variety of genotypes, and hence improve the 

efficiency of breeding programs (Li et al., 2014). Moreover, non-destructive biomass 

estimation can be important to dissect the genetic architecture and variability of sorghum 

biomass yield under different stress conditions. However, in reality, phenotyping sorghum 

and maize plants via imaging remains a particularly challenging task due to occlusions 

caused by overlapping leaves and tillers, often leading to the requirement of user interaction 

to facilitate the image analysis (Pound et al., 2014; Salas Fernandez et al., 2017).  

To automate a process that can accurately measure organ-level traits of sorghum and 

maize plants in the field has been further challenging. Typically, the organ-level traits such as 
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stem diameter and leaf angle are measured manually in the field, which is a tedious and error-

prone practice. Several studies have investigated the suitability of vision-based systems for 

field-based phenotypic traits characterization, but the methods usually require human 

intervention. Recent advances in machine learning offered new approaches for reliable object 

detection in some image-based deep learning tasks. These studies identified and detected the 

plant organs in 2D images and performed well. However, the performance could be further 

improved by acquiring higher-quality images. 

The overall goal of this research is to develop methodologies to characterize 

architectural traits of sorghum and maize plants using side-view 3D imaging. The research 

project reposted in this dissertation has two phases. The first phase was the development of a 

non-destructive 3D scanning system using a commodity depth camera. The reviewed 

previous studies have mainly focused on relatively simple cases where sorghum plants have 

no overlapped leaves or tillers. The overall goal of this study is to automatically extract 

sorghum plant architectural parameters via 3D point cloud analysis. The specific objectives 

are to: 1) reconstruct the 3D surface model of the imaged plants; 2) develop a robust data 

processing pipeline to characterize the plant architecture; 3) extract phenotypic data including 

plant height, stem diameter, leaf angle, and leaf area; and 4) explore the possibilities of using 

the extracted traits for plant biomass estimation. 

The second phase was the study of the feasibility of stereo imaging for measuring 

plant architectural traits of sorghum and maize plants in the field. The characterization of two 

important plant architecture traits, including stem diameter and leaf angle, were studied and 

investigated. Measuring the stem diameter of sorghum plants has been identified as a 

challenging sensing task to automate in the field due to the complexity of the imaging object 

and the unstructured environment. The leaf angle characterization of field-grown maize 

plants is regarded as one of the most challenging phenotyping tasks because of the substantial 
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overlap and occlusion in maize plant canopies; and moreover, variable stem and leaf 

orientations relative to the camera can affect their visibility near a leaf collar. To relieve these 

stresses, a portable stereo imaging module, namely PhenoStereo, was developed for acquiring 

high-quality stereoscopic images in the field. A series of image processing algorithms making 

use of 3D reconstruction and CNN-based object and keypoint detection techniques were used 

to automatically detect and characterize organ-level traits of sorghum and maize plants under 

field conditions. The specific objectives for phenotyping each crop species are listed below: 

Research Objectives of Field-Based Stem Diameter Detection and Characterization of 

Sorghum Plants: 

1) acquire high-quality images of sorghum plants in the field using our customized 

stereo module; 

2) develop an automated image processing pipeline to detect the stems of sorghum 

plants and measure their stem diameter in reconstructed 3D models; and 

3) evaluate the performance of stem instance segmentation and stem diameter 

estimation. 

Research Objectives of Field-Based Robotic Leaf Angle Detection and Characterization of 

Maize Plants: 

1) develop a customized stereo-vision-based plant phenotyping platform to image 

maize plant canopy at different heights in the field;  

2) develop an automated image processing pipeline to detect the regions and 

keypoints of interest and characterize plant architecture via a 3D modeling process and derive 

two important traits: leaf angle and its associated node height; 

3) evaluate the performance of the proposed approach by comparing system-derived 

measurements with ground truth; and  
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4) explore the effectiveness of the newly developed system for characterizing leaf 

angle variations in different maize inbred lines in the field. 

 

1.4. Dissertation Outline 

The dissertation comprises a compilation of three journal articles that document my 

studies in two strands of research in automated plant phenotyping: (1) morphological traits 

extraction for sorghum plants under controlled environments, and (2) field-based organ-level 

traits detection and characterization of sorghum and maize plants. Chapter 1 provides a 

general introduction followed by the research objectives. The first article (Chapter 2) presents 

the study of automated morphological traits extraction for sorghum plants via 3D point cloud 

data analysis. The second and third articles focus on characterizing organ-level phenotypic 

traits in the field. The second article (Chapter 3) describes a high-throughput stereo vision 

system for field-based plant phenotyping and investigates measuring stem diameter of 

sorghum plants in the field using the stereo vision system. The third article (Chapter 4) details 

field-based robotic leaf angle detection and characterization of maize plants using stereo 

vision and deep convolutional neural networks. General conclusions are drawn in Chapter 5 

along with a list of recommendations for future research. 
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Abstract 

The ability to correlate morphological traits of plants with their genotypes plays an 

important role in plant phenomics research. However, measuring phenotypes manually is 

time-consuming, labor intensive, and prone to human errors. The 3D surface model of a plant 

can potentially provide an efficient and accurate way to digitize plant architecture. This study 

focused on the extraction of morphological traits at multiple developmental timepoints from 

sorghum plants grown under controlled conditions. A non-destructive 3D scanning system 

using a commodity depth camera was implemented to capture sequential images of a plant at 

different heights. To overcome the challenges of overlapping tillers, an algorithm was 

developed to first search for the stem in the merged point cloud data, and then the associated 

leaves. A 3D skeletonization algorithm was created by slicing the point cloud along the 

vertical direction, and then linking the connected Euclidean clusters between adjacent layers. 

Based on the structural clues of the sorghum plant, heuristic rules were implemented to 

separate overlapping tillers. Finally, each individual leaf was automatically segmented, and 

multiple parameters were obtained from the skeleton and the reconstructed point cloud 

including plant height, stem diameter, leaf angle, and leaf surface area. The results showed 

high correlations between the manual measurements and the estimated values generated by 

the system. Statistical analyses between biomass and extracted traits revealed that stem 
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volume was a promising predictor of shoot fresh weight and shoot dry weight, and the total 

leaf area was strongly correlated to shoot biomass at early stages.  

Keywords. 3D point cloud data, phenotyping, plant morphology, skeletonization, 

sorghum  

2.1. Introduction 

Improving the efficiency of plant breeding and crop production is crucial to the 

success of meeting the increasing food and energy demands of over nine billion global 

population by 2050 (Tilman et al., 2011). High yielding, stress-tolerant plants could be 

developed more rapidly than is currently possible by analyzing the relationship between 

genotypes and phenotypes under various growth environments (Furbank & Tester, 2011). 

Boosted by technological developments such as high-throughput DNA sequencing, the 

efficiency of genotyping has been greatly improved (Phillips, 2010). However, the capability 

of phenotyping is still a bottleneck for dissecting the genetics of quantitative traits such as 

plant height, leaf angle, leaf area, and biomass (White et al., 2012). The conventional 

phenotyping practice tends to be time-consuming, labor-intensive, and prone to human errors. 

Thus, it is vitally important to develop techniques for collecting crop phenotypic data with 

higher accuracy and efficiency. 

Though two-dimensional (2D) images have been widely used in image-based 

phenotyping techniques, 2D methods struggle to accurately reflect three-dimensional (3D) 

quantities (Gibbs et al., 2018; Kaminuma et al., 2004). Previous works has demonstrated that 

analyzing plants in 3D space offers greater robustness and accuracy (An et al., 2017; Apelt et 

al., 2015). In addition to the quantitative description, 3D imaging enables measurements of 

more traits than what is possible with 2D images such as the volume of fruits (Paulus, 

Behmann, et al., 2014). To date, advanced computer vision techniques have employed 3D 

information to quantify plant traits (L. Li et al., 2014). Generally, there are two approaches 
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for 3D image-based phenotyping. In one approach, 3D surface models are reconstructed by 

2D images taken from multiple views, which is referred to as the passive methods. Stereo 

vision is one of the passive imaging techniques that reconstruct 3D canopies by synthesizing 

multi-view images. This method has been successfully used for canopy model reconstruction 

(Bao et al., 2019; Salas Fernandez et al., 2017) and growth estimation (Rovira-Más et al., 

2005). However, the performance is affected by the lack of texture in the objects and sunlight 

variations (Frasson & Krajewski, 2010). Structure-from-Motion (SfM) is another commonly 

used technique for 3D reconstruction due to the relatively high accuracy of the sensors 

(Bellasio et al., 2012; Nguyen et al., 2015), but its major limitation is the intensive 

computation required for reconstruction (Jay et al., 2015). Another approach to 3D-based 

plant phenotyping is an active method that directly acquires 3D distribution of plant canopies 

by using external light sources (Jiang et al., 2018). Several 3D sensors have been used for 3D 

modeling of plants and leaves, such as Light Detection and Ranging (LiDAR), Time-of-

Flight (ToF) cameras, and 3D laser scanners. LiDAR applications include canopy 

reconstruction (Garrido et al., 2015), and the estimation of LAI (Tang et al., 2014), plant 

height (S. Sun et al., 2017), volume and biomass (Eitel et al., 2014; Rosell Polo et al., 2009)). 

ToF cameras have been used for crop recognition (J. Li & Tang, 2018), crop monitoring 

(Andújar, Dorado, et al., 2016; Jiang et al., 2016), and plant traits measurement (Alenya et 

al., 2011; Chaivivatrakul et al., 2014). Finally, laser scanners have been successfully 

deployed for LAI mapping (Gebbers et al., 2011), plant organ classification (Paulus et al., 

2013), and growth tracking of plants over time (Paulus, Dupuis, et al., 2014). High accuracy, 

high signal update rate, and strong robustness are the advantages of these devices, though, the 

major limitations are the high signal noise level and sensitiveness to environmental variations 

(e.g., sunlight, wind). 
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Recent advances in commercial-grade depth sensors provide a new solution for 

measuring plant architecture (Hu et al., 2018). The Microsoft Kinect v2 camera is one of the 

most commonly used depth sensors that, with upgraded color and depth resolutions, has 

performed well in plant phenotyping. McCormick et al. (2016) developed a 3D reconstruction 

system for sorghum (Sorghum bicolor) plants using a Kinect v2 camera with which plant 

architecture could be generated from a semi-automated data processing pipeline and shoot 

architecture phenotypes could be automatically measured. This work showed that 

measurements obtained with the Kinect depth camera are reliable for applications such as 

quantitative trait loci (QTLs) mapping. Andujar et al. (Andújar, Ribeiro, et al., 2016) 

described a method for 3D modeling of cauliflower plants with a Kinect-based automated 

system. This method relied on the creation of a 3D point cloud in real time, and the 

subsequent generation of a solid surface model. In their work, significant correlations 

between measurements from the models and actual structural parameters were found. 

Sorghum is the fifth most important grain crop, and a promising feedstock for biofuel 

production due to its excellent drought tolerance (Xin et al., 2008) and water use efficiency 

(Borrell et al., 2014). If phenotypes such as plant height, stem diameter, and leaf area can be 

deduced from the 3D plant architecture without destroying the sorghum plant, then detailed 

evaluations of these parameters through time can help study the genetic basis of complex 

traits over a variety of genotypes, and hence improve the efficiency of breeding programs (L. 

Li et al., 2014). Moreover, non-destructive biomass estimation can be important to dissect the 

genetic architecture and variability of sorghum biomass yield under different stress 

conditions. However, in reality, phenotyping sorghum plants via imaging remains a 

particularly challenging task due to the occlusions caused by overlapping leaves and tillers, 

often leading to the requirement of user interaction to facilitate the image analysis (Pound et 

al., 2014; Salas Fernandez et al., 2017). The overall goal of this study is to automatically 
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extract sorghum plant architectural parameters via 3D point cloud analysis. The specific 

objectives are to: (1) reconstruct the 3D surface model of the imaged plants, (2) develop a 

robust data processing pipeline to characterize the plant architecture, (3) extract phenotypic 

data including plant height, stem diameter, leaf angle, and leaf area, and (4) explore the 

possibilities of using the extracted traits for plant biomass estimation. 

2.2. Materials and Methods 

2.2.1. Experimental Design and Data Acquisition  

A non-destructive imaging system was developed for data acquisition. It consisted of 

a Kinect v2 camera, a vertical track linear actuator, and a computer station (Figure 2.1). The 

Kinect v2 has a depth camera with a resolution of 512 × 424 pixels, an RGB camera of 

1920 × 1080 pixels, and an infrared emitter. Kinect v2’s depth measurement is based on 

Time-of-Flight (ToF) of light principle, where the distance between the emitter to the target is 

calculated from the travel time of the modulated light (Andújar, Dorado, et al., 2016). The 

Kinect camera was mounted on a vertically oriented and tracked linear actuator. The sorghum 

plant was positioned 0.9 meters away from the linear actuator, with the widest side of the 

canopy facing the camera. The system took RGB-D images at multiple heights while moving 

the camera at a speed of 40 mm/s. Starting from the same height, the system stored one image 

in every second with more than 90% of overlapped areas between consecutive images. A 

total of four images were saved for each plant based on the heights of the sorghum plants 

used in this project. Images were taken in the laboratory under typical office lighting 

conditions. 
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Figure 2.1. System setup and manual measurements (a) The setup of the image acquisition 

station. (b) Illustration of the manual measurements of plant height, leaf angle, and stem 

diameter. 

 A total of 32 sorghum plants were grown in a growth chamber and studied to validate 

the system. These plants corresponded to four genotypes (PI 656029, 533839, 564163 and 

655996) and eight biological replicates per genotype. The plants were sampled at multiple 

developmental timepoints: 21 (W3), 28 (W4), and 35 (W5) days after planting (DAP). Figure 

2.2 shows the example images of one of the sampled sorghum plants at different growth 

stages. Plants were transported manually from the growth chamber to the imaging station. 

After taking images, plants were manually measured to evaluate the performance of the 

system. The ground truth data were collected by the same person. Plant height was measured 

from the soil to the collar of the last fully expanded leaf using a measuring tape. Stem 

diameter was measured using a caliper at the stem section right above the soil, and leaf angle 

was measured only for the leaves completely out of the whorl by a protractor (Figure 2.1b). 

Each week, eight plants (two per genotype) were randomly selected and cut at the base of the 

stem for leaf area and biomass measurements. Leaf area was measured by an LI-3000C Area 

Meter, and fresh biomass weight was obtained using an electronic balance. Subsequently, the 

plant was dried in an oven with a temperature of 65℃ until the sample reached a constant 

weight. Total dry weight was then measured and recorded. 

  

(a) (b) 

 1 
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Figure 2.2. Point clouds of a sorghum plant at different growth stages, where DAP stands for 

Days After Planting. 

2.2.2. Image Processing Pipeline 

An automatic image processing pipeline was developed for determining plant 

architecture and characterizing phenotypic parameters. It comprised three sections: point 

cloud preprocessing, stem and leaf segmentation, and morphological traits extraction (Figure 

2.3). Routines from Point Cloud Library (Rusu & Cousins, 2011) and OpenCV library 

(Bradski & Kaehler, 2008) were adopted to implement those steps.  

 

Figure 2.3. Main steps of the proposed automatic processing pipeline 
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2.2.2.1. Point Cloud Preprocessing  

An overview of the point cloud preprocessing is shown in Figure 2.4. The four depth 

images taken at different heights were transformed into 3D point cloud using the equations 

listed as follows: 

Z =  d; (2.1) 

X = (x −  𝑐𝑥)/𝑓𝑥 ∗ 𝑍; (2.2) 

Y = (y − 𝑐𝑦)/𝑓𝑦 ∗ 𝑍; (2.3) 

where (x, y) is the 2D image point coordinates, d is the depth value of the 2D point.  𝑐𝑥 and 

𝑐𝑦 represent the principal points along the camera X and Y axis. 𝑓𝑥 and 𝑓𝑦 are the focal 

lengths along the camera X, Y axis, respectively. (X, Y, Z) is the 3D coordinates of the 

corresponding point.  

The point cloud data generated by the system contain some background objects (e.g., 

the supporting structure, the door, and walls of the room) which was removed by filtering out 

the 3D points outside a predefined bounding box containing the plant. The algorithm checks 

the X, Y, and Z coordinates of each point in the point cloud. Figure 2.5a shows the results 

after background removal, where the point clouds obtained from different heights are 

visualized with different colors. 

Due to the limitation of the sensor, the raw data of the sorghum point cloud always 

contains a few sparsely distributed noise points which commonly have low point density. A 

radius-based outlier removal filter was implemented to clean the noise points. This filter takes 

into account the number of neighboring points (K) within a user-defined search radius r of all 

points, a point will be removed as noise if less than K neighbors are found (Dziubich et al., 

2016). We selected r = 5 mm and K = 5 which effectively reduced the number of noise points 

without losing true surface points.  
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After background and noise removal, multiple neighboring point clouds were 

incrementally registered into a single point cloud (Figure 2.5b) by using the Iterative Closest 

Point (ICP) algorithm. The ICP algorithm aligns two point clouds by iteratively minimizing 

the Euclidean distances between corresponding points (Holz et al., 2015). The multi-view 

point cloud registration was done by finding the best transformation matrix between each 

consecutive clouds and converging these transformation matrices towards the first cloud’s 

frame. 

   

Figure 2.4. Flowchart of the algorithm for point cloud preprocessing 

2.2.2.2. Stem and Leaf Segmentation   

The phenotypic data extraction of the plant organs (i.e., leaves and stems) was based 

on segmentation. Previous work has developed and validated methods for plant components 

segmentation. One of them was to first remove the stem, and then separate every single leaf 

by clustering methods (Lu et al., 2017). However, this was based on a relatively simple plant 

architecture with leaves that were spatially separated from each other after filtering the stem. 

Another method used machine learning approaches to classify each point by point-level 3D 

features (McCormick et al., 2016; Sodhi et al., 2017), but the approach needed a manually 

labeled subset for training the classifier, which was time-consuming. The plants used in our 

experiment not only had leaves but also tillers close to the stem, and the leaves at the top of 

the canopy remained connected. To overcome these challenges, a skeletonization method was 
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implemented to help build the structural clues of the whole plant. The algorithm was 

developed to first search for the stem by Hough line transform, and then segment each 

individual leaf. 

Step 1: Soil Detection   

The soil detection started with ground detection and the subsequent soil level 

estimation based on the ground level and the pot height. For ground detection, the Random 

Sample Consensus (RANSAC) algorithm (Fischler & Bolles, 1981) was used to fit a plane 

model. The method was applied to the full point cloud to find all the points that supported a 

plane model. Similarly, after ground detection, a soil detection process based on the 

RANSAC method was employed. We defined the direction perpendicular to the ground plane 

pointing upwards as the X-axis. The pot height was 0.20m and the soil was always inside the 

pot. The soil detection only considered those points with an X-value from Xground + 0.15m to 

Xground + 0.20m, thus increasing the ratio of soil to all the points and improving the detection 

accuracy. The inliers of the plane model were extracted as the soil and the soil level Xsoil was 

estimated by averaging the X coordinates of all the inliers. The points above the soil were 

extracted as the region of interest and were used for the phenotypic traits extraction. Figure 

2.5c shows the point cloud with the ground inliers in blue and soil inliers in red.  

Step 2: Point Cloud Skeletonization  

We introduced a point cloud skeletonization method to analyze the sorghum plant 

architecture. The 3D skeletonization algorithm was developed by slicing the point cloud 

along the X-axis (Figure 2.5d) and linking the connected Euclidean clusters (Rusu & 

Cousins, 2011) between adjacent layers. The generated skeleton was mapped to an undirected 

graph with each node denoting the cluster’s centroid and the edge weight denoting the 

Euclidean distance between the two connected nodes. For each node, its neighbors and 

indices of the points in the cluster were stored. Due to inter-plant occlusion and boundary 
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noise, the initial skeleton graph may include loops and redundant spurious branches, thus 

clean skeletons were extracted by removing loops using Kruskal’s algorithm (Kruskal, 1956) 

and pruning spurious branches. The process of skeleton pruning was based on thresholding, if 

a branch contained less than α nodes, it was discarded as a spur. The value of α was selected 

as 3, since all short branches were removed using this threshold value for our dataset. Figure 

2.5d shows the sliced point cloud and Figure 2.5e shows its graphical representation after the 

skeleton graph pruning. 

In the graph, every node has references to its neighbors, where the node is regarded as 

a parent if it has a smaller x value than its neighbor or otherwise, it is considered as a child. 

With this hierarchy, all the nodes can be categorized into three cases: 

(1) Leaf tip (T): node with one neighbor. 

(2) Internal node (I): node with two neighbors - usually has one child and one parent 

node.  

(3) Junction (J): node with more than two neighbors - normally has only one parent 

and at least two child nodes. 

It was observed that the junctions near the stem were always higher than the leaf 

collars because the slice near the leaf collar always contained both the stem and leaf base. To 

solve this problem, a skeleton refinement algorithm was implemented. Each branching node 

was split into two nodes by applying 2-means clustering to the point cluster associated with 

the original node. The splitting process continued until the distance between the two new 

nodes was less than a user-defined threshold. Based on trial and observation, we set the 

threshold to 0.02 m, which was approximately the stem diameter.    

Step 3: Stem Identification 

The stem in the merged point cloud could be approximately modeled as an elliptical 

cylinder (Chaivivatrakul et al., 2014; Frasson & Krajewski, 2010). However, if we directly 
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searched for the points in the merged cloud that could be considered as a cylinder, the results 

always contained the part of rolling and straight young leaves (plant whorl). The whorl 

position was identified by searching for the junction node with largest x value in the skeleton 

(Figure 2.5e labels the node as W). To distinguish whorl from the shoot cylinder, the stem 

segmentation only considered those points lower than the plant whorl. After that, the 3D 

Hough transform (Dalitz et al., 2017) was applied to detect the central line of the cylinder 

model and the direction vector v of the line was calculated. The 3D Hough transform is an 

iterative voting process which selects the line with the most votes and removes the 

corresponding points after each iteration. Once the stem center line has been identified, the 

points corresponding to the shoot cylinder can be extracted by a thresholding-based strategy, 

i.e., the stem inliers are the points within a suitable radius from the central line (Figure 2.5e 

shows the stem center line in red and Figure 2.5f shows the stem inliers in orange).  

Step 4: Leaf Segmentation 

Leaf segmentation could be considered as a graph partitioning problem. We 

reconstructed each partial segment by iteratively traversing the graph from a leaf tip along a 

connected path of internal nodes until encountering a junction, the results of which can 

contain both leaves and tillers. Since sorghum leaves are very thin, the corresponding point 

cloud could be sparse if the camera captures the side view of a leaf, thus the filtering process 

described in 2.2.1 may cause disconnections of a single leaf. Before partial segmentation, a 

reconnection of the skeleton was employed to connect the broken leaves. The approach 

checked each one-degree node. If its distance to the nearest one-degree neighbor is less than 

the threshold (0.03m in our case, which is determined heuristically), then the two nodes were 

connected. Figure 2.5e shows the reconnected edge in green. Considering that leaves 

emerged from the shoot cylinder while tillers originated from the soil, we selected the partial 

segments connected with the stem as leaf candidates. Figure 2.5e shows that each individual 
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leaf starts with a green node and ends with a red node. The stem and leaf segmentation is 

summarized in Algorithm 1.  

Algorithm 1: Skeletonization algorithm for Stem and Leaf Segmentation  

Input: C: The registered and filtered point cloud. 

Output: Skeleton graph of the point cloud and determination of individual plant organs. 

1: Poriginal = segment(C); 

   The region of interest, i.e., the sorghum plant, is extracted from the registered cloud by 

filtering out the points lower than the soil level. 

2: Ginitial (V, E) = initialize - skeleton(Poriginal); 

    Compute the initial skeleton of the segment P and transform the 3D skeleton into a graph 

representation. 

3: Grefined(V, E) = refine - skeleton (Ginitial) 

Remove loops using Kruskal’s algorithm and prune short branches using a threshold of α 

nodes.  

4: {T, I, J} ← V 

    Categorize the set of nodes V into leaf tips (T), internal nodes (I) and junctions (J) based 

on the number of neighbors of each node. 

5: W, Ppart-plant ← detect - whorl (Grefined) 

    Find the highest junction in J, label the junction node W as ‘plant whorl’, extract the 

points lower than the whorl as a cluster P1, which will be used for stem segmentation.  

6: Pstem = stem - segmentation (Ppart-plant) 

    Detect the central line of the shoot cylinder in Ppart-plant, identify the stem inliers (Pstem) 

from the data by extracting the points within a suitable radius from the central line. 

7: Greconnected = skeleton - reconnection (Grefined)  
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    If the distance between a one-degree node and its nearest one-degree neighbor is ≤ 𝛽, 

connect the two nodes.  

8: {X1, X2, …, Xn} = partial - segment (Greconnected) 

    Partition the skeleton graph into 1D partial segments such that each segment starts with 

T and ends with J. Each partial segment is defined as X = {N1, N2, . . . , Nm}, where m is 

the number of nodes in the segment X. 

9: {L1, L2, …, Ln} ∈ {X1, X2, …, Xn} 

If one endpoint of a partial segment Xi ∈ Pstem, label the segment as a leaf (Lj). 

 

Figure 2.5. Image processing pipeline: (a) Point clouds sampled from multiple heights. (b) 

Registered point cloud. (c) Ground and soil detection. Blue points are ground inliers and red 

points are soil inliers. (d) Sliced point cloud. (e) Hierarchical slice representation. The green 

point, red point, and white point represent junction, leaf tip, and internal node, respectively. 

The green lines are the reconnected skeleton of the broken leaves, and the red line denotes the 

stem central line. W stands for the positions of the junction node with the largest x value. (f) 

Stem and leaf segmentation. Different plant organs are visualized with different colors. 

   

(a) (b) (c) 

   

(d) (e) (f) 

 1 
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2.2.2.3. Morphological Traits Extraction  

Five phenotypic parameters were extracted from the point clouds: plant height, stem 

diameter, stem volume, leaf angle, and leaf area. The multiple morphological traits obtained 

from the point clouds can be classified into two categories: (a) holistic traits and (b) organ-

level traits. Holistic traits quantify the overall plant architecture, such as plant height and total 

leaf area. Organ-level traits analyze the individual organs of the plants, including stem 

diameter, leaf angle, and area of individual leaves. Figure 2.6 shows the definitions and 

principles of the measured phenotypes mentioned above. 

  Plant height: Plant height is defined as the distance from soil to the collar of the 

youngest fully expanded leaf, which is a useful and frequently measured trait in agronomic 

research (Neilson et al., 2015). In the graphical representation, the beginning of the stem was 

defined as the point where the stem emerges from the soil, and the end was defined as the 

second junction node from the top (where the corresponding leaf was typically fully 

expanded). The algorithm finds the second highest junction node (leaf collar) by checking the 

X coordinate of each node with those of two neighbors in the skeleton graph. Therefore, the 

plant height can be estimated as the distance from the node to the soil level along the stem 

direction using:  

H =
X − X𝑠𝑜𝑖𝑙

𝑐𝑜𝑠∅
 

(2.4) 

where ∅ is the angle between the stem center line and the Y-Z plane. X and Xsoil denote the x-

coordinate of the leaf collar and x-coordinate of the soil, respectively.  

Stem diameter: Stem diameter was measured close to the soil to provide consistent 

and representative measurements of the entire stem. In the point cloud of the sorghum plant, 

the stem inliers immediately above the soil may not be complete due to occlusion by tillers, 

so eight slices of stem inliers whose distances to the soil ranged from 2cm to 10cm were used 

for stem diameter extraction (the thickness of each slice was 1 cm). The stem diameter was 
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determined based on sorghum stem’s roughly elliptical cross-section, hence the points of 

each slice were projected orthogonally onto the Y-Z plane (Figure 2.6a). Subsequently, 

ellipse fitting operation was applied to the projected points using an OpenCV library’s build-

in function (Bradski & Kaehler, 2008), which works by first finding the contour and then 

approximating an ellipse by minimizing the algebraic distance to its constraints (Fitzgibbon et 

al., 1999). The major axis of the fitted ellipse represents the stem width along the major axis 

of the elliptical cross-section (Figure 2.6b), therefore, the stem diameter can be calculated by 

averaging the major axes of all the ellipses of the stem slices.  

Stem volume: Once the stem diameter has been extracted, the stem volume could be 

estimated based on the formula for the volume of an elliptical cylinder using: 

V =
π × 𝐷𝑎 × 𝐷𝑏 × H

4
 

(2.5) 

where H is the plant height, 𝐷𝑎 and 𝐷𝑏 denote the average major axis and minor axis of the 

fitted ellipses, respectively. 

Leaf angle: Leaf angle is defined as the inclination between the leaf blade midrib and 

the stem. For leaf angle extraction, we used the leaf points within a radius of 0.06m (which 

was chosen empirically) from the central line of the stem cylinder model. To estimate the 

orientation of the leaf, the outer edge of the point cloud of the selected portion was first 

recognized (Figure 2.6c). Since the direction in which the leaves emerge was perpendicular to 

the sensor viewing direction in our experimental setup, the outer edge of the leaf seen by the 

depth sensor approximately represented the leaf blade midrib. Let I(x, y, z) denote the edge 

points of the leaf. To recognize the orientation of the leaf, Principle Component Analysis 

(PCA) was performed on I. The PCA transformation computes a covariance matrix of I, 

which can be decomposed to a set of eigenvectors (u1, u2, u3) and eigenvalues (λ1, λ2, λ3). 

The eigenvector u1 with the highest eigenvalue identifies a direction accounts for the greatest 

possible variance in the data set, hence providing an estimation of the overall orientation of 
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the leaf. The Hough line fitting in stem segmentation process provided a direction vector (v) 

of the center line of the cylinder model of the stem. Then, the leaf angle was calculated as the 

angle between u1 and v. An example of leaf angle measurement is shown in Figure 2.6, where 

white points are the edge points, and the yellow lines represent the direction of the major 

eigenvectors. 

Leaf area and total area: To reconstruct the leaf surfaces, a greedy surface 

triangulation algorithm (Marton et al., 2009) was implemented to generate a triangle mesh 

based on a set of inliers of each individual leaf. The triangulation was performed based on 

projections of the local neighbors of a point along its normal. Figure 2.6d shows the 

reconstructed triangle mesh of a plant leaf. Leaf area was obtained by summing the triangle 

area of each leaf’s surface mesh, and the total area included the surface area of all individual 

leaves and tillers. 

 

Figure 2.6. Phenotypic parameters: H - plant height; Da - stem diameter (major axis of the 

fitted ellipse); Db-minor axis of the fitted ellipse; α - leaf angle; (a) Orthogonal projection on 

Y-Z plane of the sliced stem point cloud; (b) Projected point cloud with ellipse fitting; (c) the 

outer edge of the leaf point cloud; (d) triangular mesh of leaf surfaces. In the figure, u1 and v 

are the direction vectors of the selected edge points and the stem cylinder, respectively. X and 

Xsoil denote the X coordinates of the leaf collar and the soil, respectively. 
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2.2.3. Performance Evaluation  

Linear regression analyses were performed between the manual measurements and the 

system-derived measurements for all extracted parameters. The following statistics were 

calculated for performance evaluation: correlation coefficient (r) and root mean square error 

(RMSE, Equation 2.6). 

RMSE = √𝑚𝑒𝑎𝑛(𝑒𝑠𝑡 − 𝑎𝑐𝑡)2 (2.6) 

where est and act denote estimated values from the system and actual values from manual 

measurements, respectively.  

The total area and stem volume obtained from the system were analyzed and 

compared with the wet and dry biomass using linear regression. The r value was calculated to 

evaluate the relationships between the actual parameters and those extracted from the system.  

2.3. Results and Discussion 

Figure 2.7 shows the 3D point cloud and the segmentation results of plant 

architectures for sorghum plants at different growth stages, where the individual leaf 

skeletons are visualized with random colors. The visualization of the 3D surface model 

appeared realistic, the result of the individual leaf segmentation matched the ground truth. It 

was noticed that the bottom leaf of the first plant in Figure 2.7c was missed, this was mainly 

because the too much overlap between the leaf and the tillers, as a result of which the 

skeletons of the leaf were removed as a part of the tillers. Overall, the results demonstrate that 

the segmentation algorithm was effective to extract each individual leaf from the 3D point 

cloud of the sorghum plants.  
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Figure 2.7. Point cloud and skeletons of sorghum plants at different growth stages. (a) point 

clouds of plants at W3. (c) point clouds of plants at W4 and W5. (b)(d) skeletons of plants 

with each leaf skeleton visualized with different colors. 
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2.3.1. Accuracy Assessment  

 

 
Figure 2.8. Linear regression results between the image-derived measurements and the 

manual measurements for plant height (a), stem diameter (b), leaf angle (c), and leaf area (d). 
 

Comparisons of manual measurements and system-derived measurements of 

phenotypic parameters are shown in Figure 2.8. The results show that 3D point cloud analysis 

shows a promising potential for measuring the parameters inspected in this study, especially 

for stem diameter, leaf angle, and individual leaf area. The system-derived plant height is 

well correlated with the manual measurements (r = 0.81). A strong correlation (r = 0.93) was 

obtained for the stem diameter with an RMSE of 1.61 mm. The leaf angle yielded a 

coefficient of correlation of r = 0.84 with an RMSE of 2.64°. The image-derived leaf area 

was highly correlated with the manual measurement (r = 0.94), and the RMSE was 12.94 

cm².  
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The plant height was manually measured using a tape from the soil to the collar of the 

last fully expanded leaf. However, the Kinect camera did not have the sufficient depth 

resolution to distinguish the leaf collars from other parts, thus making it challenging to detect 

collars in the point cloud. We defined the second highest junction as the leaf collar in our 

method, whereas for some sorghum plants, the youngest fully expanded leaves were located 

at the third highest junction, hence resulting in a relatively higher error for the plant height. A 

more precise way to find the collar of the last fully expanded leaf in the point cloud is needed 

to improve the accuracy of the plant height estimation. Furthermore, a more objective and 

clearer mathematical definition of the plant height needs to be investigated.  

For stem diameter, the regression line of the data points matched well with the one-to-

one line (Figure 2.8b), validating the point cloud processing method as an accurate technique 

for measuring sorghum stem diameter. The correlation coefficient (0.93) indicated a strong 

correlation between the estimated stem diameter of sorghum plants and the reference value. 

Given the average sorghum stem diameter was 14.78 mm, the RMSE (1.61 mm) presented an 

error rate of 10.9% of the average. It should be noticed that there were two outliers, which 

occurred because the tillers were located very close to the stem. Since the bottom slices were 

used for the stem cross-section calculations, the tiller proximity caused an overestimation of 

the stem diameter. 

In spite of the narrow range of leaf angle observed in this experiment (15° ~ 36°), the 

RMSE was less than 3.00°, indicating that edge-based angle extraction via point cloud is well 

suited for determining the leaf angle. The random errors could be caused by two factors. 

First, the leaf angle extraction algorithm assumed that leaves were well aligned in the 

imaging plane, while in reality there existed some leaves distributed in other directions, 

resulting in that the outer edge points in the point cloud did not precisely denote the direction 

of the midrib. Second, some crooked and curled leaves did not have a smooth outer edge, 
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which resulted in a large variance in edge point, leading to an inaccurate estimation of the 

leaf orientation with the use of the major eigenvector.  

Overall, the leaf area derived from the system underestimated the actual leaf area, as 

most data points showed in Figure 2.8d were below the diagonal line. This is mainly caused 

by rolling and hidden parts of the upper leaves, since the Kinect sensor acquired point clouds 

only from the visible parts, resulting in a lack of information of leaves within the whorl. The 

leaf area was further underestimated during the process of triangulation, which tends to 

smooth the small variations in leaf surface and eliminate the local wrinkled structures 

particularly near the leaf tip and boundaries. This can be reduced by a more accurate 

triangulation methodology to reconstruct more details of leaf surfaces. Additionally, leaf 

occlusion and leaf rolling near the tips can also introduce errors. Nevertheless, the r value of 

0.94 revealed that leaf area estimates were significantly correlated with the ground truth and 

the Kinect sensor can be an effective tool to measure leaf area.   

2.3.2. Performance of Biomass Estimation  

In addition to capturing morphological traits of plant architecture, the biomass 

prediction (fresh weight and dry weight) based on the extracted traits was investigated. Figure 

2.9 showed the linear regression between the biomass and the system-derived traits. The total 

leaf area achieved similar results with wet and dry biomass from stage W3 to W5 (both r = 

0.82). The stem volume had strong correlations with the wet biomass (r = 0.96) and dry 

biomass (r = 0.95). The values showed the promising potential of the Kinect v2 in biomass 

prediction.  
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Figure 2.9. Correlation of system-derived traits and biomass: (a) Estimated total leaf area and 

wet biomass. (b) Estimated total leaf area and dry biomass. (c) Estimated stem volume and 

wet biomass. (d) Estimated stem volume and dry biomass. 

Though some previous studies reported the total leaf area had significant correlations 

with fresh weight and dry weight (Neilson et al., 2015; Yang et al., 2014; Zhang et al., 2017), 

the r values were not high when we using the data from stage W3 to W5. The variation in 

growth status among individual plants during W5 were larger than that during the other two 

growth periods (Figure 2.9a and Figure 2.9b). To address this problem, a linear regression 

was performed on the data in W3 and W4. When only the early stages were considered, the 

linear relationship between the total leaf area and the sorghum biomass showed noticeable 

improvement, with an r of 0.92 for the wet biomass and 0.98 for the dry biomass.  

  

(a) (b) 

  

(c) (d) 

 1 
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Compared with the total leaf area, the stem volume showed a significant improvement 

in correlation with the actual sorghum biomass, which added both stem height and stem size 

information to the model. Consistent with this, several studies have shown that biomass is 

related to stem height and diameter. Some researchers (George-Jaeggli et al., 2011) found 

that plant height can affect the biomass production of sorghum, and the reduced plant height 

was mainly due to a reduction in stem length to the collar of the flag leaf. Other studies have 

also shown that sorghum biomass has a positive relationship with stem diameter in both well-

watered (Clough & Hunter, 2003) and drought-stressed conditions (Almodares et al., 2013).  

For biomass (both fresh and dry weight) prediction, a noticeable improvement was 

achieved by adding stem-related features to the model. The stem volume generally achieved a 

stronger correlation with biomass than did the total leaf area. The total leaf area was more 

significant in predicting sorghum biomass at early stages (W3-W4) because of the more 

significant contribution of stem growth to biomass weight at later stages (W5). Therefore, it 

is possible to use Kinect v2 to estimate sorghum plant biomass, which can replace the intense 

labor needed to collect morphological traits related to biomass. Depth imaging is non-

invasive to plants, and thus, it can be performed at different growth stages without damaging 

the plants.  

2.4 Conclusions 

We developed a low-cost machine vision system based on a commodity depth 

camera. The system was capable of vertically acquiring sequential side-view images of 

sorghum plants grown under controlled conditions at multiple developmental timepoints. A 

skeletonization algorithm was implemented to detect the individual leaves and distinguish the 

tillers by analyzing the 3D point cloud using a graph-based approach. The system was used to 

identify the sorghum plant architecture and characterize multiple important parameters. 

Automated measurements from the 3D surface model showed agreement with the 
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corresponding manual measurements, validating the accuracy and utility of the system. In 

addition, both the total leaf area and stem volume showed potentials for wet and dry biomass 

prediction (r = 0.82 ~ 0.98). As such, depth imaging provides an efficient and economical 

solution for plant architecture characterization and phenotypic traits extraction, and hence can 

facilitate genomic studies and plant breeding programs. Future work will focus on improving 

the algorithms to address leaf occlusions better, and to adapt this approach to different growth 

environments and field scenarios. 
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Abstract 

Stem diameter of sorghum plants is an important trait for stalk strength and biomass 

potential evaluation but has been identified as a challenging sensing task to automate in the 

field due to the complexity of the imaging object and the environment. In recent years, stereo 

vision offers a viable three-dimensional (3D) solution due to its high spatial resolution and 

wide selection of camera modules. However, the performance of in-field stereo imaging for 

plant phenotyping has been adversely affected by textureless regions and occlusions of 

plants, and variable outdoor lighting and wind conditions. In this research, a portable stereo 

imaging module, namely PhenoStereo, was developed for high-throughput field-based plant 

phenotyping. PhenoStereo featured a self-contained embedded design, which made it capable 

of capturing images at 14 stereoscopic frames per second. In addition, a set of customized 

strobe lights was integrated to overcome lighting variations and enable the use of high shutter 

speed to overcome motion blurs. PhenoStereo was used to acquire a set of sorghum plant 

images and an automated point cloud data processing pipeline was also developed to 

automatically extract the stems and then quantify their diameters via an optimized 3D 

modeling process. The pipeline employed a Mask Region Convolutional Neural Network for 
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detecting stalk contours and a Semi-Global Block Matching stereo matching algorithm for 

generating disparity maps. The correlation coefficient (r) between the image-derived stem 

diameters and the ground truth was 0.97 with a root mean square error (RMSE) of 1.39 mm, 

which outperformed any previously reported sensing approaches. These results demonstrated 

that with proper customization stereo vision can be a highly desirable sensing method for 

field-based plant phenotyping using high-fidelity 3D models reconstructed from stereoscopic 

images. With the proving results from sorghum plant stem diameter sensing, this proposed 

stereo sensing approach can likely be extended to characterize a broad spectrum of plant 

phenotypes such as leaf angle and tassel shape of maize plants and seed pods and stem nodes 

of soybean plants. 

Keywords. Field-based high-throughput phenotyping, Point cloud, Stem diameter, 

Stereo vision. 

3.1. Introduction 

Understanding the relationship between genotype and phenotype plays an important 

role in plant phenomics (Bao et al., 2019). Plant phenotyping, which refers to the assessment 

of plant phenotypic features related to growth, tolerance, architecture, and yield, can 

potentially aid in the identification of high-yielding, stress-tolerant crop species (Li et al., 

2014). By dissecting the genetic basis of plant phenotypic traits, robust crop species can be 

selected by plant breeders. Recent advances in high-throughput genotype screening have 

offered fast and inexpensive solutions for plant genomics, which has accelerated plant 

breeding programs (Bao et al., 2019). Applications of genomic technologies, however, are 

limited by the ability of accurate and precise phenotypic trait collection. Traditional 

phenotyping procedures are time-consuming, labor-intensive, and low-throughput, whereas 

most phenotypes were obtained in a destructive way or involved manual observations 

(Minervini et al. 2017). Hence, the efficient and effective phenotyping strategies are 
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demanded to assess plant growth in an automatic and non-invasive way (Furbank and Tester 

2011).  

In recent years, various vision-based phenotyping systems have been developed to 

automate field-based phenotyping. Previous high-throughput phenotyping systems can be 

divided into two major categories: aerial-based and ground-based measuring systems (Li et 

al., 2014). Aerial-based phenotyping platforms enable capturing information of a large scale 

of plants within minutes. As one of the emerging alternatives in aerial-based platforms, 

unmanned aerial vehicles (UAVs) are gaining increased attention due to their low cost, 

portability, and ease of operation (Barbedo 2019). UAVs equipped with a variety of sensors 

have been successfully developed to estimate vegetation index (Li et al., 2019), canopy 

temperatures (Perich et al. 2020), biomass accumulation (Devia et al. 2019), and plant height 

(Lu et al. 2019). However, the use of aerial imaging systems to monitor plant growth has 

well-known limitations. For example, these systems can only capture top-view images, 

making it impossible to assess plant traits (e.g., stalk size and leaf angle) that are only 

observable in side-views of plants. 

Compared to aerial-based phenotyping platforms, ground-based phenotyping 

platforms have the advantages of flexible design, large sensors payload, and high sensor 

resolution. With customized ground vehicles and a wide range of sensing sensors, these 

systems are capable of traversing a field to measure a rich set of plant traits such as plant 

height, leaf area, leaf angle, stalk size, tiller density, and many other organ-level traits (Bao et 

al., 2018; Baweja et al., 2018; Jin et al., 2019; Sodhi et al., 2017). Some examples of such 

systems include ‘Robotanist’ (Mueller-Sim et al. 2017), ‘Vinobot’ (Shafiekhani et al. 2017), 

and some semi-autonomous tractor-based systems (Salas Fernandez et al., 2017). The 

Robotanist, developed by Carnegie Mellon University, is a field robot that can self-navigate 

within tightly-spaced crop rows and gather phenotypic data with side-facing sensors 
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(Mueller-Sim et al. 2017). The Vinobot is another autonomous field robot with a robotic 

manipulator to handle multiple sensors at different viewing angles (Shafiekhani et al. 2017).  

A variety of imaging sensors like multispectral, thermal, hyperspectral, and three-

dimensional (3D) sensors have been integrated into phenotyping systems. Among these 

sensing technologies, 3D sensors have gained a great interest especially for measuring 

architectural features because of the 3D nature of plant architecture. Light detection and 

ranging (LiDAR) sensor is a widely used 3D sensor for field-based phenotyping. Chakraborty 

et al. (2019) reconstructed 3D models of apple trees and grapevine canopies by combining a 

3D LiDAR with an inertial measurement unit (IMU) on a ground vehicle. The canopy 

volume was derived from the 3D models and found to be strongly correlated with manual 

measurements. Besides canopy-level morphological traits, high-resolution 3D LiDAR sensors 

have also provided the potential for organ-level traits for organs such as cotton balls (Sun et 

al., 2020), sorghum panicles (Malambo et al. 2019), and corn stems (Jin et al., 2019). 

However, such measurements can be complex and require long imaging time to obtain dense 

and accurate canopy models (Dandrifosse et al. 2020). Time-of-Flight (ToF) camera is 

another widespread sensor which can provide RGB-D data of plants in the field. ToF sensors 

have been successfully used for plant architecture measurement (Bao et al. 2018), biomass 

estimation (Krogh et al. 2018), fruit counting (Tu et al. 2020), and weed detection (Li and 

Tang, 2018). The major weakness of ToF sensors is its sensitiveness to strong sunlight. To 

alleviate this issue, a shroud or an umbrella could be used to reduce the sunlight intensity in 

outdoor applications (Li and Tang, 2018). 

Stereo vision, which reconstructs a 3D model from multi-view images, offers an 

inexpensive, accurate, and effective solution for in-field plant phenotyping. Multi-view stereo 

vision systems combine multiple-view stereo (MVS) and structure-from-motion (SFM) 

techniques to reconstruct 3D models of plants from images. Nguyen et al. (2016) developed 
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an in-field phenotyping system that utilized 16 color stereo vision cameras for capturing 

multi-view images of eggplant. An arc-shaped superstructure was designed to deploy the 

cameras and structured illumination modules. Plant height, leaf number, leaf area, and plant 

biomass can be estimated from the system. MVS-SFM method is capable of generating dense 

point cloud of plants but is challenging to implement in the field, especially for tall-growing 

plants like corn/sorghum. Binocular stereo vision is being considered as an alternative option 

to overcome limitations with MVS-SFM technique. The technique only needs two cameras to 

compute depth information. Previous work has demonstrated the potential of stereo vision in 

measuring plant architecture outdoors. For example, Sodhi et al. (2017) implemented such a 

system to study sorghum plant architecture in field conditions. In their application, 

phenotypic traits like leaf length, leaf width, and stem diameter were measured. Bao et al. 

(2019) developed a stereo-vision-based robotic system for tall dense canopy crops in the 

field, where the stereo cameras were positioned laterally and stacked vertically on an 

extension rig to perform side-view imaging. Several morphological traits were quantified and 

found to be accurate and highly repeatable. However, the wider row spacing was required by 

the system. Though their system had the advantages of high image resolution, the 

performance of stereo vision suffered from textureless regions, inadequate spatial resolution, 

sunlight variations, and wind conditions (Bao et al. 2019; Dandrifosse et al. 2020).  

Sorghum is one of the most promising energy crops due to its tolerance to 

drought/heat stresses (Xin et al. 2008). Stem diameter is an important feature for yield 

estimation and stalk strength assessment of sorghum plants (Salas Fernandez et al., 2017). 

Typically, sorghum stem diameter is measured manually using calipers - a tedious and error-

prone practice, but to automate a process that can accurately measure the stem diameter of 

sorghum plants in the field has been a challenging task (Salas Fernandez et al., 2017). Several 

studies have investigated the suitability of stereo vision for field-based stem diameter 
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estimation. Bao et al. (2019) developed a stereo vision system to retrieve stem diameter from 

side-view images, where a user would first click four reference points on the stem edge to 

identify a representative stem, the stem diameter was then calculated by the triangulation 

principle. Though results showed high repeatability and accuracy, the method requires human 

intervention. Recent advances in machine learning offered new approaches for reliable object 

detection in some image-based deep learning tasks.  For example, Baweja et al. (2018) used 

convolutional deep neural networks to detect sorghum stems and calculated stem width from 

stereoscopic images. The proposed method was 270 times faster than in-field manual 

measuring, and a mean absolute error of 19.3% of the average stem width was achieved. 

These studies identified the sorghum stem in 2D images and performed well. However, the 

performance could be further improved by acquiring higher-quality images. In addition, 3D 

geometric features such as surface normal directions, which are robust to varied illumination 

conditions, can be used to assist in plant organ segmentation (Sun et al., 2020). 

Based on the aforementioned literature research, this research project was set out to 

investigate a robust and accurate machine vision system that can measure the stem diameter 

of sorghum plants in 3D space under outdoor field conditions. The developed vision system 

was expected to deliver consistent performance under variable lighting and wind conditions 

in the field and be capable of high-throughput data acquisition for close range stereoscopic 

imaging. The specific objectives of this study were to: 1) acquire high-quality images of 

sorghum plants in the field using our customized stereo module; 2) develop an automated 

image processing pipeline to detect the stems of sorghum plants and measure their stem 

diameter in reconstructed 3D models; 3) evaluate the performance of stem instance 

segmentation and stem diameter estimation. 
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3.2. Materials and Methods  

3.2.1. Development of a Stereo Imaging System 

PhenoStereo, which refers to a custom-built stereo imaging module for plant 

phenotyping, is capable of capturing high-quality images in the field with strobe lighting. The 

PhenoStereo (fig. 3.1a) mainly comprised of a developer kit, two RGB color cameras, a 

printed circuit board (PCB), and strobe lights. The developer kit includes a Jetson TX2 

embedded platform (NVIDIA, California, USA), an Elroy carrier board (Connect Tech Inc., 

Ontario, Canada), and other devices (e.g, SD card and PCIe card) on the carrier board. Jetson 

is able to simultaneously take image pairs from two stereo cameras through high-speed 

interfaces (PCIe) and save them to a SD card. The Elroy Carrier board was chosen to 

interface with the Jetson TX2 module due to its small size and a variety of standard hardware 

interfaces.   

 
Figure 3.1. The complete device. (a) Configuration of PhenoStereo imaging unit: consisting 

of stereo cameras and strobe lights for capturing high-resolution images. (b) The graphic user 

interface of PhenoStereo, which uses Robot Operating System (ROS) network for wireless 

control. (c) Overview of the software architecture. 

Two identical RGB cameras (Phoenix 3.2MP, Lucid Vision labs, Canada) equipped 

with a lens of 4.0 mm focal length were used. The baseline of the stereo pair was set at 38 

mm, which enables the module to image close by objects with a large overlap area between 

the left and right images. The stereo camera has a horizontal view angle of 85.8° and a 
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vertical view angle of 63.6°. The PhenoStereo features onboard storage that performs image 

acquisition at a maximum rate of 14 frames per second (FPS). The raw images, with a 

resolution of 2048 × 1536 pixels, were stored in the memory of the device and can be easily 

transferred through an Ethernet interface.  

Four sets of high-intensity LEDs (LM75, Smart Vision Lights, USA) were mounted 

around the camera pair for strobing illumination. The motivation behind this design is to 

provide consistent lighting, enhance visual texture, and allow fast shutter speed. The LED 

lights were equipped with a 576 W (with 10% duty cycle) driver (CTL-IO-4, Smart Vision 

Lights, USA) for driving high-intensity LEDs.  

The imaging platform was enclosed in a waterproof metal case (151 mm × 146 mm × 

82 mm), and the system weighs approximately 2.06 kg. A transistor switch circuit was 

designed to synchronize and trigger the camera pair and the strobe lights. The imaging 

system was able to acquire images with light illumination of 31000 lux at 0.5 m. A web-

based graphic user interface (GUI) (fig. 3.1b) was developed to control the cameras and 

visualize the images. The interface allows a user to adjust camera parameters (exposure time, 

white balance, etc.), send trigger commands, and view live images on a smartphone/laptop 

browser. The software structure (fig. 3.1c) is composed two main modules: (i) the GUI that 

enables the control and the visualization, and (ii) the camera module that receive and execute 

the commands. During data collection, the GUI sends the camera parameters and control 

commands in Javascript Object Notation (JSON), and the camera module publishes and 

subscribes Robot Operating System (ROS) messages over local area network (LAN). The 

GUI interacts with the camera module wirelessly through rosbridge (Crick et al., 2017) and 

mjpeg server. Rosbridge is composed of two parts, one part is Rosbridge protocol for sending 

JSON-based messages and interacting with ROS, the other part is a collection of packages 

that includes a rosbridge server which provides a WebSocket connection for browsers and the 
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camera (Coronado et al., 2020). To efficiently preview the images, the image stream was 

transferred in binary format using mjpeg sever. The control algorithm for image acquisition 

was written in C++, using ROS Kinetic running on Ubuntu 16.04. 

3.2.2. Data Collection 

A 4-wheel custom-built ground vehicle was used to deploy the PhenoStereo (fig. 3.2). 

The PhenoStereo was mounted on the vehicle at a height of 0.51 m (20 inches) above the 

ground, and aluminum frames were used to support the camera module. The ground vehicle 

was manually driven with a speed around 3 mph (4.8 km/h) through 30-inch (0.76 m) spaced 

crop rows and the images were captured at 10 FPS. A smartphone was used to run the web-

based user interface to preview the images and adjust the camera parameters. The vehicle was 

running on a flat plot with a typical cultivated soil condition. To prevent motion blur caused 

by robot movement and wind conditions, the shutter speed was set to 0.3 ms. The distance 

between the camera and the sorghum stalks was around 0.38 m (15 inches). Given the camera 

configuration and the field design, the system achieved a vertical field of view (FOV) of 

approximately 0.47 m and a horizontal FOV of 0.75 m.    

 

Figure 3.2. Data collection. (a) Location of the image collection. (b-c) Remote-controlled 

data collection with PhenoStereo under sunny (b) and overcast (c) weather conditions.  A 

smartphone was used to interact with the PhenoStereo using wireless network connection. 
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Data were acquired at the Agricultural Engineering and Agronomy Research Farm of 

Iowa State University in Boone, Iowa (fig. 3.2a). The data collection was carried out on Sep. 

30th and Oct. 9th, 2019. In order to test the proposed module’s robustness against varying 

outdoor lighting conditions, sorghum plant images were collected under sunny (fig. 3.2b) and 

overcast (fig. 3.2c) weather conditions and at different times of day. Camera parameters 

(white balance, exposure time, and gain) were tuned in the field to produce high-quality 

images for 3D reconstruction. The ground truth of stem diameter was measured manually 

using a caliper at the stem section of 5-10 cm above the soil surface on Oct. 9th. In total there 

were 75 stems measured to evaluate the performance of stem diameter estimation. The 

measured plant was labeled with a tag to make it distinguishable during image processing. 

3.2.3. Image Processing 

A series of operations were conducted on the stereo images to extract the stem 

diameters of sorghum plants, including 3D reconstruction, stem segmentation, point cloud 

filtering, and stem diameter estimation (fig. 3.3). First, 3D point clouds of the stems were 

reconstructed from stereo images by Semi-Global Block Matching (SGBM) (Hirschmüller, 

2008). Then, individual stem masks were detected using Mask Region Convolutional Neural 

Network (Mask R-CNN) (He et al., 2020), which is a Convolutional Neural Network (CNN) 

that is capable of instance segmentation at the pixel level. The 2D detections were projected 

onto 3D point cloud to segment individual stems. After that, noisy voxels in the segmented 

point cloud were detected and filtered using local geometric features. At last, cylinder fitting 

was conducted on selected stem sections, the stem diameters were finally derived from the 

fitted cylinders. Additional details are described in the following sections. 
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Figure 3.3. Illustration of the proposed image processing pipeline. 

3.2.3.1 3D reconstruction 

The process of 3D reconstruction can be described as follows: at first, the parameters 

of the two cameras were computed by calibration, and then the image pair was rectified to 

enable the stereo matching. After that, a stereo matching algorithm was implemented to find 

the pixel-wise correspondence between the images of the pair to generate a disparity map. 

The final step is to reconstruct a 3D model from the disparity map by computing the 3D 

coordinates of the pixels using the triangulation principle and camera parameters.  

The camera calibration was performed with a checkerboard pattern (Bradski & 

Kaehler, 2008) to compute the intrinsic and extrinsic parameters of stereo cameras. With the 

camera intrinsic parameters, the image pair was rectified by applying a projective 

transformation. Since the images follow the principle of epipolar constrains (Brown et al., 

2003), two corresponding points are on the same horizontal line in the rectified image pair 

(fig. 3.4a). The rectification process removes the lens distortion and enables the reduction of 

the search space of stereo correspondence from 2D to 1D.  
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Figure 3.4. The procedure of stereo matching using Semi-Global Block Matching (SGBM). 

(a) A rectified and segmented image pair, where corresponding points are on the same 

horizontal scan lines. (b) The disparity output of the SGBM algorithm. (c) 3D point cloud 

reconstruction of the sorghum plant. 

To extract the 3D coordinates of the object, the rectified image pair was used to 

generate a disparity map by stereo matching. For stereo correspondence matching of field 

crops, two thorny situations can happen. The first one is from the nearly homogeneous color 

and texture of plant canopy surfaces that can make the correspondence search ambiguous. 

The second challenging situation is occlusion, which means that some pixels in one image do 

not have correspondences in the other image. In this study, the Semi-Global Block Matching 

(SGBM) (Hirschmüller, 2008) was adopted to do the stereo matching. The principle of 

SGBM is to perform scan line optimization along multiple directions and aggregate the 

matching cost from each direction to enforce the smoothness constrain. Although this method 

is not as accurate as other advanced algorithms, it produced competitive results with better 

computational efficiency (Bao et al., 2019). In addition, SGBM showed a great potential in 

retaining edges and dealing with untextured areas (Hirschmüller, 2008), which is important 

for 3D reconstruction of in-field crop plants. Considering the PhenoStereo has a short 

baseline (38 mm) and the sorghum plants were around 15 inches away from the camera, the 

matching window size and the disparity range were set to 5 and 100 pixels, respectively. The 
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result of stereo matching is the disparity map (fig. 3.4b), which gives the apparent pixel 

difference in left and right images. The disparities are inversely proportional to depths.  

After working out the disparities of the images, the 3D coordinates (X, Y, Z) can be extracted 

from the images and the disparity map based on a triangulation method. We considered the 

rectified left image as a reference, the X-Y coordinates and the distance between the object 

and the camera (Z) are given by equation 3.1: 

[
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𝑍

] =

[
 
 
 
 
 
𝑥 × 𝑏

𝑑
𝑦 × 𝑏

𝑑
𝑓 × 𝑏

𝑑 ]
 
 
 
 
 

 (3.1) 

where x and y represent the coordinates of a pixel in the 2D image, and d is the corresponding 

disparity value, b denotes the baseline (m) of the stereo camera, and f is the focal length 

(pixel). The focal length and baseline can be obtained from the calibration process. After the 

stereo matching, a 3D point cloud can be obtained (fig. 3.4c). The points with z-coordinates 

larger than 0.8 m or less than 0.002 m were removed as background/noise.  The obtained 3D 

model is processed to determine the stem diameter according to geometric features.  

3.2.3.2 Stem segmentation  

For individual stalk size measurement, effective stem segmentation is the prerequisite 

for further image analysis. Identifying the stem from plant canopy can be a difficult task 

because of the color and texture similarities between plant organs. Additionally, the 

occlusions generated by the dense canopy of sorghum plants have proposed challenges for 

automated segmentation of stems. In this study, we firstly detect the individual stems in 2D 

images, the 2D detections were then rectified and projected onto the 3D point cloud to 

segment the stems.   
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Mask R-CNN (He et al., 2020) was utilized to detect and segment sorghum stems 

from RGB images (fig. 3.5). The model first employs a feature pyramid network (FPN) (Lin 

et al., 2017) to construct feature maps of objects, then feeds the feature maps into the region 

proposal network (RPN) to generate regions of interest (ROIs). Target features are extracted 

and mapped for ROIs by the RoiAlign layers and sent to a fully convolutional network (FCN) 

for classification prediction and instance segmentation. According to the elongated shape of 

the target (sorghum stems), three length-to-width ratios (2:1, 4:1, and 8:1) of the ROI 

proposals were used to improve computational efficiency.  

 

Figure 3.5. Summary of Mask R-CNN based stem segmentation. (a) An example of the input 

RGB image. (b) The diagram of Mask R-CNN architecture. (c) A masked image with 

detected stems. 

The detection of individual stems was formulated as a semantic segmentation task 

with two classes: ‘stem’ and ‘background’. Pixels of the class ‘stem’ referred to the stalk of 

sorghum plants, while remaining pixels were assigned to the class ‘background’. We 

manually annotated 440 images, where each plant stem was colored independently. The 

labeled images were split into a training set, a test set, and a validation set with a proportion 

of 7:2:1. Although the strobe lights were utilized to maintain consistent lighting conditions, 

the images varied in color rendering because of different camera settings such as auto white 

balance mode. Therefore, to alleviate the variations in color between images, the RGB 

images were converted to gray-scale images. This process reduced the image dimension from 

three channels to one channel, which also decreases the complexity of network architecture.  
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The Mask R-CNN algorithm was implemented on the TensorFlow framework. In this 

study, the ResNet network was used as the backbone for feature extractor due to its great 

potential in alleviating gradient disappearance and training degradation (Yu et al., 2019). 

Two ResNet backbone networks were experimented for the model, including ResNet-50 and 

ResNet-101. The model trained with ResNet-50 achieved better performance on the test 

dataset, therefore, ResNet-50 was used as the backbone network for stem segmentation. The 

Mask R-CNN model was initialized using pre-trained weights from COCO dataset (Lin et al., 

2014). Image augmentation was employed to increase the number of training images and 

diminish overfitting. The image augmentation technique allows the networks to be more 

adaptive to field conditions. In this study, we applied crop, flip, Gaussian blur, multiply, and 

affine transformation to simulate the differences in real-world cases such as the variations 

caused by camera settings, lighting conditions, object-to-camera distance, and noise (Jung et 

al., 2019). During the training process, the augmentations were randomly assigned to 50% of 

the source images to enlarge the training dataset artificially. Based on the preliminary 

experiments, we trained the Mask R-CNN model using an initial learning rate of 0.001, a 

learning momentum of 0.9 and a weight decay of 0.0001. The Stochastic Gradient Descent 

(SGD) algorithm was implemented for the network training. The model was trained for a 

total of 200 epochs with a batch size of 8. The obtained masks were applied to the original 

RGB image for the segmentation of individual stems (fig. 3.5c). 

3.2.3.3 Point cloud filtering  

The filtering was one of the most important steps in the proposed algorithm since the 

accuracy of the cylinder fitting and stem diameter estimation depended on it. The process of 

filtering aimed to eliminate everything that does not belong to the cylindrical stem, including 

the random noise introduced by stereo matching and the non-stem (such as leaf collar) points 

that were miss-classified by the instance segmentation process.   
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During the filtering process, we denoted the stem points and non-stem points as inliers 

and outliers, respectively. It was noticed that most of the outliers were from leaf collar (fig. 

3.6a), which is the intersection between a leaf and a stem. For the filtering process, color 

and/or intensity values were unreliable because some outliers had almost the same color as 

the inliers. Geometrically, the inliers and outliers exhibited distinguishing local features, 

which can be attributed to 1) the stems’ cylindrical structures, and 2) the relatively smooth 

and continuous surface of the stems. Based on that observation, we opted to use local surface 

features to highlight the stem points. The point cloud was stored in a k-d tree, which is a 

binary search tree enables the fast lookup of range and nearest neighbors. Principle 

component analysis (PCA) was implemented to characterize the shape features of each 

individual point. For a point p in the point cloud, the k-neighborhood point set can be defined 

as 𝒩𝑘 (eq. 3.2), where d is the search radius of neighbor points in 3D space. Covariance 

matrix (C) of region 𝒩𝑘 can be computed using equation 3.3, where �̅� (eq. 3.4) denotes the 

centroid of the region. We then performed PCA on C to obtain the eigenvalues 

𝜆1, 𝜆2, 𝜆3 (𝜆1 > 𝜆2 > 𝜆3). 

𝒩𝑘 = {𝑝𝑖: ‖𝑝 − 𝑝𝑖‖ <  𝑑} (3.2) 

∁=
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𝑘
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Figure 3.6. Point cloud filtering using local features. (a) The point cloud segment of a stem, 

where leaf collars were highlighted with red circles. (b) Histogram of cylindrical difference in 

stem and non-stem points. The red dotted line is the Otsu threshold which separates stem 

inliers from noise. (c) The result from the proposed filtering algorithm, where green points 

are stem inliers and red points are outliers. 

Different arithmetic combinations of the eigenvalues have been proposed as 3D local 

feature descriptors for point cloud classification (Hackel et al., 2016). For example, if the 

three eigenvalues are close to each other (𝜆1 ≈ 𝜆2 ≈ 𝜆3), the point is part of a region that has 

isotropic spatial distribution, such as a spherical structure. For a cylindrical structure like 

sorghum stem, we expect 𝜆3 to be much smaller than 𝜆1 and 𝜆2 ( 𝜆1 > 𝜆2 >> 𝜆3). In this 

work, Cylindricity was defined as a structure tensor to discriminate stem and non-stem points. 

The cylindricity c at a point p is expressed by equation 3.5. Numerically, a point and its 

neighbor points belong to a sorghum stem should have small c values. The cylindricity value 

of each point was chosen to eliminate leaf collar and noise points from the stem. We 

binarized the point cloud into stem and non-stem points based on Otsu’s method (Otsu, 1979) 

(fig. 3.6b), the points with cylindricity values greater than the Otsu threshold were removed 

as outliers (fig. 3.6c).   

𝑐 =
𝜆1 − 𝜆2

𝜆1 − 𝜆3
 (3.5) 
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3.2.3.4 Stem diameter estimation 

Fitting a cylindrical shape of the plant stem proved to be a reliable modeling method 

(Chaivivatrakul et al., 2014). Therefore, we modeled sorghum stems as cylindrical shapes for 

stem diameter estimation. However, cylinder fitting can be a computationally intensive 

process because of its high parametric space. To reduce the complexity/dimension of the 

parameter space, we split the process to firstly find the cylindrical axis direction and then 

detect a circle in a 2D plane. The radius of the circle was defined as the stem diameter in this 

study. 

Surface normals are important properties for analyzing a geometric surface. The 

normal of a point P is a vector that perpendicular to the tangent plane at P (fig. 3.7a). It’s not 

hard to find that the normal vectors of a cylinder are perpendicular to its axis. 

Mathematically, the cross product of the surface normal and the cylinder axis direction vector 

is supposed to be zero. Based on this principle, normal estimation was implemented to 

estimate the orientation of the cylindrical axis. In this study, the normal vector of a given 

point is computed by finding the eigenvector corresponding to 𝜆3, which is the smallest 

eigenvalue of the covariance matrix in equation 3.3. We calculated surface normal for each 

individual point in the point cloud (fig. 3.7b and c), and aim to find a vector that is most 

orthogonal to the surface normal of all the points. The orientation of the cylinder axis was 

defined as �⃑⃑� (𝑎,  𝑏,  1), and the parameters were determined by least-squares method using the 

cost function ℱ(𝑎, 𝑏) given by equation 3.6.  

ℱ(𝑎, 𝑏) = ∑(�⃑⃑� ∙ 𝑛𝑖⃑⃑  ⃑)2

𝑚

𝑖=1

= ∑(𝑎 ∙ 𝑥𝑖 + 𝑏 ∙ 𝑦𝑖 + 𝑧𝑖)
2

𝑚

𝑖=1

 (3.6) 

where 𝑛𝑖⃑⃑  ⃑(𝑥𝑖,  𝑦𝑖, 𝑧𝑖) is the normal vector of the ith point in the point cloud, and m is the number 

of points. 
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Figure 3.7. The estimation of the direction of the cylindrical axis. (a) Illustration of surface 

normal estimation. (b) The side view of the surface normals of a stem, the vector �⃑⃑⃑�  
represents the direction of the cylindrical axis and the white epidermal hairs are the surface 

normals. (c) The top view of the surface normals of the stem. 

Before projecting the point cloud to a 2D plane, the stem was rotated such that the 

cylindrical axis is aligned with z coordinates. The direction vector of the cylinder axis �⃑⃑�  was 

normalized as 𝜔0⃑⃑⃑⃑  ⃑. The unit vector 𝑢𝑧⃑⃑⃑⃑ (0, 0, 1) was the z-axis vector. At first, we computed the 

cross product (eq. 3.7) and the dot product (eq. 3.8) of the two vectors. According to 

Rodrigues' rotation formula, the rotation matrix (eq. 3.9) from vector 𝜔0⃑⃑⃑⃑  ⃑ to vector 𝑢𝑧⃑⃑⃑⃑ (0, 0, 1) 

can be obtained. 

�⃑� = 𝜔0⃑⃑ ⃑⃑ × 𝑢𝑧⃑⃑  ⃑ (3.7) 

𝑘 = 𝜔0⃑⃑⃑⃑  ⃑ ∙ 𝑢𝑧⃑⃑⃑⃑  (3.8) 

𝑅 = 𝐼 + [~𝑣 ] + [~𝑣 ]2 ∙
1

1 + 𝑘
 (3.9) 

where 𝐼  is the identity matrix, and [~𝑣 ] (eq. 3.10) is the skew-symmetric matrix of 𝑣 . 

[~𝑣 ] = [

0 −𝑣3 𝑣2

𝑣3 0 −𝑣1

−𝑣2 𝑣1 0
] (3.10) 

Finally, the stem point cloud was rotated by matrix R to ensure that the cylindrical 

axis was parallel to z-axis (fig. 3.8a). After rotation, the points with z values from -15 to -10 

cm, which approximately represented the stem section of 5-10 cm above the ground, were 

selected for stem diameter estimation. The selected point cloud was projected to x-y plane, 
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where the projected points distributed as a partial circle (fig. 3.8b). The center of the circle 

(𝑥0, 𝑦0) and the radius R were optimized by performing an unconstrained minimization of 

ℱ(𝑥0, 𝑦0, 𝑅) in the three-dimensional parameter space (eq. 3.11). The Levenberg-Marquardt 

algorithm (LMA) (Levenberg, 1944; Marquardt, 1963) was used for the optimization process. 

ℱ(𝑥0, 𝑦0, 𝑅) = ∑𝑑𝑖
2

𝑛

𝑖=1

= ∑(√(𝑥𝑖 − 𝑥0)
2 + (𝑦𝑖 − 𝑦0)

2 − 𝑅)2
𝑛

𝑖=1

 (3.11) 

where 𝑑𝑖 represents the Euclidean distance from a point to the circle center, and (𝑥𝑖, 𝑦𝑖) is the 

x-y coordinates of the ith point in the point cloud.  

 

Figure 3.8. Circle detection using Levenberg-Marquardt algorithm (LMA). (a) 3D 

transformation of the stem point cloud, the point cloud was rotated to have its cylindrical axis 

to be parallel with z-axis. The stem section in the red square was selected for circle fitting. (b) 

Circle fitting in x-y plane, the blue points were the projected point cloud of the selected stem 

section, the white circle was the output of LMA. 

3.2.4. Accuracy Assessment  

To evaluate the performance of stem segmentation, three widely used evaluation 

metrics of precision (P), recall (R), and harmonic mean (F1) were chosen, which can be 

defined as: 

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3.13) 

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3.14) 
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𝐹1 =
2 ∙ 𝑃 ∙ 𝑅

𝑃 + 𝑅
 (3.15) 

where TP (True Positives) denotes the number of correctly segmented stem pixels; FP (False 

Positives) is the number of background pixels incorrectly classified as stem pixels; and FN 

(False Negatives) is the number of non-segmented stem pixels. In addition, the intersection 

over union (IoU) metric was used as an indicator for position accuracy. IoU is the intersection 

area of the predicted mask and the ground truth divided by their union area. 

The performance of stem diameter estimation was evaluated by performing linear 

regression analyses between the system-derived measurements and the ground truth. We 

computed the following statistics to assess the model: Pearson correlation coefficient (r), root 

mean square error (RMSE, eq. 3.16), and mean absolute error (MAE, eq. 3.17).   

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑑𝑖 − 𝑑𝑖

𝑔𝑡
)2

𝑁

𝑖

 (3.16) 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑑𝑖 − 𝑑𝑖

𝑔𝑡
|

𝑁

𝑖

 (3.17) 

where N is the total number of stems used for evaluation, 𝑑𝑖 is the image-derived stem diameter 

of the ith stem, and 𝑑𝑖
𝑔𝑡

 is its corresponding ground truth.  

3.3. Results 

3.3.1. Performance of Stem Segmentation  

The test dataset was employed to further evaluated the trained Mask R-CNN model 

and weights for instance segmentation, where the confidence threshold was set as 0.9 for the 

stem class. We reported precision, recall, and F1 over a variety of Intersection-over-Union 

(IoU) thresholds from 0.4 to 0.7 (Table 3.1). Considering IoU values equal to or lower than 

0.5, all the precision, recall, and F1 rates are higher than 0.8, which can meet the need of stem 
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instance segmentation in this study. Furthermore, the precision, which represents the ratio of 

correctly classified pixels in all returned pixels, is impressive even considering a 0.7 IoU. For 

each IoU level, it is obvious that the recall rate was lower than precision rate. This is mainly 

because of the non-detected stem pixels close to the soil, where the texture and color were not 

prominent enough. However, since we only measured the diameter of the stem section from 

5-10 cm above the ground, the misdetection of the pixels near the soil will not affect the stem 

diameter estimation performance. Overall, the proposed Mask R-CNN segmentation 

approach produced satisfactory results for instance segmentation. Despite the relatively small 

size of training images, the model is adaptive to variable texture, stem size, occlusion, and 

illumination conditions. 

Table 3.1. The results of instance segmentation by Mask R-CNN 

IoU P R F1 

0.4 0.97 0.82 0.87 

0.5 0.96 0.81 0.86 

0.6 0.93 0.76 0.82 

0.7 0.84 0.65 0.71 

  

 

Figure 3.9. Instance segmentation results produced by Mask R-CNN. Examples of the 

original images are displayed in the top row and their corresponding segmentation results are 

illustrated in the bottom row. Each color area indicates a segmented stem instance.  
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3.3.2. Performance of Stem Diameter Estimation 

The image-derived stem diameters were found to be highly correlated (r = 0.97) and 

accurate (RMSE = 1.39 mm) with respect to manually measured stem diameters (fig. 3.10). 

The proposed method was also highly repeatable with a standard deviation of 1.76 mm. 

Considering the range of the measured stem diameters, the achieved MAE (1.44 mm) equaled 

5.67% of the ground truth stem diameters (minimum = 9.3 mm, maximum = 34.67 mm). 

Errors in system-derived diameters were attributable to several factors including falsely 

detected stem edges, inaccurate stereo matching, and camera calibration imperfection. The 

calibration errors resulted in an inaccurate estimation of the extrinsic as well as the intrinsic 

camera parameters. The fitted line was close to the reference line (y = x), with an intercept of 

0.53 mm. The intercept demonstrated that image-derived diameter was slightly larger than the 

corresponding ground truth. This is mainly caused by the soft leaf sheath around the stems, as 

the caliper tended to give a smaller value when tightening across the stems. 

 

Figure 3.10. Correlation of system-derived stem diameter and ground truth 

It was noticed that the proposed approach showed lower reliability when the stem 

diameter was less than 20 mm. One possible explanation is the inherent difficulty to 

reconstruct thin structures in the process of stereo matching. Furthermore, the cross-section of 
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the stem is best modeled as an ellipse, especially when the stem was small, therefore, the 

process of stem modeling and the placement of caliper can introduce errors. 

Overall, the proposed approach outperformed the current automated and user-

interactive methods. The automated method of StalkNet (Baweja et al., 2018) showed 

promising efficiency in the measurement of stem width, but with the MAE (2.77 mm) equal 

to 19.3% of the average stem width. The user-interactive method developed by Bao et al. 

(2019) showed comparable performance (r = 0.95, MAE = 1.64 mm) with our automated 

pipeline, but the intercept (2.84 mm) was substantially larger than that of our method. 

Additionally, their method requires human intervention to assist in the segmentation of stems, 

which is still laborious and not practical for large scale studies. Most of the reported methods 

computed the metric width of a stem from its pixel width in a 2D image. To the best of our 

knowledge, this is the first study of using high-accuracy 3D surface models to estimate the 

stem dimeter of field-grown sorghum plants. 

3.3.3. Computational Efficiency   

The image processing pipeline was run on a desktop workstation with a 2.2 GHz 

Xeon Gold 5120 CPU, 32GB RAM, and a NVIDIA Titan Xp GPU. The instance 

segmentation network was trained on a Nvidia GTX Titan X GPU with a 3.5 GHz Xeon 

HexaCore CPU and 16 GB RAM. We summarized the time cost of each procedure in Table 

3.2. Here the time for image processing consists of two parts: data extraction and network 

training. The data extraction comprised four processing stages: stereo matching, stem 

detection, point cloud filtering, and stem diameter estimation. Usually, the time for point 

cloud processing is closely linked to the size of the point cloud. The time consumed by the 

proposed algorithm mainly occurred during point cloud filtering, which occupies 49% of the 

total processing time. During the filtering process of a dense point cloud, traversing each 

point to search for its neighbors costs much time. However, the proposed stem diameter 
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extraction operating on the point cloud was fast, and the average processing time was 3.8 s 

per stem. After evaluated ten representative stems, the average time needed for data 

extraction of a stem was about 20.9 s, which is much faster and less laborious than that of in-

field manual measurement. 

Table 3.2. The average computation time for each processing stage 

Processing stage Average time (s) 

Stereo matching 5.4s per image 

Stem detection 1.4s per image 

Point cloud filtering 10.3s per stem 

Stem diameter estimation 3.8s per stem 

Mask R-CNN training 35 hours 

3.4. Discussion 

3.4.1. Performance of PhenoStereo 

In field conditions, the development of an imaging system that is robust to 

environmental conditions is challenging. The major challenges that come with field-based 

imaging include: 1) variable illumination, 2) wind, and 3) complex background. In this study, 

the active lighting-based camera system could potentially overcome the challenges of various 

lighting conditions. Meanwhile, the high-powered flash combined with faster shutter speed 

could reduce the adverse effects of motion due to wind.  Furthermore, with dominating 

lighting on the viewed object, PhenoStereo is capable of producing images with a strong 

contrast between the foreground and background. 

Field-based phenotyping has been recognized as an important alternative for UAV-

based phenotyping, for its capability of delivering organ-level phenotypic traits located at the 

middle and bottom of the plant canopy. However, most current stereo-vision-based 

phenotyping platforms have been reported to work best under uniform lighting condition and 

with the absence of wind (Dandrifosse et al., 2020; Kaczmarek, 2017; Wu et al., 2020). With 

a customized strobe lighting system, PhenoStereo shows a great potential in overcoming 

these various conditions. Moreover, the PhenoStereo is equipped with ROS-based API and 
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Gigabit Ethernet Interface, making it highly integrative with many field-based phenotyping 

systems. Compared with manual imaging, the high data acquisition speed efficiency makes 

the module feasible to acquire phenotypes at large scales. 

3.4.2. Potential Improvements in the Future 

There is still room for improving both the stereo vision system and the image 

processing pipeline.  To improve the stereo vision system, polarizing filters can be added to 

the strobe lights and camera lens to reduce noise caused by glares. The stem and leave 

surfaces of plants tend to be reflective, especially when the camera getting too close to the 

viewed object, result in a negative effect on image quality (fig. 3.11). Another possibility 

would be to use more than one camera set to build a stereo vision system. By taking 

advantage of multiple adjacent cameras, the system can have a wider field of view, allowing 

some side cameras to have advantageous view angles over areas containing partial objects. 

The multi-camera system offers the potential to generate more accurate distance estimations 

and better view angles over occluded areas (Kaczmarek, 2017). 

 

Figure 3.11. The partially over-exposed images due to the reflective surface of sorghum 

stems. 

Concerning the image processing pipeline, even more advanced stereo matching 

algorithms could be used to improve the quality of disparity maps. This study focuses on 

SGBM for computing stereo correspondence due to its high efficiency and sufficient 

performance. However, it is worth to point out that SGBM has its limitations. In this study, 

the surface reconstructed from SGBM was found to be blurry near the object boundaries, 
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which gave inaccurate contours of stem and leaf. This is because the SGBM’s filter-based 

matching cost aggregation tend to smooth the depth discontinuities; and hence cause 

distortions at image edges (Hirschmüller & Scharstein, 2007). Many advanced techniques 

have been proposed to improve the edge-preserving performance, including the optimization 

based filters and the weighted average based smoothing approaches (Zhang et al., 2015). On 

the other hand, state-of-the-art CNNs could be used to further improve the process of 

computing the similarity between stereo image patches. For instance, Bao et al. (2019) 

implemented a robust stereo matching algorithm 3DMST (Li et al., 2017) to reconstruct 

surface models of dense plant canopy in the field. The algorithm takes the advantages of both 

CNNs for computing matching cost and nonlocal support region filtering for preserving 

edges. Though with lower computational efficiency, the 3DMST outperformed SGBM in 

surface smoothness and edge-preserving ability regarding the surface reconstruction of 

sorghum plants.  

In this study, the disparity estimation was performed on both foreground and 

background, while the background is not needed for stem diameter estimation. The 

computational efficiency could be improved by performing disparity estimation only for 

detected stem regions. In the image processing pipeline, the most time-consuming stage was 

the point cloud filtering mostly due to the expensive PCA analysis for each point. One 

possible solution to improve the efficiency could be implementing a down-sampling process 

to reduce the size of the point cloud before filtering. 

3.5. Conclusions 

This study proposed a stereo vision system, named PhenoStereo, for field-based high-

throughput plant phenotyping. The system is capable of producing high-quality and high-

sharpness stereoscopic images with fast shutter speed. The novel integration of strobe lights 

facilitated the application of the PhenoStereo under various environmental conditions (direct 
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sunlight, backlighting conditions, shadows, wind conditions). As a case study, we used the 

PhenoStereo to quantify the stem diameter of sorghum plants. The high-quality stereo images 

allowed the reconstruction of accurate surface models of plant stems. Subsequently, an 

automated image processing pipeline was developed to segment individual stems and 

performed modeling on the segmented point cloud. The correlation coefficient (r) between 

the image-derived and ground truth measurements of stem diameter was 0.97 with an RMSE 

of 1.39 mm, surpassing the best values reported in the literature. To conclude, the proposed 

method offers an automated, rapid, and accurate solution for extracting the stem diameter of 

sorghum plants. Our study also demonstrated that with proper customization stereo vision is 

feasible for 3D-based plant phenotyping under field conditions. Future work will focus on 

improving the quality of disparity maps, as well as using the PhenoStereo to characterize 

other organ-level morphological traits such as leaf angle and panicle/tassel size. 
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Abstract 

Leaf angle is an important architectural trait of crops due to its substantial role in light 

interception by the canopy and hence photosynthetic efficiency. Traditionally, leaf angle has 

been measured using a protractor, a process that is both slow and laborious. Efficiently 

measuring leaf angle under field conditions via imaging is challenging due to leaf density in 

the canopy and the resulting occlusions. However, advances in imaging technologies and 

machine learning have provided new tools for image acquisition and analysis that could be 

used to characterize leaf angle using three-dimensional (3D) models of field-grown plants. In 

this study, PhenoBot 3.0, a robotic vehicle designed to traverse between pairs of 

agronomically spaced rows of crops, was equipped with multiple tiers of PhenoStereo 

cameras to capture side-view images of maize plants in the field. PhenoStereo is a 

customized stereo camera module with integrated strobe lighting for high-speed stereoscopic 

image acquisition under variable outdoor lighting conditions. An automated image processing 

pipeline (AngleNet) was developed to measure leaf angles of nonoccluded leaves. This 
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pipeline detects each leaf angle as a triplet of keypoints in two-dimensional images and 

extracts quantitative data from reconstructed 3D models. AngleNet-derived leaf angles and 

their associated internode heights were highly correlated with manually collected ground-

truth measurements. Our study demonstrates the feasibility of using stereo vision to 

investigate the distribution of leaf angles in maize plant under field conditions. The proposed 

system is an efficient alternative to traditional leaf angle phenotyping that could accelerate 

breeding for improved plant architecture. 

Keywords. Convolutional neural network, Field-based plant phenotyping, Leaf angle, 

Keypoint detection, Stereo vision 

4.1. Introduction 

Improving plant productivity and efficiency has become an important mission of plant 

breeding with the ever-increasing world population and climate change (Furbank and Tester, 

2011). Understanding the adaptation of plants to various environments relies on dissecting 

the relationship between plant genotype (underlying genetic codes) and phenotype (e.g., plant 

architecture). Such knowledge can potentially aid in developing productive crop varieties and 

accelerate the plant breeding progress (Gibbs et al., 2018). Given the importance of maize as 

a cereal crop, plant breeders strive to generate high-yielding, stress-tolerant maize varieties 

(Che et al., 2020; Wang et al., 2015). Plant architecture plays an essential role in the 

interception of solar radiation (Duan et al., 2016; Truong et al., 2015). One component of 

plant architecture, leaf angle, has played an important part in crop improvement (Lewis et al., 

2014; Tang et al., 2018). An optimal arrangement of leaves from the top to the bottom of the 

canopy can increase photosynthetic efficiency, thereby potentially increasing grain yield per 

unit area (Dzievit et al., 2019; Mantilla-Perez et al., 2020; Ort et al., 2015). Leaf angle is 

associated with increased productivity in maize (Hammer et al., 2009; Lewis et al., 2014; 

Mansfield & Mumm, 2014; Zhu et al., 2010). A canopy configuration with leaves at a more 
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horizontal angle in the lower canopy and a more upright angle in the upper canopy is most 

desirable (Dzievit et al., 2019; Zhang et al., 2017).  

Breeding for leaf angle requires measuring the leaf angles of large numbers of field-

grown plants. The most common method is to select representative plants and manually 

measure the angles of typical leaves (Dzievit et al., 2019; Zhao et al., 2018). This slow 

process often fails to capture variation among leaf angles from the upper to lower portions of 

the crop canopy. Therefore, there is an urgent need to develop automated, high-throughput 

phenotyping methods for leaf angle (Mantilla-Perez et al., 2020; Zhang et al., 2017).  

Advances in phenotyping platforms and sensing technologies provide an opportunity 

to improve the efficiency of leaf angle measurement (Duan et al., 2016; Mccormick et al., 

2016). Several studies on methods for automated leaf angle measurements in maize plants 

using two-dimensional (2D) and three-dimensional (3D) images have recently been reported. 

For 2D imaging, RGB cameras are extensively used in indoor phenotyping systems to capture 

side-view images of maize plants (Cabrera-Bosquet et al., 2016; Kenchanmane Raju et al., 

2020; Zhang et al., 2017). With controlled viewing angles, it is possible to derive accurate 

leaf angle measurements from 2D images (Kenchanmane Raju et al., 2020). Cabrera-Bosquet 

et al. (2016) used the PHENOARCH platform equipped with RGB cameras to capture 12 

side-view images of each maize plant; the image with the most information was selected for 

leaf angle measurement. These 2D imaging-based methods have high throughput, but they 

require a specific viewing angle and are therefore not suitable for in-field leaf angle 

measurements. In contrast, 3D imaging that includes depth information provides the 

opportunity to overcome the limitations of 2D approaches (Apelt et al., 2015; Sun et al., 

2020). Several technologies have been developed to reconstruct maize canopies and measure 

leaf angle in 3D space, such as 3D laser scanning (Wang et al., 2019), light detection and 

ranging (LiDAR) (Thapa et al., 2018), and time-of-flight (ToF) imaging (Chaivivatrakul et 
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al., 2014). Wang et al. (2019) compared three representative 3D data acquisition approaches 

for maize phenotyping and obtained reliable measurements of leaf angle. However, all of 

these studies were performed on single potted maize plants under controlled imaging 

conditions.  

With respect to field-based plant phenotyping, many platforms have been developed 

for field-based phenotyping in the last decade. The platforms can be categorized into aerial-

based and ground-based. Aerial-based measuring systems have the advantages of high-

throughput, portability, and maneuverability (Barbedo et al., 2019). However, the systems 

struggle to reveal phenotypic traits that are occluded from the top viewing angle. Ground-

based phenotyping platforms, on the other hand, have the ability of traveling in the field, 

making it possible to capture side-view images and extract organ-level phenotypic traits such 

as leaf shape (Bao et al., 2019a), stalk size (Xiang et al., 2020), and fruit counts (Zabawa et 

al., 2020). Phenoliner (Kicherer et al., 2017; Zabawa et al., 2020) is a modified grapevine 

harvester with side-facing sensors for phenotyping of grape vines and berries. Such large 

high-clearance robot can support side-view proximal sensing but is not suitable for tall-

growing plants such as corn and sorghum. In contrast, small robots that can traverse between 

crop rows are more flexible and portable. Robotanist (Mueller-Sim et al., 2017), a 

differential-steering robot developed for measuring bioenergy sorghum, is equipped with a 

vertical sensor rig and a robot manipulator for side-viewing phenotyping.  

Developing field-based high-throughput phenotyping systems for agronomically-

grown maize plants remains difficult because of the field and crop conditions including: (1) 

Narrow row spacing: agronomically spaced maize crop rows are typically 0.76 m (30 inch) 

apart in the US, and therefore, the robotic vehicle must have a narrow-body to traverse 

between crop rows and the imaging sensor must have a short working distance to acquire 

side-view images of maize plants; (2) Extreme plant height: Some maize plants can grow 10 
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ft tall and more, requiring multiple tiers of imaging sensors to cover the whole plant within 

the narrow agronomic row spacing; (3) Uneven ground surface: Running a narrow vehicle to 

image tall maize plants in a close vicinity on uneven field surfaces demands real-time 

balancing of the sensor mast; (4) Occlusion of plant canopies: There are serious occlusions of 

the plant organs (e.g., leaves, stalks) toward the imaging sensors due to either plant 

orientation or interferences from the neighboring plants, making 3D image analysis a 

necessity; (5) Environmental variations: variable lighting and wind conditions in the field can 

complicate the acquisition of high-quality images. Hence, the image sensor should have a 

high shutter speed and consistent lighting to overcome motion blur and variable lighting. 

Stereo vision with an active strobe lighting system provides a practical way for such purpose.  

Various methods have been developed to detect and estimate leaf angle from images 

of maize plants under controlled environments. For example, Raju et al., (2020) used digital 

cameras to image greenhouse maize plants with controlled viewing angles. An image 

processing pipeline was developed to segment individual leaves by first binarizing the image 

using color information and then skeletonizing the plant using image thinning algorithms. 

Such binarization-skeletonization method is widely used in the leaf segmentation in 2D 

images (Das Choudhury et al., 2018; Kenchanmane Raju et al., 2020; Cabrera-Bosquet et al., 

2016; Souza et al., 2021). However, the method requires controlled light conditions and 

viewing angles when taking images. The skeletonization approach has also been successfully 

used for interpreting the structure of 3D canopies, where a 3D skeleton was created by point 

cloud slicing along the growth direction (Bao et al., 2019a; Xiang et al., 2019; Zermas et al., 

2020), or voxel thinning (Gaillard et al., 2020), or Laplacian contraction (Wu et al., 2019; 

Zhu et al., 2020). Skeleton play a crucial rule in analyzing the plant architecture and 

segmenting individual components, but the skeletonization process is highly dependent on 

spatial continuity and geometric features. Further, some methods need human interaction to 
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achieve better leaf segmentation (Wu et al., 2019; Zhu et al., 2020). With comprehensive 

description provided by 3D models, clustering algorithms are often used in point cloud 

segmentation of maize plants (Atefi et al., 2019; Thapa et al., 2018). Thapa et al., (2018) 

implemented k-means clustering to separate individual leaves from point cloud after 

removing the stem and the background. However, the method is sensitive to noise and the 

user needs to specify the number of leaves in the algorithm. With the aim to avoid user 

interaction, some other clustering algorithms such as region growing, Euclidean clustering, 

and density-based spatial clustering of applications with noise (DBSCAN) were implemented 

for segmenting leaves in maize (Gélard et al., 2017) as well as vegetables (Hui et al., 2018; 

Xiao et al., 2020) and nursery crops (Li et al., 2019). Nevertheless, previous work has 

demonstrated that clustering methods are not feasible to segment close or overlapped leaves 

(Zhu et al., 2020). The existing methods for detecting and measuring leaf angle are more 

effective for single-potted maize plants with fully expanded and sparsely distributed leaves, 

but have limited ability to address the challenges in segmenting severely overlapped leaves in 

the field. 

The leaf angle characterization of field-grown maize plants is regarded as one of the 

most challenging phenotyping tasks because of the substantial overlap and occlusion in maize 

plant canopies; and moreover, variable stem and leaf orientations relative to the camera can 

affect their visibility near a leaf collar (Bao et al., 2019b). To relieve these stresses, Wu et al. 

(2019) transported maize plants from the field to the greenhouse for 3D scanning, the 

resultant point cloud was first pre-processed manually and then skeletonized for leaf 

segmentation. As noted in the study, the 3D scanner is sensitive to wind, and even light wind 

caused by human moving would lead to overlaps and offsets in the point cloud. Additionally, 

the image acquisition process is fairly low-throughput and therefore not feasible for in-field 

applications. To measure maize plants in the field, Bao et al. (2019b) developed an automated 
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system to characterize plant architectural traits based on ToF 3D imaging. Plants were 

detected as 3D Hough lines and a skeletonization algorithm was developed to separate stems 

and leaves. However, the estimation of leaf angle suffered from occlusion and overlapped 

canopies especially for the plants at late growth stages. Additionally, this method requires 

increased inter-row and intra-row spacing to reduce occlusions and to achieve a sufficient 

field of view for the depth camera, and the images must be acquired near or after sunset due 

to the ToF camera’s susceptibility to sunlight. Due to the dense canopy and severe occlusion, 

especially during later periods of plant growth, the segmentation of individual plants and 

leaves can be difficult when plants are grown at agronomic field densities. Therefore, several 

plot-level architectural traits such as plot-based plant width (PPW) (Mantilla-Perez et al., 

2020) have been developed to estimate leaf angle indirectly. However, such plot-level 

descriptors can be influenced by other architectural traits: for example, longer leaves with the 

same leaf angles may result in a larger PPW value. This method of leaf angle measurement 

was seriously compromised because the severe occlusions generated by the dense plant 

population and dense canopy of sorghum plants have made automated leaf angle detection 

largely impossible. Following recent breakthroughs, deep convolutional neural networks 

(CNNs) have strong performance on image processing tasks in field-based plant phenotyping 

studies (Pérez-Borrero et al., 2020; Santos et al., 2020; Zou et al., 2020). Compared with 

traditional computer vision methods, CNN-based approaches can better cope with the image-

by-image variations caused by the differences in occlusion, illumination, and viewpoints, 

hence providing new opportunities for automation (Koirala et al., 2019; Vit et al., 2020). The 

morphological trait characterization step in plant phenotyping can be treated as an object 

detection problem, in which CNN models can be trained to find the regions or points of 

interest (Jiang & Li, 2020). For example, in a study measuring stem diameter in sorghum 

plants in the field, a region-based CNN model was used to detect sorghum stems in a given 
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image (Xiang et al., 2020). In another study, this model was used to identify points for length 

phenotyping (Vit et al., 2020). Since leaf angle is defined as the angle made by the midrib of 

a leaf blade and a stem, the regions near leaf collars are the most important (Bao et al., 

2019b; Kenchanmane Raju et al., 2020). Furthermore, in plants with known architectures, the 

topology of a leaf angle can be defined by a triplet of keypoints, including a point on the 

midrib (M), a point on the stem (S), and a point near the leaf collar (C). Keypoint detection is 

widely used for human pose estimation and facial recognition, but its use in plant 

phenotyping is less common. Based on the success of object and keypoint detection, it is 

worth exploring how CNN-based approaches can be adapted to detect the distinct regions of 

leaf collars and to identify the points of interest used to quantify leaf angles.  

In this study, we focused on the problems associated with detecting and measuring 

leaf angles along the entire height of maize plants based on 3D models reconstructed from 

stereoscopic images. The specific objectives were to (1) develop a customized stereo-vision-

based plant phenotyping platform to image maize plant canopy at different heights in the 

field; (2) develop an automated image processing pipeline to detect the regions and keypoints 

of interest and characterize plant architecture via a 3D modeling process and derive two 

important traits: leaf angle and its associated node height; (3) evaluate the performance of the 

proposed approach by comparing system-derived measurements with ground truth; and (4) 

explore the effectiveness of the newly developed system for characterizing leaf angle 

variations in different maize inbred lines in the field.  

4.2. Methods 

4.2.1. PhenoBot 3.0 and PhenoStereo  

PhenoBot 3.0 (Tuel, 2019) (Figure 4.1a) is a robotic ground vehicle designed for 

field-based plant phenotyping, especially for tall-growing plants such as maize and sorghum. 

With a unique narrow body design (20-inch or 0.508-m width), this robot is able to navigate 
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between crop rows with 76-cm spacing. Additionally, the robot featured a centrally 

articulated steering mechanism, which is more efficient and space saving to operate in narrow 

spaces. A sensor mast with adjustable height (between 2.1 m and 3.7 m) is mounted on the 

vehicle to support an RTK-GPS module and images sensors. To avoid collision with the crop 

rows and keep a workable camera-to-object distance, the roll angle of the sensor mast was 

actively controlled to maintain the mast gravitationally vertical in the presence of uneven 

ground surfaces. The self-balanced sensor mast enables the phenotyping platform to image 

plant sections at different heights to cover the whole canopy. The whole system is designed to 

be self-navigated with the integration of various sensors including an RTK-GPS module, a 

ToF camera, and two Inertia measurement units (Gai, 2020). In the case of GPS signals and 

radio communication signals are hindered by dense canopy, a ToF camera at the front of the 

vehicle is used for local navigation by detecting parallel rows in depth images. With the self-

balanced sensor mast and the image sensor configuration, PhenoBot 3.0 is capable of 

capturing various organ-level phenotypic traits located at different heights of maize plant 

canopy, such as leaf angle, stem diameter, ear height, tassel size, etc.  

PhenoStereo (Xiang et al., 2020) is a custom-built stereo camera module for field-

based phenotypic data acquisition (Figure 4.1b). The module houses two industrial color 

cameras (Phoenix 3.2 MP, Lucid Vision Labs, Richmond, B.C., Canada) with spatial 

resolution of 1536×2048 pixels. Each color camera is equipped with a lens of 4.0 mm focal 

length. To overcome the variable outdoor lighting conditions, the module integrates an 

embedded computer and a strobe lighting system for high-speed stereoscopic image capturing 

at a rate up to 14 frames/s (FPS). The active lighting system uses high-intensity LEDs 

(LM75, Smart Vision Lights, Norton Shores, Mich.) equipped with a 576 W (with 10% duty 

cycle) driver (CTL-IO-4, Smart Vision Lights). In all experiments, the aperture of the lens 

and the strobe time were kept fixed at f/11 and 1.5 ms, respectively.  With a short baseline 
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(0.038 m) and wide angles of view (85.8°V × 63.6°H), PhenoStereo has a short working 

distance and is suitable for collecting image data in between agronomically spaced crop rows. 

PhenoBot 3.0 is equipped with four tiers of PhenoStereo cameras to capture side-view and 

close-range images of maize plants in the field (Figure 4.1a). The four cameras used in this 

study (from bottom to top) were referred to as PT1 to PT4. One camera (PT4) was mounted 

on the sensor mast to photograph the canopy near the maize tassel, and the other three were 

mounted on a customized frame in the back of the vehicle. Given the 30” row spacing and the 

camera specifications, the system configuration resulted in a coverage of 2.22 m of the 

canopy in the vertical direction.  

 

Figure 4.1. PhenoBot 3.0 and PhenoStereo. (a) PhenoBot 3.0 with a self-balanced sensor 

mast. PhenoStereo cameras were mounted at four different heights to capture side-view 

images of maize plants. (b) PhenoStereo with a self-contained embedded design and 

integrated strobe lights. 
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The software control system (Figure 4.2) was implemented in Robot Operation 

System (ROS) (Stanford Artificial Intelligence Laboratory et al., 2018). Each PhenoStereo 

camera was a ROS node, and a roscore node was run on the computer enclosed in PT1. A 

graphic user interface (GUI) based on Robot Web Tools (Toris et al., 2015) was developed to 

serve inputs and outputs. During data collection, the camera parameters and control 

commands were sent through the GUI and interacted with the ROS nodes wirelessly through 

the rosbridge protocol (Crick et al., 2017). In addition, the image stream was published by 

the ROS nodes and displayed on the GUI through the mjpeg server to adjust camera 

parameters and preview images. 

 

Figure 4.2. Overview of the software architecture. 

4.2.2. Data Acquisition  

The field image acquisition was carried out at two test sites with different 

environmental conditions and multiple maize inbred lines. The data sets for system validation 

including (1) PS-Boone: PhenoBot acquired with four sets of PhenoStereo cameras at the 

Agricultural Engineering and Agronomy Research Farm of Iowa State University; and (2) 

PS-Ames: PhenoBot acquired with three sets of PhenoStereo cameras at the Curtiss Farm of 

Iowa State University. A summary of the data acquisition details is presented in Table 4.1. 

Two inbred lines, B73 (Russell, 1972) and Mo17 (Zuber, 1973), were used to investigate leaf 

angle architecture, and the remaining lines were randomly selected and used for system 

validation. Image data were collected on sunny days without the use of a shading structure. 

The mounting positions of PhenoStereo cameras were adjusted to cover the entire canopy. 
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During data collection, Phenobot 3.0 navigated between the crop rows with the PhenoStereo 

cameras capturing side-view images of plants (Figure 4.3a). The shutter speed was set to 0.3 

ms to avoid motion blur induced by robot motion, wind, and robot vibration. Images at 

different heights were collected that in aggregate covered most or all of the maize canopy 

(Figures 4.3b–e).  

Table 4.1. The characteristics of the two datasets used for system validation 

Dataset PS4-Boone PS3-Ames 

Location Agronomy Farm, Boone, IA Curtiss Farm, Ames, IA 

Operation time 1-3 p.m., August 5, 2020 10-11 a.m., August 6, 2021 

Crop row spacing 0.76 m 3.35 m 

Number of plants measured 10 6 

Leaf angle range 15-50º 5-60º 

Node height range 0.3-2.0 m 0.2-1.6 m 

Camera-to-object distance 0.38-0.51 m 0.51-0.64 m 

Frame rate 5 FPS 10 FPS 

Driving speed ~1 m/s ~2 m/s 

Weather conditions bright sunlight, light wind light sunlight, moderate 

wind 

 

Figure 4.3. Data collection and visualization. (a) PhenoBot 3.0 with the four-level stereo 

imaging configuration traversing between crop rows with 0.76-m (30-inch) spacing to capture 



91 

 

side-view images. (b–e) The plant canopy imaged at different heights. Point clouds (b), (c), 

(d), and (e) are reconstructed 3D models from PT1, PT2, PT3, and PT4, respectively. 

We measured the angle between the midrib of a leaf and the stem segment below the 

leaf collar (Figure 4.4a); the supplementary angle of the measured angle served as the leaf 

angle. The associated node height of a leaf angle was defined as the vertical distance from the 

ground to the leaf collar. The ground-truth data for leaf angle were collected both from 

manual measurements in the field and independently from the reconstructed 3D models. For 

field measurements, leaf angles were measured using a protractor with its origin placed on 

the leaf collar (Figure 4.4a). To measure leaf angles from 3D models, a program was 

developed in which a user clicks four points (A, B, C, and D) on the point cloud to identify 

the direction of the stem and the leaf (Figure 4.4b). Node height ground-truth data were 

obtained using a tape measure in the field.  

 

Figure 4.4. Two types of ground-truth measurements for leaf angle. (a) Manually measuring 

leaf angle in the field using a protractor. (b) Manually measuring leaf angle in the 3D point 

cloud. 

4.2.3. Image Processing  

In this study, we developed a unique image processing pipeline named AngleNet for 

leaf angle detection and characterization (Figure 4.5). This pipeline consists of three major 

steps. First, a CNN-based model is trained to detect regions around leaf collars (Figure 4.5a) 

and three keypoints in each region: C, M and S (Figure 4.5b). The two line segments (CS and 
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CM) formed by the three keypoints play an important role in the leaf angle extraction step. 

The detection is performed on the right image. To improve the computational efficiency, a 

cropped image pair derived from left and right images based on the detected region of interest 

(RoI) is then used for stereo matching, and a disparity map is generated for 3D reconstruction 

(Figure 4.5c). The coordinate system is defined as follows: the x axis is parallel to the robotic 

vehicle’s heading direction, the y axis is the vertical direction of plant growth, and the z axis 

is perpendicular to the x–y plane pointing towards the plants. In this study, (x, y) represents 

the 2D image point coordinates in pixels, and (x, y, z) represents the 3D coordinates of a 2D 

point. To include the detected bounding boxes and ensure overlap between the left and right 

images, the cropped region for the image pair is centered at (x, y) with 2*W width and 2*H 

height, where (x, y) is the center of the bounding box detected in the right image, W and H 

are the width and height of the bounding box, respectively. Finally, the detection results in 

the 2D images are reprojected onto their 3D coordinates based on stereo camera calibration, 

and the random sample consensus (RANSAC) algorithm is used to fit two 3D lines to 

quantify the leaf angle (Figure 4.5d). At the same time, the node height is calculated based on 

the y coordinate of the leaf collar.  

 

Figure 4.5. Automated image processing workflow of AngleNet for the characterization of 

3D leaf angle. (a) Detection of RoIs denotated by solid bounding boxes. The red solid 
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bounding box is used as an example to illustrate the sequential processing steps. The red 

dashed bounding box is the expanded area used for stereo matching. (b) Keypoint detection. 

Three keypoints are extracted from the heat map of the RoI: a point near the leaf collar (C), a 

point on the midrib (M), and a point on the stem (S). (c) Stereo matching is carried out on the 

cropped stereoscopic images, and a disparity map is generated. (d) A 3D model reconstructed 

from the disparity map and color images. The detection results in 2D images were back-

projected to the 3D space, and two lines (white) were fitted to compute the actual leaf angle. 

The supplementary angle of ∠MCS was defined as the leaf angle in this study. The pipeline 

outputs two types of architecture-related traits: leaf angle and its associated node height. 

4.2.3.1. Keypoint Triplets for Leaf Angle Detection 

An angle in 2D or 3D can be specified by a triplet of points and their topology. For 

leaf angle measurements, the triplet includes a point near the leaf collar (C), a point on the 

midrib (M), and a point on the stem (S). In this study, we aimed to identify the three 

keypoints with predefined relationships of a leaf angle in 2D images and reproject them into 

the 3D space to quantify the actual leaf angle. The region near a leaf collar, where a leaf 

intersects with a stem, has a unique appearance and provides a well-defined condition for the 

detection of keypoint C. However, defining keypoints S and M can be ambiguous because 

many homogeneous points along the direction of the midrib can be used to define a leaf 

angle. To solve this problem, we used a bounding box centered at leaf collar with a size 

around 0.1𝑚 × 0.1𝑚 define the RoI, which enclosed the region used for in-field 

measurements (Figure 4.4a). Subsequently, the point on the midrib and close to the border of 

the bounding box was defined as M. The same principle was used for the annotation of 

keypoint S. In AngleNet, a RoI near each leaf collar was first detected as a bounding box 

(Figure 4.5a). Subsequently, the locations of keypoints M and S became well-defined with 

respect to the collar and the boundary, and the triplet in the region inside the object bounding 

box could then be identified (Figure 4.5b).  

Anchor-based detectors, such as Faster R-CNN (Ren et al., 2017) and YOLOv3 

(Redmon & Farhadi, 2018), enumerate a nearly exhaustive set of anchor boxes and classify 

each of them, which can be inefficient and computationally complex. To overcome the 
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drawbacks of anchor-based approaches, various anchor-free detectors that model an object as 

points instead of using a bounding box have been developed (Kong et al., 2020; Law & 

Deng, 2018). For example, CenterNet (Zhou et al., 2019), which represents each instance 

based on its features at the center point, is a simple, fast, and accurate anchor-free detector. In 

the current study, we employed an anchor-free detector to detect the regions and keypoints of 

interest for leaf angle characterization. The results were obtained using a modified CenterNet 

architecture. The region near a leaf collar was modeled as a single point located at 𝑝 =

(
𝑥1+𝑥2

2
,
𝑦1+𝑦2

2
), where (𝑥1, 𝑦1) and (𝑥2, 𝑦2) are the top left and bottom right points of the 

bounding box of the region, respectively. The detection of the object center is then 

transformed into a keypoint detection problem. In this study, the model takes an image of size 

𝑊 × 𝐻 as input and aims to produce a 
𝑊

𝑅
×

𝐻

𝑅
× 𝐶 heatmap. Here, 𝑅 represents the output 

stride and is set as 4 in this study, and 𝐶 is the number of classes (1 for collar detection and 3 

for leaf angle keypoint detection). For the ground truth of heatmap, the values at object center 

are set to 1 and the other negative samples are set as 0. A single network is used to predict the 

keypoints �̂�, offsets �̂�, and size �̂�. To train a network, each center point of object k is 

rendered by a Gaussian-shaped peak 𝑌𝑥𝑦 and trained with focal loss 𝐿𝑘 (Eq. 4.1). The local 

maximums in the heatmap are the estimated centers, and height and width are predicted based 

on the images at each center. In addition, a local offset loss 𝐿off (Eq. 4.2) is trained to recover 

the discretization error caused by the resampling process. Finally, the object size regressed 

from the center point is trained with an 𝐿1 loss 𝐿size (Eq. 4.3). The overall loss is the 

weighted sum of three loss terms: focal loss (𝐿𝑘), local offset loss (𝐿off), and size loss 

(𝐿size).The locations of the three keypoints (C, S, and M) that form the leaf angle are 

regressed as relative displacements from the center. The ground-truth keypoint heat maps are 

trained with focal loss and local offset loss via a process analogous to that used for center 

detection. 
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𝐿𝑘 =
−1

𝑁
∑{

(1 − �̂�𝑥𝑦)
𝛼 log(�̂�𝑥𝑦)    if 𝑌𝑥𝑦 = 1

(1 − 𝑌𝑥𝑦)
𝛽(�̂�𝑥𝑦)

𝛼 log(1 − �̂�𝑥𝑦)   otherwise
𝑥𝑦

 (4.1) 

𝐿off =
1

𝑁
∑|�̂��̃� − (

𝑝

𝑅
− 𝑝)|

𝑝

 (4.2) 

𝐿size =
1

𝑁
∑|�̂�𝑝𝑘

− 𝑆𝑘|

𝑁

𝑘=1

 (4.3) 

where 𝛼 and 𝛽 are hyper-parameters, N is the number of keypoints, and R is the output stride 

size. Two backbone networks were tested for this model: deep layer aggregation (DLA-34) 

(Yu et al., 2017; Zhou et al., 2019) and stacked hourglass network (HG-104) (Law & Deng, 

2018; Newell et al., 2016). DLA-34 is an image classification network that implements deep 

layer aggregation structures to better fuse feature hierarchy across layers. The aggregation 

architecture employs hierarchical and iterative skip connections to encompass and extend 

densely connected networks and feature pyramid network. HG-104 is a fully convolutional 

neural network that consists of two sequential hourglass modules, each containing symmetric 

down-sample and up-sample CNN layers with skip connections; originally used for human 

pose estimation (Newell et al., 2016), it has achieved state-of-the-art performance on other 

keypoint detection tasks (Wei et al., 2020; Zhang et al., 2018).  

Two different datasets with rectified stereo images were annotated for training and 

testing. In the first dataset, 620 images were manually labeled with a bounding box around 

each leaf collar. The second dataset contained 240 images, in which each leaf angle was 

marked with a triplet of three dots. The annotated images were randomly split into training, 

validation, and test datasets at a ratio of 7:2:1. To further increase the diversity of the input 

images and the robustness of the network, we applied image augmentation techniques 

including randomly flip 50% of the images, randomly scaling (between 0.8 and 1.2), and 

horizontal/vertical shifting (between 0.9 and 1.1). The Adam optimizer (Kingma & Ba, 2014) 

was used to minimize the loss function of AngleNet. The trained models that achieved the 
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best performance on the test dataset were used for leaf angle characterization. AngleNet is 

implemented with PyTorch (Paszke et al., 2017). A high-performance workstation with a 

NVIDIA Titan Xp GPU, a 2.2-GHz Xeon Gold 5120 CPU, and 32 GB RAM were used to 

train the models. 

4.2.3.2. 3D Reconstruction of the Canopy 

The 3D reconstruction process involves four steps: calibration, rectification, stereo 

matching, and triangulation.  Stereo matching is particularly crucial for reconstructing a 

dense 3D canopy model. In the first step, each stereo camera is calibrated with a 

checkerboard pattern to obtain the intrinsic parameters (e.g., focal length, pixel size, principal 

point, and distortion coefficients) and extrinsic parameters (e.g., camera pose). The lens 

distortion is then removed and the stereoscopic image pair is rectified using the intrinsic 

parameters so that the two image planes are row-aligned. Subsequently, stereo matching takes 

the rectified image pair as input and computes a disparity map by finding corresponding 

points between the left and right images. The disparities are inversely proportional to the 

depth values (Figure 4.5c). Finally, the process of triangulation back-projects the disparity 

map to 3D coordinates to generate a point cloud (Figure 4.5d). Here, the background in the 

reconstructed point cloud was removed by filtering out points with depth values >0.8 m. 

Stereo matching is a photogrammetric technique that reconstructs depth information 

based on a stereoscopic image pair (Mehltretter & Heipke, 2021). Compared with structure 

from motion (SfM), a commonly used 3D reconstruction technique in photogrammetry, two-

view stereo imaging requires a minimum number of input images, which makes it practical 

for in-field applications. Many traditional algorithms, such as semi-global matching 

(Hirschmüller, 2008), have been developed to detect stereo correspondence. However, stereo 

matching for field crops can still be challenging due to low-texture surfaces, heavy 

occlusions, and variable lighting conditions. Recent breakthroughs in machine learning and 
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deep learning techniques have achieved impressive results in stereo correspondence matching 

(Poggi et al., 2020). One of the most impactful works in this area describes MC-CNN 

(Zbontar & Lecun, 2016), a CNN-trained algorithm to robustly predict the similarity of two 

image patches. In the current study, we used a state-of-the-art stereo matching method known 

as 3D-MST (Li et al., 2017) to compute disparity images for the input stereo pairs and 

reconstruct the dense canopy. This algorithm uses MC-CNN for matching cost computation 

and features a cost-aggregation method with minimum spinning tree (MST)-based support 

region filtering. A multi-MST structure was developed to reduce the computational 

complexity, and a PatchMatch random search strategy was implemented to efficiently find 

the 3D labels of each pixel. 3D-MST is one of the top-ranking algorithms in the Middlebury 

3.0 benchmark (https://vision.middlebury.edu/stereo/) and has generated convincing results 

for reconstructing dense plant canopies in the field (Bao et al., 2019a).  

4.2.3.3. Trait Extraction 

2D to 3D reprojection  

Through keypoint detection, a triplet of points (C, M, and S) and two edges (CM and 

CS) were created for each leaf angle (Figure 4.5b). These detection results were reprojected 

into the 3D point cloud using the intrinsic parameters of the stereo camera (Figure 4.5d). 

After reprojection, the 3D positions of the targets were represented in the left camera’s 

rectified coordinate system, where the origin is located at the projection center of the left 

camera and the y axis represents the direction perpendicular to the ground plane pointing 

upwards.  

Estimation of leaf angle 

Ideally, the 3D coordinates of the three keypoints can be used for angle measurement. 

However, there are some cases related to the absence of depth measurements or problematic 

depth measurement with large errors in some pixels. To increase the robustness of measuring 
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an angle, the two edges (CM and CS) formed by the three keypoints were used to estimate 

leaf angle. Co-registration of color and 3D images provides the 3D locations of the two 

edges. However, projecting a line segment to a point cloud results in a dimensionality 

increment, an operation that does not generally result in a unique 3D line. In addition, it is 

possible that some remaining noise might be present in the resulting 3D patch in the point 

cloud. Such noise points can arise from curved leaf blades, occlusions, or stereo matching 

errors. To robustly determine the 3D locations of the CM and CS edges, the RANSAC 

algorithm (Fischler & Bolles, 1981) was implemented to fit lines in the 3D space. The 

algorithm iteratively fits a line based on two randomly selected points. The line fit with the 

most inliers is regarded as the final fit. For each edge, the RANSAC line fitting algorithm 

takes all the candidate points in the 3D patch (the red/blue points in Figure 4.5d) as input and 

outputs a position vector 𝒑 and a direction vector 𝒅 that determine a line.  

The RANSAC-based line fitting algorithm can deal with a moderate amount of noise 

in the point cloud. However, we observed that when a 2D line was reprojected onto a curved 

leaf blade, the corresponding 3D patch tended to be discontinuous in the 3D space. In this 

case, the fitted line generated by the RANSAC algorithm did not effectively represent the 

direction of the midrib. To solve this problem, a fittings score was defined to remove these 

lines. The fitting score was defined as the ratio of the inliers to the total number of input 

points, where point 𝒑𝒕 was regarded as an inlier if its distance (Eq. 4.4) to the detected line 

was <0.005 m. An edge was regarded as valid for a leaf angle measurement if the fitting 

score was larger than 0.8; otherwise, the fit and the corresponding 3D patch were rejected 

from further analysis. Finally, the direction vectors of two valid edges were used to estimate 

leaf angle (Eq. 4.5). 

dis =  
‖𝒅 × (𝒑 − 𝒑𝒕)‖

‖𝒅‖
 (4.4) 
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𝛼 =
arccos (|

𝒅𝒔 ∙ 𝒅𝒎

‖𝒅𝒔‖‖𝒅𝒎‖
|)

𝜋
∗ 180° 

(4.5) 

where 𝒅𝒔 and 𝒅𝒎 are the direction vectors of CM and CS in the 3D space, respectively, ‖𝒗‖ 

is the Euclidean norm of the vector 𝒗, |𝑥| is the absolute value of 𝑥, and 𝛼 is the leaf angle. 

Estimation of node height 

Node height is defined as the distance in the vertical direction between the leaf collar 

and the ground plane. In this study, the y coordinate of the detected keypoint C was used to 

calculate node height. However, the corresponding y coordinates of point C in the 3D point 

cloud are based on the local coordinate system of each stereo camera. To generate 

comparable node height values, an offset value was added to the y coordinates based on the 

position of the camera with respect to the ground.  

4.2.4. Accuracy Assessment 

The performance of the newly developed algorithm was evaluated in terms of its 

accuracy in accomplishing two critical steps: the detection of leaf collars in 2D images, and 

the estimation of leaf angle and node height in 3D point clouds. 

4.2.4.1. Detection Accuracy Assessment  

The performance of the AngleNet model in bounding-box detection was evaluated by 

average precision (AP) ( Padilla et al., 2021). In addition, intersection over union (IoU) was 

used as an indicator of position and shape accuracy. IoU is defined as the ratio of intersection 

area over the union area of the predicted value and ground truth.  

To evaluate the performance of keypoint detection, pixel error (PE) and normalized 

error (NE) were utilized. Pixel error (Eq. 4.6) is defined as the Euclidean distance between 

the predicted point (𝑥, 𝑦) and the ground truth (𝑥gt, 𝑦gt). Normalized error (Eq. 4.7) is 

calculated as the PE value normalized by the length of the leaf angle skeleton. 
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PE = √(𝑥 − 𝑥gt)2 + (𝑦 − 𝑦gt)2 (4.6) 

NE =  
PE

|𝐶𝑆| + |𝐶𝑀|
× 100% (4.7) 

where |𝐶𝑆| and |𝐶𝑀| are the lengths of line segments CS and CM (Figure 4.5b), respectively, 

in pixels.    

4.2.4.2. Accuracy Assessment of Leaf Angle and Node Height Estimations 

We investigated the accuracy of leaf angle measurements by comparing the 

AngleNet-derived values, ground truth measured in the field, and ground truth manually 

measured in the 3D point clouds, as described in section 2.1.2. The node height was 

evaluated by comparing system-derived measurements to in-field manual measurements. The 

correlation coefficient (r), coefficient of determination (R2), and root mean square error 

(RMSE, Eq. 4.8) were used as statistical metrics to evaluate the system performance in 

estimating leaf angle and node height.  

RMSE = √𝑚𝑒𝑎𝑛(𝑦 − 𝑦𝑖)2 (4.8) 

where y and 𝑦𝑖 denote variable values measured by AngleNet and values from manual 

measurements, respectively, and 𝑛 is the total number of measurements.  

4.3. Results 

PhenoBot with multiple tiers of PhenoStereo cameras located at different heights was 

able to cover the entire maize canopy. Representative examples captured by the four camera 

sets (PT1–PT4) are shown in Figure 4.6. Overall, the AngleNet model successfully addressed 

various challenges in leaf angle measurement. AngleNet was robust to diverse leaf poses 

relative to the camera, which resulted in different viewing angles, including the (1) side view 

of the lower side of the leaf blade (Figure 4.6a, PT1); (2) side view of the upper side of the 

leaf blade (Figure 4.6a, PT2); (3) front view of the lower side of the leaf blade (Figure 4.6a, 

PT3); and (4) front view of the upper side of the leaf blade (Figure 4.6a, PT4). Among these 
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viewing angles, (1) and (4) were optimal cases because the midrib was fully exposed to the 

camera and the leaf angle was located at a plane parallel to the image plane. PT2 posed a 

challenge for the detection of keypoint M due to poor midrib visibility, while PT3 required an 

accurate 3D model for measuring the true leaf angle because the leaf pose was perpendicular 

to the image plane. The results illustrate that the trained CNN model could accurately detect 

RoIs and keypoints for leaf angles with various leaf orientations and under different 

illumination and occlusion conditions.  

 

Figure 4.6. Typical examples of leaf angle measurements with intermediate results along the 

entire height of maize plants. (a) The RoIs detected from original images, which were 
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generated by the four camera heads at different heights. (b) Heat maps produced by the 

AngleNet model, representing the probability  that each pixel represents the location of each 

keypoint. (c) Detection results extracted from the prediction heat map. The red and blue 

edges represent the directions of the midrib and stem, respectively. (d) Leaf angle 

measurements in 3D point cloud, where the white lines are fitted from the two detected edges 

in 3D space. 

Figure 4.6d shows the qualitative results of 3D reconstruction and line fitting. Despite 

the background complexity and exposure differences, the stereo matching algorithm 

effectively reconstructed 3D models of the maize canopy across different heights. In addition, 

3D-MST performed quite well in handling leaf blades with a homogeneous appearance (color 

and texture), which allowed us to reconstruct accurate 3D models with smooth and 

continuous plant surfaces. This superior reconstruction quality provided a reliable 3D point 

distribution for RANSAC line fitting. The RANSAC-based algorithm robustly detected the 

line that represented the direction of a midrib/stem (Figure 4.6d). In addition, the algorithm 

was insensitive to the random noise introduced by the reprojection of a 2D line to a 3D patch. 

4.3.1. Detection Performance  

We evaluated the object detection performance of the AngleNet model at two stages. 

During the first stage, the RoI is localized by detecting a rectangular bounding box, and 

during the second stage, the triplet of keypoints is detected. Two different feature extraction 

backbones were tested, and the one with optimal performance was used for AngleNet. Figure 

4.7 shows the Precision-Recall curves of the proposed model trained with DLA-34 and HG-

104. The model trained with DLA-34 can produce more accurate predictions than HG-104, 

supported by a higher precision value at the same recall value and IoU threshold. However, 

the model trained with HG-104 can achieve higher maximum recall values, indicating the 

model has a higher ability to find all the relevant cases. Overall, the model trained with HG-

104 backbone produced better results, as illustrated by the larger AP values both at IoU(0.5) 

and IoU(0.7). The trained model achieved an AP of 0.908 at IoU(0.5) on the test dataset, 

highlighting the effectiveness of the model in detecting the RoI for leaf angle measurements. 
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For the second stage, the detector with an HG-104 backbone successfully identified 279 of 

282 angles, while the model trained with the DLA-34 backbone detected 263 samples. No 

false detections were produced by either model. Based on the detection rate, the HG-104 was 

used as the backbone model for keypoint detection in AngleNet.  

 

Figure 4.7. Precision-Recall (PR) curve of models trained with DLA-34 and HG-104 in 

detecting leaf collars on the test dataset with different IoU thresholds and corresponding AP 

values. An ideal PR curve should pass through the top-right corner (i.e., 100% for both 

precision and recall). 

To evaluate the localization accuracy, we calculated the mean and standard deviation 

(Table 4.2) for PE and NE described in section 2.3.1. Overall, the deviations were less than 

3% of the length of the leaf angle skeleton for all keypoints, indicating strong model 

robustness. Keypoint M produced higher PE and NE than the two other keypoints. The 

largest pixel errors for the three classes of keypoints in the test dataset were mainly caused by 

occlusions (Figure 4.8). However, as shown in the examples in Figures 4.6 and 4.8, most 

deviations were along the direction of the midrib/stem, which has minimal impact on angle 

measurement. To statistically evaluate the effectiveness of the keypoint predictions, we 

compared the angles estimated based on the detection results to the angles computed based on 

manually labeled keypoints. The mean and standard deviation of the angle errors were 1.94° 

and 1.67°, respectively.   
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Table 4.2. Euclidean distance (in pixels) between the detected keypoints and ground truth 

normalized by the length of the leaf angle skeleton. 

 PE NE (%) 

Keypoint Mean Standard 

deviation 

Mean Standard 

deviation 

C 6.55 5.18 1.78 1.29 

M 10.41 10.08 2.93 3.19 

S 5.52 4.45 1.52 1.26 

 

Figure 4.8. The largest pixel errors of keypoints C, M, and S in the test dataset. (a) Manually 

labeled ground truth. (b) Keypoint detection results produced by AngleNet. 

4.3.2. Accuracy of Leaf Angle Estimates   

The leaf angle estimates obtained using the current approach were highly correlated 

(r > 0.87, RMSE ≤ 4°) with in-field measurements (Figures 4.9a and 4.9b). For both datasets, 

the intercept of the fit line was positive, indicating a general overestimation of leaf angles 

compared to the ground truth. The errors in leaf angle estimation were due to a number of 

factors, including keypoint location errors, inaccurate line fitting, and the inability to 

reconstruct an accurate 3D model. Another possible source of random error is errors in 

ground-truth collection. Compared with field-based ground truth, the estimated leaf angles 

had a stronger correlation with the references from the point cloud data (Figures 4.9c and 

4.9d). Possible reasons for this include the following: (1) the second ground-truth collected 

from point cloud excludes the errors caused by 3D reconstruction, and (2) due to the time 
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interval between imaging and measuring, the leaf angle may have changed physically due to 

differences in wind and sunlight conditions, thereby affecting in-field ground-truth 

measurements.   

 

Figure 4.9. Comparison of AngleNet-derived leaf angles with reference measurements. (a-b) 

Comparison of estimated leaf angles with in-field manual measurements collected using a 

protractor of PS4-Boone and OS3-Ames, respectively. (c-d) Comparison of estimated leaf 

angles with reference measurements manually measured from the 3D point clouds of PS4-

Boone and PS3-Ames, respectively. 

4.3.3. Accuracy of Node Height Values 

Overall, the node heights calculated using the current approach were highly correlated 

(r > 0.99) with the manual measurements made in the field (Figure 4.10). The slope of the 

regression equation was close to 1, suggesting that system-derived node height values can be 

used as a direct estimate of the locations of leaf angles. We performed statistical analysis of 
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the data collected by different camera heads (Tables 4.3 and 4.4), finding that the highest 

camera (PT4 in PS4-Boone and PT3 in PS3-Ames) had a significantly lower correlation 

coefficient than the other lower camera sets. The main reason for this difference is that the 

leaf collars imaged by the higher camera were located at relatively high positions, making it 

difficult to manually measure the node height in an accurate manner. Additionally, the top 

leaves of maize plants are less rigid than the bottom leaves, making them more sensitive to 

the movements caused by wind and PhenoBot. In general, all cameras in two datasets 

achieved satisfactory performance, with a high correlation (r > 0.94) and a low root mean 

square error (RMSE ≤ 4 cm). However, the model has a better performance in PS4-Boone 

than in PS3-Ames. Compared to PS4-Boone, the data collection in PS3-Ames has faster 

driving speed and longer camera-to-object distance, therefore produced stronger vibrations of 

the sensor mast and larger accumulated errors. 

 

Figure 4.10. Comparison of AngleNet-derived node height values with manual measurements 

for PS4-Boone and PS3-Ames, respectively. 

Table 4.3. Comparison of the node height estimation accuracies of different camera heads for 

PS4-Boone. 

Camera Linear Fitting r RMSE (cm) 

PT1 y = 0.928x + 2.243 0.992 1 

PT2 y = 0.974x + 0.306 0.994 2 

PT3 y = 0.963x + 1.041 0.991 2 

PT4 y = 0.867x + 23.317 0.956 4 
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Table 4.4. Comparison of the node height estimation accuracies of different camera heads for 

PS3-Ames. 

Camera Linear Fitting r RMSE (cm) 

PT1 y = 1.014x - 0.830 0.982 4 

PT2 y = 0.938x + 6.009  0.971 4 

PT3 y = 0.948x + 6.641 0.949 5 

4.3.4. Leaf Angle Distribution in B73 and Mo17 

Finally, we used the AngleNet pipeline to explore the variations in leaf angle between 

two inbred maize lines: B73 and Mo17. To analyze the distribution of leaf angles throughout 

the canopy, we performed second-order polynomial fitting between leaf angle and the 

corresponding node height for each line (Figure 4.11). B73 exhibited erect leaves in the upper 

canopy and horizontal leaf angles in the lower canopy, which is consistent with a previous 

report (Dzievit et al., 2019). More specifically, the leaf angle of B73 had a negative 

relationship with node height. This configuration, with increasingly upright leaves from the 

bottom to the top, maximizes the potential for light capture and increases the photosynthetic 

conversion efficiency (Zhang et al., 2017). Mo17 showed horizontal leaf angles near the top 

and bottom of the canopy but relatively erect architecture in the middle part of the canopy, 

especially around ears. As shown in the sample images captured by PT4 (Figure 4.12), the 

uppermost leaf angles of Mo17 were obviously larger than those of B73. Several angles were 

successfully detected in 2D images but failed to be measured in 3D space, primarily as a 

result of one of two situations: (1) the 2D edge was reprojected onto a wavy-shaped leaf 

blade and was rejected in 3D space because of a low fitting score; or (2) the angle was 

located near the boundary of one image and was absent from the other image of a stereo pair.  
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Figure 4.11. Leaf angle distribution along the entire height of B73 and Mo17 based on data 

generated by AngleNet. (a) The leaf angle of B73 decreased with increasing height. (b) The 

leaf angle of Mo17 initially decreased in the lower canopy and then increased in the upper 

canopy. 

 

Figure 4.12. Sample outputs generated by the AngleNet pipeline showing comparisons of leaf 

angle at different heights between B73 and Mo17. The red and blue lines represent the 

directions of the midrib and stem, respectively; their supplementary angle was measured as 

the leaf angle. (a) B73 exhibited gradually decreasing angles starting from the bottom and 

had upright leaves at the top. (b) Mo17 had more horizontal leaf architecture throughout the 

canopy, with relatively erect architecture around ears. 
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4.4. Discussion 

In the current study, the use of PhenoBot equipped with multiple tiers of PhenoStereo 

cameras provided an efficient and effective solution for high-resolution RGB and depth 

imaging of tall-growing crops in the field. However, expanded leaves occasionally blocked 

the view of the middle cameras due to narrow spacing. One possible solution to this problem 

is to increase the number of stereo cameras vertically. In this way, a leaf angle may be 

invisible to one camera but visible to another camera at a different height. Another alternative 

involves placing two camera sets with varying horizontal viewing angles at the same height, 

which could potentially mitigate the obstruction of camera views and the occlusions resulting 

from different plant orientations and leaf poses.  

 Most sophisticated approaches used to extract leaf angles from 2D and 3D images 

involve segmenting and skeletonizing maize plants to analyze plant architecture (Cabrera-

Bosquet et al., 2016; Das Choudhury et al., 2018; Wu et al., 2019, 2020; Zermas et al., 2020). 

Those methods reply on visible leaf tips for leaf segmentation (Gaillard et al., 2020; Souza et 

al., 2021) and need to adjust a set of parameters to achieve satisfactory performance (Wu et 

al., 2019; Zermas et al., 2020; Zhu et al., 202), which are not feasible for large-scale field-

based applications due to the space resolution of the raw data and occlusion of nearby plants. 

The AngleNet pipeline proposed in this study focuses on the regions near leaf collars, which 

bypasses the complex procedures of individual plant and leaf segmentation. The leaf angle is 

located based on its associated height. Inspired by human pose estimation, this is the first 

study to implement the topology of keypoints for leaf angle measurement. The AngleNet 

pipeline showed the ability to quantify leaf angle in 3D space regardless of leaf orientation 

relative to the camera, along with robustness to complex and varying outdoor conditions. By 

combining the PhenoBot platform with the AngleNet pipeline, the distribution of leaf angles 

across the canopy could be investigated nondestructively under natural conditions at multiple 



110 

 

time points. Furthermore, this framework could easily be modified to measure the angles of 

other objects, such as sorghum plants and even trees in forestry studies. Beyond angle 

measurements, the concept of keypoint detection could be extended to length measurements, 

such as plant height and stem length.  

Compared to traditional skeletonization methods, the major disadvantage of AngleNet 

is that it cannot deal with wavy-shaped leaves (Figure 4.13a). Since we focused on a small 

local area, the presence of a partially rolling leaf blade would result in a highly curved patch 

during the process of reprojecting a 2D line to a 3D point cloud, making it difficult and 

unreliable to fit the direction line in the resulting point cloud. This limitation could be 

overcome by performing keypoint detection on both left and right images and reconstructing 

the 3D line based on a pair of 2D line segments. Additionally, we observed that the 2D line 

was not exactly parallel to the direction of the midrib/stem (Figure 4.13b, left), which 

resulted in an inversible error for angle measurements in 3D space. Therefore, the keypoint 

locations and line directions should be refined before reprojecting to 3D coordinates. For 

example, locally straight contours (Lee et al., 2013) could be detected and used as a reference 

to adjust the line directions (Figure 4.13b, right). 

 

Figure 4.13. Limitations of AngleNet. (a) The midrib direction lines were located on a rolling 

leaf, where the resulting point cloud in 3D was not suitable for line fitting. (b) An alternative 

way to refine leaf angle topology in a 2D image. Left: the initial detection results produced 

by AngleNet. The red line is not exactly parallel to the direction of the midrib. Right: the 

direction of the midrib was refined based on a local edge (yellow dashed line). 
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4.5. Conclusion  

In this study, we employed an automated system to characterize leaf angle in 

agronomically grown maize plants in the field. A novel leaf angle detection and measurement 

pipeline, named AngleNet, was developed to obtain actual quantitative data for leaf angle 

throughout the entire height of the plant canopy. This pipeline utilizes deep CNNs to detect 

leaf angle as a triplet of keypoints and stereo matching algorithms to quantify leaf angle in 

the reconstructed 3D point cloud. Based on the detection and reconstruction results, the 

AngleNet-derived leaf angle and the associated node height were highly correlated with 

ground truth. In addition, the framework was successfully implemented to explore the 

variation of leaf angle in shoot architecture of two maize inbred lines, B73 and Mo17. The 

results of quantitative analysis were consistent with the actual leaf angle distributions along 

plant height in these lines. Specifically, B73 has more erect architecture in the upper top 

canopy than Mo17. Stereo vision with the proper customization represents a practical tool to 

rapidly acquire high-quality RGB images and measure plant morphology under field 

conditions. The proposed system represents a feasible way to automatically quantify leaf 

angle in maize plants in a nondestructive manner. In addition, this system provides a new 

strategy for breeders to optimize plant architecture toward a smart canopy in cereal crops 

through large-scale field experiments. 
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CHAPTER 5.    GENERAL CONCLUSION  

5.1. Conclusions 

In this study, 3D machine vision and convolutional neural networks (CNNs) were 

utilized to advance the research of high-throughput robotic plant phenotyping both under 

controlled environments and in field conditions. Firstly, a non-destructive 3D scanning 

system and a graph-based 3D skeletonization algorithm were developed for indoor plant 

phenotyping of sorghum plants. Secondly, a customized stereo camera was developed and 

utilized to characterize organ-level phenotypic traits of sorghum and maize plants.  

A low-cost machine vision system based on a commodity depth camera was 

developed to automated plant architectural traits characterization of sorghum plants grown 

under controlled environments. A ToF camera was mounted on a vertical track linear actuator 

to take sequential side-view images of sorghum plants at multiple developmental timepoints. 

The system allowed for cross-registration between the multi-level side-view point cloud by 

using the Iterative Closest Point (ICP) algorithm. To address the challenges caused by 

overlapped leaves and tillers, a 3D skeletonization algorithm was implemented by analyzing 

the 3D point cloud using a graph-based approach. The skeletonization algorithm was created 

by slicing the point cloud along the vertical direction, and then linking the connected 

Euclidean clusters between adjacent layers. Based on the structural clues of the sorghum 

plant, heuristic rules were implemented to separate overlapping tillers and individual leaves. 

Multiple parameters were obtained from the skeleton and the reconstructed point cloud, 

including plant height, stem diameter, leaf angle, and leaf surface area. The system-derived 

traits were highly correlated (r = 0.81 ~ 0.94) with the corresponding ground truth. 

Additionally, both the total leaf area and stem volume showed a great potential for wet and 

dry biomass prediction (r = 0.82 ~ 0.98). Consequently, depth imaging provides an efficient 
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and economical solution for plant architecture characterization and phenotypic data 

extraction.  

A customized stereo imaging module, namely PhenoStereo, was developed for field-

based plant phenotyping. Integrated with a strobe lighting system, the PhenoStereo is capable 

of capturing high-quality and high-sharpness stereoscopic images under various 

environmental conditions (direct sunlight, backlighting conditions, shadows, wind 

conditions). Additionally, the camera module features onboard storage that performs image 

acquisition at a maximum rate of 14 frames per second (FPS). The PhenoStereo was 

deployed on a 4-wheel custom-built ground vehicle to collect side-view images of sorghum 

plants. Au automated image processing pipeline was developed to reconstruct the surface 

models and segment individual plant stems for quantifying stem diameter. A novel local 

feature descriptors Cylindricity was defined as a strict tensor to discriminate stem and non-

stem points. The sorghum stems were modeled as cylindrical shapes by firstly find the 

cylindrical axis direction and then detect a circle in a 2D plane. The correlation coefficient (r) 

between the image-derived and ground truth measurements of stem diameter was 0.97 with 

an RMSE of 1.39 mm, surpassing the best values reported in the literature. The proposed 

method demonstrated that with proper customization stereo vision is feasible for 3D-based 

plant phenotyping under field conditions. 

The PhenoStereo was also utilized to characterize leaf angle of maize plants in the 

field. Multiple tiers of PhenoStereo cameras were mounted on PhenoBot 3.0, a robotic 

vehicle designed to traverse between pairs of agronomically spaced rows of crops, to capture 

side-view images of maize plants in the field. A unique image processing pipeline named 

AngleNet was developed for leaf angle detection and characterization. The pipeline first 

utilized a CNN-based model to detect regions around leaf collars and three keypoints in each 

region in 2D images. The detection results in 2D images were back-projected to the 3D space 
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to compute the actual leaf angle from reconstructed 3D models. The results illustrated that the 

trained CNN model could accurately detect regions of interest and keypoints for leaf angles 

with various leaf orientations and under different illumination and occlusion conditions. The 

mean and standard deviation of the angle errors in 2D images were 1.94° and 1.67°, 

respectively. The leaf angle estimates obtained using AngleNet were highly correlated (r > 

0.87, RMSE ≤ 4°) with in-field measurements. The AngleNet pipeline was used to explore 

the variations in leaf angle between two inbred maize lines: B73 and Mo17. The results of the 

distribution of leaf angles throughout the canopy were consistent with a previous report 

(Dzievit et al., 2019). Our study demonstrates the feasibility of using stereo vision to 

investigate the distribution of leaf angles in maize plant under field conditions. 

5.2. Future Work 

Plant phenotyping under controlled environments provides an optimal condition for 

image acquisition. Therefore, many studies have been conducted to analyze the 

morphological traits at the individual plant and organ scales. Under controlled environments, 

holographic images of plants can be obtained by multi-view imaging systems equipped with 

LiDAR (Wu et al., 2019), ToF cameras (McCormick et al., 2016), and high-resolution 

cameras (Sandhu et al., 2019; Wu et al., 2020). With one or more cameras rotating around the 

target plant, a holographic 3D surface model with higher accuracy and more details could be 

reconstructed. In addition to a high-fidelity surface model, accurate localization of objects in 

images is another essential aspect of high-performance phenotyping. The latter can be 

advanced by artificial intelligence (AI) using state-of-the-art CNNs. Hence, the future 

direction should focus on developing a multi-view 3D reconstruction system combined with 

AI for object detection and segmentation, where the challenges caused by leaf overlapping, 

occlusions, and homogenous texture could be alleviated. 
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Acquiring high-quality and high-sharpness images in the field is challenging due to 

variable lighting, wind conditions, plant occlusions, and complex background. Stereo vision 

combined with a strobe lighting system could potentially alleviate these challenges. Based on 

our experience, customized stereo cameras could produce more accurate point cloud under 

field conditions compared to other 3D sensors such as ToF cameras, LiDAR, and laser 

scanners. The performance of the PhenoStereo could be further improved by optimizing the 

light distribution pattern of the strobe lighting system. Currently, the strobe light is 

distributed in a circular pattern, which provides consistent lighting in the center of an image. 

The case is optimal for quantifying traits such as stem diameter and leaf angle from partial 

objects (e.g., partial stems, leaf collars). However, to measure traits such as leaf area and leaf 

length, the working area of the strobe lighting system should be larger, and the light pattern 

should be uniformly distributed in an image. This could be improved by modifying the 

geometrical distribution and tilting angle of the LEDs around the camera pair. Additionally, 

the field of view of the whole system could be further enlarged by increasing the number of 

cameras.  

Generating high-fidelity 3D models is essential for accurately measuring plant 

architectural traits from 3D models. To achieve high-quality plant surface models, more 

advanced stereo matching algorithms could be used to improve the quality of disparity maps. 

For example, the performance of SGBM could be further improved by integrating edge-

preserving techniques such as the optimization-based filters and the weighted average-based 

smoothing approaches (Zhang et al., 2015). On the other hand, state-of-the-art CNNs could 

be used to further improve the process of computing the similarity between stereo image 

patches. Based on the standard benchmarking dataset, such as from the KITTI and the 

Middlebury, AI-based approaches usually have higher stereo matching accuracy than 

traditional methods (Hamid et al., 2020). For example, the MC-CNN-acrt network (Zbontar 



123 

 

and LeCun, 2016), which uses an eight-layer CNN to produce matching costs for disparity 

map, performs better than any other published methods on three public datasets including 

KITTI 2012, KITTI 2015, and Middlebury dataset. There are some other end-to-end 

networks such as GC-Net (Kendall et al., 2017), PSMNet (Chang and Chen, 2018), iResNet 

(Liang et al., 2017), CRL (Pang et al., 2017) also achieved state-of-the-art results on public 

stereo benchmark dataset. CNN-based stereo matching has shown superior performance in 

accuracy and speed and the potential to overcome difficulties related to low texture areas, ill-

posed regions, and near boundary regions.  

The trend for solving computer vision problems in plant phenotyping using AI or 

machine learning becomes more apparent in recent years (Jiang & Li, 2020). The CNNs have 

demonstrated superior robustness in object detection and segmentation tasks. AI-based 

techniques can be applied on the side-view 2D images of maize and sorghum plants in the 

field to detect objects such as individual plants, leaves, stems, tassels, panicles, ears, and 

some other partial objects such as plant skeletons, leaf collars, branches, and internodes. 

Additionally, the CNNs also show a great potential for plant parts segmentation and 

architectural trait extraction in 3D space (Guo et al., 2021; Li et al., 2018; Qi et al., 2017). 

Therefore, it is worth exploiting CNN-based segmentation in both 2D images and 3D point 

cloud, which could potentially solve the challenges in plant phenotyping caused by 

diminished image texture, homogeneous plant surface, and dense canopy. 
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