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#### Abstract

We consider the estimation of properties on massive bipartite graph streams, where each edge represents a connection between entities in two different partitions. We present sub-linear-space one-pass algorithms for accurately estimating the number of butterflies in the graph stream. Our estimates have provable guarantees on their quality, and experiments show promising tradeoffs between space and accuracy. We also present extensions to sliding windows. While there are many works on counting subgraphs within unipartite graph streams, our work seems to be one of the few to effectively handle bipartite graph streams.


## 1 Introduction

The discovery and counting of certain structural properties in a graph have emerged as key metrics to enhance the understanding of complex networks. Also recognized as graphlets or higher-order structures, graph motifs are important building blocks to characterize networks. The discovery and counting of motifs in a graph are one of the most important graph mining tasks and have captured tremendous attention in social networks, spam/fraud detection, and link recommendation.

Since a triangle is the smallest non-trivial complete subgraph, it plays a crucial role in the analysis of unipartite networks. For example, the number of triangles in a network is used in measuring the clustering coefficient or transitivity ratio. There has been extensive work on counting the number of triangles in a static graph [6, 9, 24] and a dynamic graph [4, 8, 9, 12, 14, 19 , 21, 22, 24, $26,34,42,43,46,48,50$. Due to the massive scale of real-life networks, and rapid rate of growth, it is imperative to develop agile methods that are capable of processing using memory sub-linear in the stream size. In many cases, an approximate answer to a query is sufficient, and we can obtain favorable tradeoffs with respect to memory, speed of processing, and accuracy.

We focus on mining from bipartite graph streams. A bipartite graph consists of two disjoint node sets $L$ and $R$, and each edge in the graph connects a node in $L$ with a node in $R$. Bipartite graphs are

[^0]widely used in modeling real-world relationships. For instance, relationships between authors and papers can be modeled as a bipartite graph, where authors form one node partition, papers form the other node partition, and an author has an edge to each paper that she published. In web search and data mining, bipartite graphs have been used to model relations between queries and URLs in query logs 25, matching users to advertisements in computational advertising 2,29 , and author-paper relations in the scientific literature [15]. In computational biology, bipartite graphs are used to model enzyme-reaction links in metabolic pathways and gene-disease associations [35]. Other examples include user-product relations, word-document affiliations, and actor-movie networks. Bipartite graphs can be used to represent hypergraphs that capture many-to-many relations among entities, through having the hyperedges in one partition, and the elements in another partition.
While the literature is rich in methods for discovery of motifs in unipartite networks, these do not directly apply to bipartite networks. For instance, the number of triangles is not a useful metric, since a bipartite graph is triangle-free. Instead, the most basic motif which models cohesion in a bipartite network is the complete $2 \times 2$ biclique, also known as a butterfly 5, 39, 40] or a rectangle 49]. The butterfly has been used in defining the clustering coefficient in a bipartite graph 27,38 and can be considered as playing the same role in bipartite networks as the triangle did in unipartite networks - a building block for community structure.
1.1 Our Contributions: We present one-pass streaming algorithms for estimating the total number of butterflies in a bipartite graph stream. Our algorithms use a fixed-size underlying storage that is sub-linear in the size of the stream, and continuously maintain an estimate of the number of butterflies as more edges arrive in the stream. The estimates are updated quickly as new edges arrive. Our algorithms are simple to implement, backed up by theoretical guarantees, and have good practical performance.

- Infinite Window Streaming. We first present algorithms for estimating the number of butterflies within an infinite window consisting of all edges seen
so far in the stream. The first of these algorithms RES, is based on maintaining a random sample of the edges seen so far, followed by measuring the number of butterflies in the sample. The technical difficulty lies in the analysis of the variance of this estimator. While the sample is such that different edges in the sample are chosen with only weak dependence on each other ${ }^{1}$. the occurrence of different butterflies in the sample depends on each other in complex ways, and an analysis needs to consider the ways in which multiple butterflies interact, in order to derive a bound on the variance. We then present an improvement called IRES, which leads to a better accuracy (i.e., smaller variance) than Res using the same memory, but has a larger runtime per element. We further present ADA algorithm that provides a different type of tradeoff, with an accuracy comparable to RES, but a smaller runtime per element. We present an analysis showing that each estimator is unbiased and give provable guarantees on the variance of each estimator.
- Sliding Window Streaming. We next present extensions of our algorithm to the sliding window model $7,11,18$ which considers aggregation over the set of the $W$ most recent edges in the stream.
- Experimental Evaluation. We present an evaluation of the performance of our algorithms on real-world graph streams. Our results show that proposed algorithms are able to achieve a relative error of less than $1 \%$ using samples of size approximately 100 K edges on graphs that have ten millions of edges and more than a trillion butterflies. Our methods enjoy different tradeoffs between memory space, estimation accuracy, and runtime performance that make them practical for real-world applications with different requirements.


### 1.2 Related Works

Network motifs. Network motifs are small subgraphs that are defined on a few nodes and edges. Unlike graph communities or dense subgraphs, whose sizes do not have to be bounded, network motifs are typically subgraphs with less than six nodes. A similar concept is graphlets [37]. Network motif detection and counting is now an indispensable tool in network analysis 33. The distribution of motif counts in a network, as well as the number of motifs that a node takes part in, help characterize the roles of networks and nodes 32. Motifs and graphlets have been used in numerous applications in networking, web and social network analysis, and

[^1]computational biology $9,16,17,20,30,31,41,44,45,49$.
Butterfly Counting. There have been relatively few works on counting motifs in a bipartite graph. Wang et al. 49 presented exact algorithms for butterfly counting in static graphs that outperform generic matrix multiplication based methods 6]. Sanei-Mehri et al. 39 proposed exact and randomized algorithms for large static bipartite graphs. Both these works have considered static graphs and not graph streams.

Motif Counting in Graphs. There are a number of algorithms known for triangle counting for unipartite streaming graphs $4,8,9,12,14,19,21,22,24,26,34$, $42,43,46,47,50$. There has been some recent work on counting 4 -vertex 3 and 5 -vertex subgraphs [36], but these works focus on exact counting and are not designed for streaming graphs. Note that butterfly is a 4-cycle and there are some previous studies that counts cycles in unipartite graph streams $10,13,23$, 28. Bordino et al. 10 presents 4 -cycle counting algorithms for graphs, but these take three passes through data, while we focus on single-pass streaming algorithms. Buriol et al. [13] consider 3,3-biclique counting in unipartite graph streams. They use the incidence stream model, where all edges incident to a given vertex arrive together, where as we work in the more general model (sometimes called the adjacency stream model), where the edges of the graph can arrive in an arbitrary order. Algorithms designed for incidence streams do not apply directly to our model. Manjunath et al. 28] and Kane et al. 23] introduce algorithms to count arbitrary size cycles in unipartite graph streams. These algorithms are based on sketches that use complex random variables, and to the best of our knowledge, these have not been implemented. In contrast, our algorithms are very easy to implement and evaluate.

## 2 Preliminaries

We consider simple unweighted and undirected bipartite graphs, without multiple edges between the same pair of vertices. Let $G=(V, E)$ be a bipartite graph with vertices $V$ and edges $E$. The vertex set $V$ of $G$ is partitioned into two disjoint sets $L$ and $R$. The edge set $E \subseteq L \times R$, so each edge $e$ connects one vertex in set $L$ and the other in set $R$. A butterfly is subgraph on four vertices $\{a, b, x, y\} \subset V$, where $a, b \in L$ and $x, y \in R$ such that edges $(a, x),(a, y),(b, x)$ and $(b, y)$ exist in the edge set $E$.

A graph stream is a sequence of edges $\mathcal{S}=e_{1}, e_{2}, \ldots$ where $e_{i}$ is the $i$-th edge in the stream. For $t>0$, let $\mathcal{S}^{(t)}$ denote the first $t$ edges of the stream and let


Figure 1: Number of butterflies as a function of stream size.
$G^{(t)}=\left(V^{(t)}, E^{(t)}\right)$ denote the graph formed by the first $t$ edges, i.e. $G^{(t)}=\left\{e_{1}, e_{2}, \ldots, e_{t}\right\}$. For $0 \leq i \leq j \leq t$, let $\mathcal{S}^{(t)}(i, j)$ denote the substream from $e_{i}$ to $e_{j}$ (both inclusive) and graph $G(i, j)=\left\{e_{i}, e_{i+1}, \ldots, e_{j}\right\}$.

Our algorithms return estimates of the number of butterflies. These estimates are random variables that are unbiased, i.e their expectation equals the desired subgraph count. We also bound their variance, which conveys how tightly the estimate is concentrated around its expectation. Our results do not assume a specific distribution of inputs. Instead, the input graph stream, including the set of edges and their order of arrivals, could be generated by an adversary. The randomness is solely internal to the algorithm, using random number generators.
Infinite Window: For any $t>0$ and a stream $\mathcal{S}$, the goal for butterfly counting over an infinite window is to continuously maintain (an estimate of) the number of butterflies in the graph $G^{(t)}$, as $t$ changes. Throughout this paper, we denote $\Sigma^{(t)}$ the set of all butterflies in the graph $G^{(t)}$ (when $t$ is clear from the context, we simplify the notation by $\Sigma$ ) and denote $\left|\Sigma^{(t)}\right|$ as the number of butterflies in $G^{(t)}$.

Sliding Window: A sequence-based sliding window is defined as the set of a specific number of most recent edges. For $t>0$ and window size $W$, when observing edge $e_{t}$, this is the set of edges $e_{t-W+1}, e_{t-W+2}, \ldots e_{t}$. Our goal is to maintain the number of butterflies that are constructed out of edges within this window. A generalization of sequence-based window is a timestampbased sliding window, defined as the set of edges whose timestamps are most recent. Here, the window size does not correspond to a specific number of edges, but instead to a range of timestamps.
Networks and Experimental Setup. We present experimental results right after each algorithm description. We selected different types of real-world temporal bipartite networks from publicly available KONECT repository ${ }^{2}$ Basic properties of the networks are summarized in ??. Lkml is the bipartite network of users and threads in the Linux Kernel Mailing list and each edge represents a timestamped post by a user. En-wiki is the

[^2]| Graphs | $\# \mathrm{E}$ | \#V(Left) | \#V(Right) | $\|\nabla\|$ | Description |
| :---: | ---: | ---: | ---: | ---: | :--- |
| Lkml | 599,858 | 42,045 | 337,509 | 10 M | Thread posts by users |
| En-wiki | $5,573,038$ | 29,348 | $2,094,520$ | 113 B | Page edits by editors |
| Movie-lens | $10,000,054$ | 69,878 | 10,677 | 1.1 T | Movie ratings by users |
| Digg | $3,010,898$ | 139,409 | 3553 | 29 B | Votes for stories by users |

Table 1: Properties of the bipartite graphs. $|z|$ represents the total number of butterflies in a graph.
edit network of the English Wiktionary and contains the edit activities of editors on pages. Movie-lens is the movie ratings by users for movies. Digg has the voting activities of users for news stories in the news aggregator website Digg.com. Note that, first three networks had multiple edges between the same node pairs and we simplified those by considering only the first interaction occurring between a node pair. Edges are read from the stream in the order of timestamps. ?? presents the number of butterflies with the increasing stream size (with respect to timestamps) for all graphs. We implemented all the streaming algorithms in $\mathrm{C}++$ and the source code is available at [1]. We used gcc compiler with the optimization level O3. We used a machine equipped with a 2.0 GHz 8-Core Intel E5 2650 and 64.0 GB memory to run the experiments..

## 3 Streaming Algorithms for Infinite Windows

We present streaming algorithms for estimating the number of butterflies over an infinite window, i.e. all edges seen so far. We introduce fast randomized algorithms, Res, IRes, and AdA, which maintain an unbiased estimate of number of butterflies in an edge stream and use a sample (reservoir) with a fixed size. Our algorithms use a helper procedure, $\operatorname{EBFC}(e, E)$, which returns the number of local butterflies that contain edge $e$ in the graph induced by edge set $E$ - see supplementary material for more details.
We define two formulas, $\Psi_{x}(t)$ and $p_{z}$ to help with the analysis. $\Psi_{x}(t)$ is the extrapolation factor needed for butterfly count estimates. When $t \leq M, \Psi_{x}(t)$ is 1 . When $t>M$, it is adjusted to accommodate last $x$ edges in the stream, and is defined as $\Psi_{x}(t)=$ $\max \left\{1, \prod_{i=0}^{x-1}(t-i) /(M-i)\right\}$ where $M$ is the size of reservoir and $x \leq t$. For $z=0,1,2$, let $p_{z}$ denote the number of butterfly pairs that have $z$ edges in common. Note that two distinct butterflies in a bipartite graph

```
Algorithm 1: Res \((\mathcal{S}, M)\) : Reservoir sampling
    Input: Edge stream \(\mathcal{S}\) for reservoir of size \(M(\geq 8)\)
    Output: \(\left|\boxtimes^{(t)}\right|\), estimate number of butterflies at \(t\)
    \(\mathcal{R} \leftarrow \varnothing, t \leftarrow 0, \beta \leftarrow 0\)
    for each edge \(e\) from stream \(\mathcal{S}\) do
        \(t \leftarrow t+1\)
        if \(t \leq M\) then
            \(\mathcal{R} \leftarrow \mathcal{R} \cup e\)
            \(\beta \leftarrow \beta+\operatorname{EBFC}(e, \mathcal{R})\)
        else if \(\operatorname{coin}(M / t)\) is Head then
            \(e^{\prime} \leftarrow\) a random edge from \(\mathcal{R}\)
            \(\beta \leftarrow \beta-\operatorname{EBFC}\left(e^{\prime}, \mathcal{R}\right)\)
            \(\mathcal{R} \leftarrow\left(\mathcal{R} \backslash\left\{e^{\prime}\right\}\right) \cup e\)
            \(\beta \leftarrow \beta+\operatorname{EBFC}(e, \mathcal{R})\)
        \(\left|\boldsymbol{\chi}^{(t)}\right| \leftarrow \beta \times \Psi_{4}(t)\)
```

cannot have three edges in common - if they do, they will have to share the fourth edge also.
3.1 Reservoir Sampling (RES): We start with the simple algorithm based on reservoir sampling, RES, which serves as a baseline for the other more involved algorithms. The intuition behind RES is to sample edges uniformly using a fixed-size reservoir, which ensures that the set of edges is chosen uniformly without replacement from the stream so far. ?? presents the RES algorithm. Each time an edge is inserted into the reservoir, the butterfly count is updated (Lines 4-6). Note that, each butterfly is counted only once, by the last edge which completes the butterfly formation. Once the reservoir is full, each insertion into the reservoir results in a deletion of an edge, upon which the butterfly count is adjusted by excluding those butterflies that contain the deleted edge (Lines 7-11). At a given time $t$, total number of butterflies in the edge stream seen so far can be estimated by extrapolating the butterfly count of reservoir by $\Psi_{4}(t)$, which accounts for the probability of sampling the four edges that form the butterfly.

We show that RES yields an unbiased estimate of $z\left(G^{(t)}\right)$. Let $Y_{\mathrm{RES}}^{(t)}$ is the return value of RES at time $t$.
Lemma 1. $\mathbb{E}\left[Y_{\text {Res }}^{(t)}\right]=\left|\Sigma^{(t)}\right|$
Proof. Suppose that butterflies in $\Sigma^{(t)}$ are numbered from 1 to $\left|\Sigma^{(t)}\right|$. Let $X_{i}^{(t)}\left(1 \leq i \leq\left|\Sigma^{(t)}\right|\right)$ be a random variable equal to 1 if the $i^{\text {th }}$ in $\Sigma^{(t)}$ appears in the reservoir $\mathcal{R}$, otherwise $X_{i}^{(t)}$ is 0 . Let $X^{(t)}=$ $\sum_{i=1}^{\left|区^{(t)}\right|} X_{i}^{(t)}$. Therefore, we have $Y_{\mathrm{RES}}^{(t)}=\Psi_{4}(t) \cdot X^{(t)}$. In the case that $t \leq M$, all edges of the stream are selected and maintained in $\mathcal{R}$. Therefore, we have $X^{(t)}=\left|\Sigma^{(t)}\right|$. As $t \leq M$, we derive $Y_{\mathrm{RES}}^{(t)}=\left|\nabla^{(t)}\right|$.

When $t>M$, each edge is sampled uniformly at random since we use reservoir sampling approach. We know that each butterfly has four edges. Therefore,

$$
\mathbb{E}\left[X_{i}^{(t)}\right]=\operatorname{Pr}\left[X_{i}^{(t)}=1\right]=\frac{\binom{t-4}{M-4}}{\binom{t}{4}}=\left(\Psi_{4}(t)\right)^{-1}
$$

With the linearity of expectation, we obtain that $\mathbb{E}\left[X^{(t)}\right]=\sum_{i=1}^{\left|\nabla^{(t)}\right|} \mathbb{E}\left[X_{i}^{(t)}\right]=\left|\Sigma^{(t)}\right| \times\left(\Psi_{4}(t)\right)^{-1}$. Therefore, $\mathbb{E}\left[Y_{\mathrm{RES}}^{(t)}\right]=\left|\Sigma^{(t)}\right|$.
In the next lemma, we show the variance of ??. For an integer $z(0 \leq z \leq 2)$, let $h_{z}^{\mathrm{RES}}(t)=\Psi_{4}(t) \times$ $\prod_{k=4}^{7-z}\left(\frac{M-k}{t-k}\right)-1$. As also previously mentioned, $p_{z}$ represents the number of pairs of butterflies with $z$ edges in common.
Lemma 2. Variance of $Y_{\mathrm{RES}}^{(t)}$ is 0 for $t \leq M$. For $t>M$;

$$
\mathbb{V a r}\left[Y_{\mathrm{RES}}^{(t)}\right]=\left|\Sigma^{(t)}\right|\left(\Psi_{4}(t)-1\right)+2 \cdot \sum_{z=0}^{2} p_{z} \cdot h_{z}^{\mathrm{RES}}(t)
$$

Proof. For an integer $i\left(1 \leq i \leq\left|\nabla^{(t)}\right|\right)$. We have

$$
\begin{aligned}
& \mathbb{V a r}\left[X_{i}^{(t)}\right]=\mathbb{E}\left[X_{i}^{(t)^{2}}\right]-\mathbb{E}^{2}\left[X_{i}^{(t)}\right]=\left(\Psi_{4}(t)\right)^{-1}-\left(\Psi_{4}(t)\right)^{-2} . \\
& \mathbb{V a r}\left[Y_{\mathrm{RES}}^{(t)}\right]=\mathbb{V a r}\left[\Psi_{4}(t) \sum_{i=1}^{\left|\boldsymbol{Z}^{(t)}\right|} X_{i}^{(t)}\right] \\
& =\left(\Psi_{4}(t)\right)^{2}\left[\sum_{i=1}^{\left|\nabla^{(t)}\right|} \operatorname{Var}\left[X_{i}^{(t)}\right]+\sum_{j \neq i} \mathbb{C o v}\left[X_{i}^{(t)} X_{j}^{(t)}\right]\right] \\
& =\left|\nabla^{(t)}\right|\left(\Psi_{4}(t)-1\right) \\
& \quad+\left(\Psi_{4}(t)\right)^{2} \times \sum_{j \neq i}\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)
\end{aligned}
$$

Consider the case that $i^{\text {th }}$ and $j^{\text {th }}$ butterflies in $\Sigma^{(t)}$ do not share any edge. We have $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]=$ $\operatorname{Pr}\left[X_{i}^{(t)}=1\right] \operatorname{Pr}\left[X_{j}^{(t)} \mid X_{i}^{(t)}\right]=\left(\Psi_{4}(t)\right)^{-1} \times \prod_{k=4}^{7} \frac{M-k}{t-k}$. Therefore, $\left(\Psi_{4}(t)\right)^{2} \cdot\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)=$ $\Psi_{4}(t) \times \prod_{k=4}^{7}\left(\frac{M-k}{t-k}\right)-1$.

When $i^{\text {th }}$ and $j^{\text {th }}$ butterflies have one edge in common, we get $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]=\left(\Psi_{4}(t)\right)^{-1} \cdot \prod_{k=4}^{6} \frac{M-k}{t-k}$. Therefore, $\left(\Psi_{4}(t)\right)^{2} \cdot\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)=$ $\Psi_{4}(t) \times \prod_{k=4}^{6}\left(\frac{M-k}{t-k}\right)-1$.

Lastly, if $i^{\text {th }}$ and $j^{\text {th }}$ butterflies have two edges in common, we derive $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]=\left(\Psi_{4}(t)\right)^{-1} \cdot \prod_{k=4}^{5} \frac{M-k}{t-k}$. Therefore, $\left(\Psi_{4}(t)\right)^{2} \cdot\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)=$ $\Psi_{4}(t) \times \prod_{k=4}^{5}\left(\frac{M-k}{t-k}\right)-1$. Substituting $h_{z}^{\mathrm{RES}}(t)$ and $p_{z}$ in the variance of RES completes the proof.

Accuracy of estimates on real-world networks: Here we present the estimation errors of Res on realworld bipartite graph streams. The estimation error is the relative error of an estimate. If the true value of the


Figure 2: Accuracy of estimates by Res, IRes, and Ada algorithms as a function of reservoir (sample) size. On the bottom x -axis is the sample size and on the top x -axis is the sample rate, defined as the ratio of the sample size to the stream size


Figure 3: Accuracy of estimations by Res, IRes, and Ada as a function of stream size. Reservoir size is 100 K for all graphs.
butterfly count is $x>0$, then the error of an estimate $\hat{x}$ is defined as $\frac{|x-\hat{x}|}{x}$. We usually show these as percent error. ?? shows the estimation accuracies of Res for the entire graph stream when different reservoir (sample) sizes are used (ignore other algorithms for now). Larger reservoirs yield better accuracies, as expected. Res can keep the estimation error around $1 \%$ for Lkml, Movie-lens, and Digg networks by storing only 100 K edges in the reservoir. This corresponds to the $16.7 \%$, $3.3 \%$ and $0.9 \%$ of the total graph sizes for Lkml, Digg and Movie-lens networks, respectively. For En-wiki network, $3 \%$ error can be obtained with 200 K edges $3.6 \%$ of the graph size.
?? presents the accuracies of estimates while the graphs are being streamed. We observe a modest increase in the error rate with the increasing stream size. Res has a $0.6 \%$ error rate right after the reservoir gets full and it manages to keep it below $2 \%$ until the end. Trends are similar in other networks. We also observe some interesting rises and falls (e.g., Digg) with the increasing stream size, which might be due to the inhomogeneous distribution of butterfly formation in different time periods.
3.2 Improved Reservoir Sampling (IRES): We present an algorithm IRes, that improves the accuracy over Res by considering the contribution of every edge in the stream. As shown in ??, upon receiving a new edge $e$, regardless of whether or not $e$ is sampled, the estimated is updated by considering the number of butterflies that $e$ forms along with the edges currently
in the reservoir. Intuitively speaking, this approach manages to detect more butterflies than Res, since a butterfly is counted if the first three edges of the butterfly have been sampled at the time the fourth edge arrives. Whereas in Res, all four edges have to be sampled for the butterfly to be detected. In ????, we show the expectation and variance of ?? respectively. Let $Y_{\text {IRES }}^{(t)}$ be the return value of IRES.
Lemma 3. $\mathbb{E}\left[Y_{\text {IRes }}^{(t)}\right]=\left|\Sigma^{(t)}\right|$
Suppose that at time $t$, butterflies in the stream so far are ordered based on the time stamp of their last edges from 1 to $\left|\boxtimes^{(t)}\right|$. For example, if $i>j$, the last edge of $i^{\text {th }}$ butterfly does not arrive before the last edge of $j^{\text {th }}$ butterfly in the stream. Let $t_{i}$ denote the appearance time of the last edge of $i^{\text {th }}$ butterfly on the stream $\left(1 \leq i \leq\left|\boxtimes^{(t)}\right|\right)$. Let $X_{i}^{(t)}$ be an indicator random

```
Algorithm 2: \(\operatorname{IRes}(\mathcal{S}, M)\) : Improved Res
    Input: Edge stream \(\mathcal{S}\) for reservoir of size \(M(\geq 8)\)
    Output: \(\left|\boxtimes^{(t)}\right|\), estimate number of butterflies at \(t\)
    \(\mathcal{R} \leftarrow \varnothing, t \leftarrow 0, \beta \leftarrow 0\)
    for each edge \(e\) from stream \(\mathcal{S}\) do
        \(t \leftarrow t+1\)
        \(\beta \leftarrow \beta+\Psi_{3}(t-1) \times \operatorname{EBFC}(e, \mathcal{R} \cup e)\)
        if \(t \leq M\) then \(\mathcal{R} \leftarrow \mathcal{R} \cup e\)
        else if coin \((M / t)\) is Head then
            \(e^{\prime} \leftarrow\) a random edge from \(\mathcal{R}\)
            \(\mathcal{R} \leftarrow\left(\mathcal{R} \backslash\left\{e^{\prime}\right\}\right) \cup e\)
        \(\left|\chi^{(t)}\right| \leftarrow \beta\)
```



Figure 4: Runtime behavior of Res, IRes, and ADA algorithms as a function of stream size when the reservoir size is 100 K .


Figure 5: Throughput of REs, IRES, and ADA algorithms as a function of reservoir size.
variable to show whether the first three edges of the $i^{\text {th }}$ butterfly are found in the reservoir $\mathcal{R}$.
Lemma 4. If $t \leq M$, the variance of $Y_{\mathrm{IRES}}^{(t)}$ is 0 , otherwise we have $\mathbb{V}$ ar $\left[Y_{\text {IRES }}^{(t)}\right]=\sum_{i=1}^{\left|\nabla^{(t)}\right|}\left(\Psi_{3}\left(t_{i}-1\right)-1\right)+$ $2 \times \sum_{j<i}\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-1\right)$

Without loss of generality, we assume that $i>j$. If $i^{\text {th }}$ and $j^{\text {th }}$ butterflies do not share any edge, $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-$ $1 \leq 0$. If they share only one edge, $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-1 \leq$ $\Psi_{1}\left(t_{i}-1\right)$. If they share two edges, $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-1 \leq$ $\Psi_{2}\left(t_{i}-1\right)$.

The proofs of ???? are moved to supplementary material due to space constraints.
Comparison of Variances of Res and IRes. Here, we compare the variances of ????. Consider the case that the current time $t>M$. The first term in the variance of $Y_{\mathrm{RES}}^{(t)}$ and $Y_{\mathrm{IRES}}^{(t)}$ involve individual butterflies. Suppose the butterflies are numbered in some order. The contribution of the $i$ th butterfly to the variance of $Y_{\mathrm{RES}}^{(t)}$ is $\left|\Sigma^{(t)}\right|\left(\Psi_{4}(t)-1\right)$ and its contribution to the variance of $Y_{\mathrm{IRES}}^{(t)}$ is $\sum_{i=1}^{\left|\nabla^{(t)}\right|}\left(\Psi_{3}\left(t_{i}-1\right)-1\right)$, where $t_{i}$ is the time of arrival of the last edge of the butterfly, which could be much smaller than the current time $t$. Hence, the first term in the variance of $Y_{\text {IRES }}^{(t)}$ is smaller than the first term in $Y_{\text {Res }}^{(t)}$.

In the second term of variances, we consider the contributions of butterfly pairs to the variances of $Y_{\text {IRES }}^{(t)}$ and $Y_{\mathrm{RES}}^{(t)}$. Let $i$ and $j$ range over all pairs of butterflies that appear on stream at time $t$. Without loss of generality, assume that $i>j$, which means that the last edge of $i^{\text {th }}$ butterfly does not arrive before the last
edge of $j^{\text {th }}$ butterfly on the stream. Let $t_{i}$ denote the appearance time of the last edge of $i^{\text {th }}$ butterfly on the stream $\left(1<i \leq\left|\Sigma^{(t)}\right|\right)$. If butterflies $i$ and $j$ do not share an edge, the covariance of $Y_{\text {IRES }}^{(t)}$ is a non-positive value while the covariance of $Y_{\text {RES }}^{(t)}$ is non-negative. If they share exactly one edge, the covariance of $Y_{\text {IRES }}^{(t)}$ is based on the last edge of the $i^{\text {th }}$ butterfly and is $\mathcal{O}\left(t_{i} / M\right)$ while the covariance of $Y_{\mathrm{RES}}^{(t)}$ is $\mathcal{O}(t / M)$. If they share two edges, the covariance of $Y_{\mathrm{IRES}}^{(t)}$ is $\mathcal{O}\left(\left(t_{i} / M\right)^{2}\right)$, and the covariance of $Y_{\mathrm{RES}}^{(t)}$ is $\mathcal{O}\left((t / M)^{2}\right)$. Thus, we verify that the variance of $Y_{\text {IRES }}^{(t)}$ cannot be greater than $Y_{\text {RES }}^{(t)}$. Accuracy of estimates: As expected, we see from ?? and ?? that IRES has better accuracy that RES for any reservoir (sample) size on all graphs in ??. In En-wiki network, for instance, error rate of IRES is $4 \%$ when the reservoir size is 50 K while RES is able to give only $15 \%$. For larger reservoir sizes, better accuracies are obtained, reaching around $1 \%$ for 200 K reservoir size.
Runtime: The better accuracy of IRES comes at the cost of increased runtime performance (??). Note that the number of local butterfly computations in IRES equals the number of edges. On the other hand, RES shows a stable trend after the reservoir gets full, since the probability of an edge being sampled, and hence of a local butterfly computation decreases with time. ?? presents the throughput (edges processed per second) and Res has a significantly larger throughput than IRES on all graphs for all reservoir (sample) sizes, reaching up to $8.5 \times$ higher throughput on En-wiki. Another observation is that throughput numbers decrease with the increasing reservoir (sample) sizes for all graphs and algorithms, because the cost of local butterfly counting

```
Algorithm 3: AdA \((\mathcal{S}, M)\) : Adaptive sampling
    Input: Edge stream \(\mathcal{S}\) for reservoir of size \(M(\geq 8)\)
    Output: \(\left|\boxtimes^{(t)}\right|\), estimate number of butterflies at \(t\)
    \(p \leftarrow 1, \mathcal{R} \leftarrow \varnothing, t \leftarrow 0, \beta \leftarrow 0\)
    for each edge \(e\) from stream do
        \(t \leftarrow t+1\)
        if \(|\mathcal{R}|=M\) then
            \(p \leftarrow p / 2\)
            Keep any edge in \(\mathcal{R}\) with probability 0.5
            \(\beta \leftarrow p^{-4} \times|\nabla(\mathcal{R})| / / \#\) butterflies in \(\mathcal{R}\)
        if coin \((p)\) is Head then
            \(\mathcal{R} \leftarrow \mathcal{R} \cup e\)
            \(\beta \leftarrow \beta+p^{-4} \times \operatorname{EBFC}(e, \mathcal{R})\)
        \(\left|Z^{(t)}\right| \leftarrow \beta\)
```

increases with the reservoir size.
3.3 Adaptive Sampling (ADA): Better accuracy of IRES, with respect to Res, comes with a larger runtime cost and this tradeoff can be leveraged by certain applications that do not have strong performance requirements. On the other end of the spectrum, however, some applications with fast edge streams might require higher throughput. Is there an algorithm that yield higher throughputs than RES without sacrificing accuracy by much? Note that the error rates by Res algorithms is around $1 \%$ for many cases and sacrificing another $1 \%$ or $2 \%$ might be okay for applications with fast edge streams as long as the throughput rate can match the incoming stream rate.

We present an adaptive sampling algorithm ADA where the sampling probability is adapted with respect to the stream size. In ADA, edges are selected and inserted to a reservoir with a sampling probability, which is set to 1 until the reservoir gets full. When there is no space in reservoir to add more edges, the sampling probability is reduced by a factor of half, and each edge in the reservoir is discarded with probability 0.5. It means that on expectation, only $50 \%$ of edges are kept in reservoir. At this step, the number of butterflies in the reservoir is recomputed. ?? outlines the ADA algorithm. Note that since we need to find the total number of butterflies in the reservoir (in ??), we can use a batch Algorithm ExactBFC of 39 which is a fast method for counting the total number of butterflies compared to performing EBFC for every single edge. In ??, we show that ADA maintains an unbiased estimate of number of butterflies in the edge stream. Let $Y_{\text {ADA }}^{(t)}$ denote the estimate of butterfly count of ?? (??) at time $t$. Let $p^{(t)}$ denote the sampling probability at time $t$.
Lemma 5. $\mathbb{E}\left[Y_{\mathrm{ADA}}^{(t)}\right]=\left|\boxtimes^{(t)}\right|$
Let $h_{z}^{\mathrm{ADA}}(t)=\left(p^{(t)}\right)^{-z}-1$ for $0 \leq z \leq 2$, and $p_{z}$ be the number of pair of butterflies with $z$ edges in common.

Lemma 6. If $t \leq M$, the variance of $Y_{\mathrm{ADA}}^{(t)}$ is 0 , otherwise we have;

$$
\mathbb{V a r}\left[Y_{\mathrm{ADA}}^{(t)}\right]=\left|\Sigma^{(t)}\right|\left(\left(p^{(t)}\right)^{-4}-1\right)+2 \times \sum_{z=0}^{2} p_{z} \cdot h_{z}^{\mathrm{ADA}}(t)
$$

Due to space constraints, proofs of ???? are moved to supplementary material.
Runtime and accuracy: From Figures 4 and 5 we see that ADA is significantly faster than RES and IRES on all graphs. With the increasing stream size, total runtime stabilizes earlier than the other alternatives. $3.29 \times$ and $3.09 \times$ speedups are observed in Movie-lens and Digg networks with respect to RES algorithm. Results for throughput rates show the significant speedup of ADA as well. The accuracy of ADA is comparable with RES on En-wiki, Movie-lens, and Digg networks. In Lkml network, RES performs significantly better than ADA when the reservoir size is $100 \mathrm{~K}(? ?)$. However, the difference disappears when the reservoir size becomes 400K (??).

## 4 Sliding Window

We present the algorithm for a Sequence-based Sliding Window Butterfly Counting (SeqSW), and defer the algorithm for a time-based window to the appendix. As the sequence-based window contains a fix number of edges, we can sample every new edge with the same probability and use the sample edges to estimate the number of butterflies. We extend our Algorithm Res to use a fixed sampling rate when the stream size is larger than the window size, and present a description in Algorithm 4. Due to space constraints, we present the algorithm for handling a time-based sliding window in supplementary material.

```
Algorithm 4: SeqSW (S, \(M, W\) ): Seq-based SW
    Input: Edge stream \(\mathcal{S}\), sampled edge set size \(M(\geq 8)\),
            window size \(W(\geq M)\)
    Output: \(\left|\Sigma_{W}^{(t)}\right|\), estimate number of butterflies in
                window \(W\) at \(t\)
    \(\mathcal{R} \leftarrow \emptyset, t \leftarrow 0, \beta \leftarrow 0, p \leftarrow 1\)
    for each edge \(e\) from stream \(\mathcal{S}\) do
        \(t \leftarrow t+1\)
        \(r \leftarrow \operatorname{unif}(0,1)\)
        \(\beta \leftarrow \beta+\operatorname{EBFC}(e, \mathcal{R})\)
        \(\mathcal{R} \leftarrow \mathcal{R} \cup(e, r, t) / /\) edge with prob and index
        \(p \leftarrow \min (t, M) / \min (t, W)\)
        if \(\mathcal{R} \ni\left(e^{\prime}, r^{\prime}, t^{\prime}\right)\) s.t. \(\left(t^{\prime} \leq(t-W) \vee r^{\prime}>p\right)\) then
            \(\beta \leftarrow \beta-\operatorname{EBFC}\left(e^{\prime}, \mathcal{R}\right)\)
            \(\mathcal{R} \leftarrow \mathcal{R} \backslash\left(e^{\prime}, r^{\prime}, t^{\prime}\right)\)
        \(\left|\mathbb{Z}_{W}^{(t)}\right| \leftarrow \beta / p^{4}\)
```

Lemma 7. The space cost of $\mathcal{R}$ in Algorithm 4 is no greater than $M$ in expectation and $\operatorname{Pr}(|\mathcal{R}| \geq 2 M) \leq$
$\left(\frac{e}{4}\right)^{M}$. Let $\left|\mathrm{x}_{W}^{(t)}\right|$ denote the number of butterflies in the window of recent $W$ edges. Algorithm 4 returns an unbiased estimate of $\left|\Sigma_{W}^{(t)}\right|$ with variance
$\operatorname{Var}\left(\beta / p^{4}\right)=\left|\chi^{(W)}\right| \cdot\left(p^{-4}-1\right)+2 \sum_{z=0}^{2} p_{z, W} \cdot\left(p^{-z}-1\right)$
where $p_{z, W}$ is the number of pairs of butterflies in window that each pair is having $z$ edges in common ( $0 \leq z \leq 2$ ) .

Proof. Consider the value of probability $p$ in under different cases on number of edges received. When $t \leq M$, probability $p$ is 1 , the number of edges in $\mathcal{R}$ is strictly no greater than $M$. When $M<t \leq W$, $p=\frac{M}{t}$ and $\mathbb{E}(|\mathcal{R}|)=t \cdot \frac{M}{t}=M$. When $t>W, p=\frac{M}{W}$, the number of edges to be sampled is the window size $W, \mathbb{E}(|\mathcal{R}|)=W \cdot \frac{M}{W}=M$.

So at any time, we prove that $\mathbb{E}(\mathcal{R}) \leq M$. Consider the case $m>M, \mathbb{E}(|\mathcal{R}|)=M$. Note that the process of keeping an edge in $\mathcal{R}$ is a Bernoulli trial, by Chernoff bound we have $\operatorname{Pr}(|\mathcal{R}|>2 \cdot \mathbb{E}(|\mathcal{R}|)) \leq\left(\frac{e}{4}\right)^{\mathbb{E}(|\mathcal{R}|)}$ Thus, $\operatorname{Pr}(|\mathcal{R}|>2 M)<\left(\frac{e}{4}\right)^{M}$, our claim on space bound of $\mathcal{R}$ is proved.

At any given time, each edge (in the window) is in the sampled edge set $\mathcal{R}$ with probability $p, \mathbb{E}(\beta)=\left|\Sigma_{W}^{(t)}\right| \cdot p^{4}$, Algorithm 4 returns an unbiased number of butterflies in window. We rely on an analysis similar to the analysis of Algorithm ADA, to derive a bound on the variance.

Accuracy: We compute the estimation error by fixing the window size $W$ ito 500,000 edges and varying the size of samples $M$ to be $5 \%, 10 \%$ and $20 \%$ of the window size $W$ (Figure 6). We observe that the accuracy improves with a larger sample rate, for example when sample rate is $20 \%$ the result on dataset Digg shows the error is always less than $2 \%$, however when sample rate is $5 \%$, the error is almost above $2 \%$ and can reach up to $5 \%$. From Lemma 7. variance of the estimate becomes smaller when the sampling rate increases.

## 5 Conclusion

We presented one-pass streaming algorithms for estimating the number of butterflies in a bipartite graph stream. Our algorithms are primarily based on sampling the edges of the graph stream, and building estimators using these sampled edges; in some cases such as IRES, we consider interactions between edges that are not sampled along with those that are sampled. We provide three algorithms REs, IREs, and ADA, with different tradeoffs for accuracy, memory, and runtime. We also considered the sliding window model. Our experiments show good accuracy on large real-world graphs;
for instance, relative error less than $2.5 \%$ using a sample size of 100 K edges for graphs with millions of edges. This work is one of the first to explore streaming motif counting on bipartite graphs, and leads to many followup questions. (1) Can these be extended to estimate general motif counts on bipartite graph streams? (2) Is it possible to combine the benefits of improved accuracy as in IRES, with faster runtime as in ADA, into a single algorithm? (3) Can the algorithms take the benefit of multi-pass and external memory models?
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## Supplementary Material.

Local Butterfly Counting. For a given bipartite graph $G$ and a given edge $e$, we define ?? which counts the number of butterflies containing $e$. In ?? for a vertex $u$ in $G, \Gamma_{u}$ maintains the neighbors of $u$ in $G . V_{E}$ is the vertex set that is induced by the edge set $E$.

```
Algorithm 5: EBFC (e, E): Butterfly \# per-edge
    Input: An edge \(e=\langle u, v\rangle \in E\) in \(G=\left(V_{E}, E\right)\)
    Output: \(\beta_{e}\), number of butterflies that contain \(e\)
    \(\beta_{e} \leftarrow 0\)
    for \(w \in \Gamma_{u} \backslash\{v\}\) do
        for \(x \in \Gamma_{w}\) do if \(x \in \Gamma_{v} \backslash\{u\}\) then \(\beta_{e} \leftarrow \beta_{e}+1\)
    return \(\beta_{e}\)
```


## Proof of ??.

Let all butterflies in $\Sigma^{(t)}$ are ordered based on the time stamp of their last edges from 1 to $\left|\Sigma^{(t)}\right|$. For example, if $i>j$, the time step of last edge $i^{\text {th }}$ butterflies does not appear before the last edge of $j^{\text {th }}$ butterfly.

Let $t_{i}$ denote the appearance time of the last edge of $i^{\text {th }}$ butterfly on the stream $\left(1 \leq i \leq\left|\nabla^{(t)}\right|\right)$. Let $X_{i}^{(t)}\left(1 \leq i \leq\left|\boxtimes^{(t)}\right|\right)$ be a random variable and takes $\Psi_{3}\left(t_{i}-1\right)$ if all edges of $i^{\text {th }}$ butterflies, except the last edge, found in the reservoir $\mathcal{R}$ at time $t_{i}-1$, otherwise $X_{i}^{(t)}$ is 0 .
If $t \leq M$, all edges are maintained in $\mathcal{R}$. Therefore, $\mathbb{E}\left[Y_{\text {IRES }}^{(t)}\right]=\left|\Sigma^{(t)}\right|$. In the other case, we show that the estimate of IRES at any time $t>M$ is unbiased.

At time $t_{i}-1$ when the last edge of $i^{\text {th }}$ butterfly arrives, $X_{i}^{(t)}$ is equal to $\Psi_{3}\left(t_{i}-1\right)$ if three other edges of the butterfly appears in the reservoir $\mathcal{R}$. Therefore, $\operatorname{Pr}\left[X_{i}^{(t)}=\Psi_{3}\left(t_{i}-1\right)\right]=1 / \Psi_{3}\left(t_{i}-1\right)$.

According to ??, we can verify that $Y_{\text {IRES }}^{(t)}=$ $\sum_{i=1}^{t} X_{i}^{(t)}$. Using linearity of expectation, we can derive that $\mathbb{E}\left[Y_{\mathrm{IRES}}^{(t)}\right]=\sum_{i=1}^{t} \mathbb{E}\left[X_{i}^{(t)}\right]=\left|\Sigma^{(t)}\right|$.

Proof of ??.
At time $t$, for an integer $i\left(1 \leq i \leq\left|\chi^{(t)}\right|\right)$, we have

$$
\begin{aligned}
& \mathbb{V} \operatorname{ar}\left[X_{i}^{(t)}\right]=\mathbb{E}\left[\left(X_{i}^{(t)}\right)^{2}\right]-E^{2}\left[X_{i}^{(t)}\right]=\Psi_{3}\left(t_{i}-1\right)-1 \\
& \operatorname{Var}\left[Y_{\mathrm{IRES}}^{(t)}\right]=\mathbb{V a r}\left[\sum_{i=1}^{\left|\nabla^{(t)}\right|} X_{i}^{(t)}\right] \\
& =\sum_{i=1}^{\left|\nabla^{(t)}\right|} \operatorname{Var}\left[X_{i}^{(t)}\right]+\sum_{i \neq j} \mathbb{C o v}\left[X_{i}^{(t)} X_{j}^{(t)}\right] \\
& \leq\left|\nabla^{(t)}\right|\left(\Psi_{3}\left(t_{i}-1\right)-1\right)+2 \times \sum_{j<i} \mathbb{C o v}\left[X_{i}^{(t)}, X_{j}^{(t)}\right] \\
& =\left|\nabla^{(t)}\right|\left(\Psi_{3}\left(t_{i}-1\right)-1\right)+2 \times \sum_{j<i}\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-1\right)
\end{aligned}
$$

Here, we define some notations used in the analysis of our proof for ??. Suppose that all butterflies appeared on stream at time $t$ are ordered by the time step of their last edges. Let $t_{i}$ denote the time stamp of last edge of the $i^{\text {th }}$ butterfly. Then, if $i>j$, we have $t_{i} \geq t_{j}$. Let also the $i^{\text {th }}$ butterfly contains four edges $\left\{e_{1}^{i}, e_{2}^{i}, e_{3}^{i}, e_{4}^{i}\right\}$, ordered by their time appearance on the stream. Similarly, the $j^{\text {th }}$ butterfly includes four edges $\left\{e_{1}^{j}, e_{2}^{j}, e_{3}^{j}, e_{4}^{j}\right\}$, sorted by their time step, they appear on the stream. We also denote $\sigma(t) \in\{0,1\} . \sigma(t)$ is 1 if $t-1 \leq M$, otherwise it is zero.

Let $i$ and $j$ range over all pairs of butterflies at time $t$. Without loss of generality, we assume that $i>j$. To compute the the contribution of $i^{\text {th }}$ and $j^{\text {th }}$ butterflies to the variance of $Y_{\text {IRES }}^{(t)}$, we consider three cases:

- If $i^{\text {th }}$ and $j^{\text {th }}$ butterflies have no edge in common, we can show that they have non-positive contribution to the variance of $Y_{\text {IRES }}^{(t)}$. We prove this claim by considering different scenarios.

If we have $t_{e_{1}^{j}}<t_{e_{2}^{j}}<t_{e_{3}^{j}}<t_{e_{4}^{j}}<t_{e_{1}^{i}}<t_{e_{2}^{i}}<$ $t_{e_{3}^{i}}<t_{e_{4}^{i}}$, two events $X_{i}^{(t)}$ and $X_{j}^{(t)}$ are independent. Therefore, we have $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]=0$.

Consider the case that for $k \in\{1,2,3\}$, the time step of edges $e_{1}^{i}, \cdots, e_{k}^{i}$ are found before $t_{e_{j}^{4}}$ on the stream. For simplicity, we define the following events to consider this case. Let an event $E_{1}^{k}$ indicate that the edges $e_{1}^{i}, \cdots, e_{k}^{i}$ are maintained in the reservoir $\mathcal{R}$ at the time step $t_{e_{4}^{j}}$. Let $E_{2}^{k}$ denote the event that the edge $e_{k+1}^{i}$ is inserted to $\mathcal{R}$ at time $t_{e_{k+1}^{i}}$, if $k<3$. If $k=3, E_{2}^{k}$ happens with probability 1 . Let $E_{3}$ indicate edges $e_{1}^{i}, e_{1}^{i}$, and $e_{3}^{i}$ are maintained in the reservoir $\mathcal{R}$ at time $t_{e_{4}^{i}}$. Therefore, it is verified that for some integer $k \in\{1,2,3\}$, we have $X_{i}^{(t)}=\cap_{z=1}^{2} E_{z}^{k}$.

Therefore, we have $\operatorname{Pr}\left[X_{i}^{(t)} \mid X_{j}^{(t)}\right]=\operatorname{Pr}\left[E_{1}^{k} \cap E_{2}^{k} \cap\right.$ $\left.E_{3} \mid X_{j}^{(t)}\right]=\operatorname{Pr}\left[E_{1}^{k} \mid X_{j}^{(t)}\right] \cdot \operatorname{Pr}\left[E_{2}^{k} \cap E_{3} \mid E_{1}^{k} \cap X_{j}^{(t)}\right]$. If $t_{e_{4}^{i}}-1 \leq M$, by ??, we know that all edges are
maintained. Therefore, $\operatorname{Pr}\left[E_{1}^{k} \mid X_{j}^{(t)}\right]=1$.
If $t_{e_{4}^{i}}-1>M$, we have

$$
\operatorname{Pr}\left[E_{1}^{k} \mid X_{j}^{(t)}\right]=\frac{\left(\begin{array}{c}
t \\
e_{4}^{j}-4-k \\
M-3-k
\end{array}\right)}{\left(\begin{array}{c}
t \\
e_{4}^{j}-4 \\
M-3
\end{array}\right)}=\prod_{z=0}^{k-1} \frac{M-3-z}{t_{e_{4}^{j}}-4-z}
$$

We also know that

$$
\operatorname{Pr}\left[E_{1}^{k}\right]=\frac{\binom{t_{e_{4}^{j}-1-k}-1}{M-k}}{\binom{t_{e_{4}^{j}}-1}{M}}=\prod_{z=0}^{k-1} \frac{M-z}{t_{e_{4}^{j}}-1-z}
$$

By comparing each term in $\prod_{z=0}^{k-1} \frac{M-3-z}{e_{4}^{j-4-z}}$ and $\prod_{z=0}^{k-1} \frac{M-z}{t_{e_{4}^{j}-1-z}}$, it is verified that $\operatorname{Pr}\left[E_{1}^{k} \mid X_{j}^{(t)}\right] \leq \operatorname{Pr}\left[E_{1}^{k}\right]$. In addition, we know that both $E_{2}^{k}$ and $E_{3}$ are independent from the event $X_{j}^{(t)}$. It implies that $\operatorname{Pr}\left[X_{i}^{(t)} \mid X_{j}^{(t)}\right] \leq \operatorname{Pr}\left[E_{1}^{k}\right] \cdot \operatorname{Pr}\left[E_{2}^{k} \cap E_{3} \mid E_{1}^{k}\right]=$ $\operatorname{Pr}\left[E_{1}^{k} \cap E_{2}^{k} \cap E_{3}\right]=\operatorname{Pr}\left[X_{i}^{(t)}\right]$. Therefore $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right] \leq 0$.

Here, we consider the case that two butterflies share an edge $c$.

If the edge $c$ is the last edge of $i^{\text {th }}$ butterfly, other 6 edges of two butterflies should be kept in the reservoir $\mathcal{R}$. Therefore, we have $\operatorname{Pr}\left[X_{i}^{(t)} \cap X_{j}^{(t)}\right]=1 / \Psi_{6}\left(t_{i}-\right.$ 1). Therefore, $\operatorname{Pr}\left[X_{i}^{(t)} \cap X_{j}^{(t)}\right] \leq \operatorname{Pr}\left[X_{i}^{(t)}\right] \operatorname{Pr}\left[X_{j}^{(t)}\right]$. Therefore, $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right] \leq 0$.

In the case that $t_{e_{1}^{j}}<t_{e_{2}^{j}}<t_{e_{3}^{j}}<t_{c}<t_{e_{2}^{i}}<t_{e_{3}^{i}}<t_{e_{4}^{i}}$, events $X_{j}^{(t)}$ and $X_{i}^{(t)}$ are independent. Therefore, we have $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]=0$.

If the common edge $c$ is the last edge of $j^{\text {th }}$ butterfly but second or third edge of the $i^{\text {th }}$ butterfly appear before $t_{c}$, we have $\operatorname{Pr}\left[X_{i}^{(t)} \mid X_{j}^{(t)}\right] \leq \operatorname{Pr}\left[X_{i}^{(t)}\right]$. This is because at time $t_{c}$, all first three edges of $j^{\text {th }}$ butterfly should be maintained in the reservoir. It decreases the probability of selecting and maintaining edges of $i^{\text {th }}$ butterfly in $\mathcal{R}$, which arrive before the edge $c$. Then, we have $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right] \leq 0$ for this case.

In the case that the common edge $c$ is not the last edge among edges of $j^{\text {th }}$ butterfly and is the first edge of $i^{\text {th }}$ butterfly, we considered the following events: (1) Let $E_{1}$ denote that the common edge $c$ is not deleted from the reservoir between the time steps $t_{j}$ and $t_{e_{2}^{i}}-1$.
(2) Suppose $E_{2}$ indicate that the $e_{2}^{i}$ is selected and inserted to $\mathcal{R}$, and the edge $c$ is not removed from $\mathcal{R}$. (3) Let $E_{3}$ denote the common edge $c$ and the edge $e_{2}^{i}$ are maintained in $\mathcal{R}$ between time steps $t_{e_{2}^{i}}+1$ and $t_{e_{3}^{i}}-1$.
(4) An event $E_{4}$ happens when the edge $e_{3}^{i}$ is inserted to $\mathcal{R}$, and edges $c$ and at that time step, $e_{2}^{i}$ are are not
removed from $\mathcal{R}$. (5) Lastly, an event $E_{5}$ shows that none of the edges $c, e_{2}^{i}$, or $e_{3}^{i}$ are removed from $\mathcal{R}$ till time step $t_{i}-1$. In the

$$
\begin{aligned}
& \operatorname{Pr}\left[E_{1} \mid X_{j}^{(t)}\right]=\prod_{z=\max \left\{t_{j}, M+1\right\}}^{t_{e_{2}^{i}-1}}\left(\left(1-\frac{M}{z}\right)+\frac{M}{z}\left(\frac{M-1}{M}\right)\right) \\
& =\prod_{z=\max \left\{t_{j}, M+1\right\}}^{t_{e_{2}^{i}-1}} \frac{z-1}{z}=\frac{\max \left\{t_{j}, M\right\}}{\max \left\{M, t_{e_{2}^{i}}-1\right\}} \\
& \operatorname{Pr}\left[E_{2} \mid E_{1} \cap X_{j}^{(t)}\right]=\frac{M}{\max \left\{t_{e_{2}^{i}}, M\right\}} \frac{M-\sigma\left(t_{e_{2}^{i}}\right)}{M} \\
& \operatorname{Pr}\left[E_{3} \mid E_{2} \cap E_{1} \cap X_{j}^{(t)}\right] \\
& =\prod_{z=\max \left\{t_{e_{2}^{i}} \prod_{e_{3}^{i}-1}^{t}\right.}\left(\left(1-\frac{M}{z}\right)+\frac{M}{z}\left(\frac{M-2}{M}\right)\right) \\
& =\prod_{z=\max \left\{t_{e_{2}^{i}}+1, M+1\right\}}^{t_{e_{3}^{i}-1}} \frac{z-2}{z} \\
& =\frac{\max \left\{t_{e_{2}^{i}}, M\right\} \max \left\{t_{e_{2}^{i}}-1, M-1\right\}}{\max \left\{t_{e_{3}^{i}}-2, M-1\right\} \max \left\{t_{e_{3}^{i}}-1, M\right\}} \\
& \operatorname{Pr}\left[E_{4} \mid E_{3} \cap E_{2} \cap E_{1} \cap X_{j}^{(t)}\right]=\frac{M}{\max \left\{t_{e_{3}^{i}}, M\right\}} \frac{M-2 \cdot \sigma\left(t_{e_{3}^{i}}\right)}{M} \\
& \operatorname{Pr}\left[E_{5} \mid E_{4} \cap E_{3} \cap E_{2} \cap E_{1} \cap X_{j}^{(t)}\right]= \\
& \prod_{z=\max \left\{t_{e_{3}^{i}}+1, M+1\right\}}^{t_{i}-1}\left(\left(1-\frac{M}{z}\right)+\frac{M}{z}\left(\frac{M-3}{M}\right)\right) \\
& =\prod_{z=\max \left\{t_{e_{3}^{i}}+1, M+1\right\}}^{t_{i}-1} \frac{z-3}{z} \\
& =\frac{\max \left\{t_{e_{3}^{i}}, M\right\} \max \left\{t_{e_{3}^{i}}-1, M-1\right\} \max \left\{t_{e_{3}^{i}}-2, M-2\right\}}{\max \left\{t_{i}-3, M-2\right\} \max \left\{t_{i}-2, M-1\right\} \max \left\{t_{i}-1, M\right\}} \\
& \operatorname{Pr}\left[X_{i}^{(t)} \mid X_{j}^{(t)}\right]=\prod_{i=1}^{5} \operatorname{Pr}\left[E_{i} \mid \bigcap_{j=1}^{i-1} E_{j} \cap X_{j}^{(t)}\right] \\
& \leq \frac{1}{\Psi_{3}\left(t_{i}-1\right)} \frac{\max \left\{X_{j}^{(t)}, M\right\}}{M} \\
& \operatorname{Pr}\left[X_{i}^{(t)} \cap X_{j}^{(t)}\right] \leq \frac{1}{\Psi_{3}\left(t_{j}-1\right) \Psi_{3}\left(t_{i}-1\right)} \frac{\max \left\{X_{j}^{(t)}, M\right\}}{M} \\
& \text { Therefore, we get } \mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right] \leq \frac{\max \left\{X_{j}^{(t)}, M\right\}}{M}
\end{aligned}
$$

Here, we consider the case that two $i^{\text {th }}$ and $j^{\text {th }}$ butterflies have two edges $c_{1}$ and $c_{2}$ in common. Let an edge $x$ be the first edge of $i^{\text {th }}$ butterfly which is not shared with the $j^{\text {th }}$ butterfly. For the case that $t_{x}>t_{j}$, we define the following events to compute $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]$ : (1) Let $E_{1}$ denote the event that the common edges $c_{1}$ and $c_{2}$ are removed from $\mathcal{R}$ among the time steps
$t_{j}$ and $t_{x}-1$. (2) Let $E_{2}$ denote the event that the edge $x$ is added to the reservoir while $c_{1}$ and $c_{2}$ are not discarded from the reservoir at time $t_{x}$. (3) An event $E_{3}$ indicates that the edges all $c_{1}, c_{2}$ and $x$ are maintained in $\mathcal{R}$ between the time steps $t_{x}+1$ and $t_{j}-1$. Therefore, we have

$$
\begin{aligned}
& \operatorname{Pr}\left[E_{1} \mid X_{j}^{(t)}\right]=\prod_{z=\max \left\{t_{j}, M+1\right\}}^{t_{x}-1}\left(\left(1-\frac{M}{z}\right)+\frac{M}{z}\left(\frac{M-2}{M}\right)\right) \\
& =\prod_{z=\max \left\{t_{j}, M+1\right\}}^{t_{x}-1} \frac{z-2}{z} \\
& =\frac{\max \left\{t_{i}, M\right\} \max \left\{t_{i}-1, M-1\right\}}{\max \left\{M, t_{x}-1\right\} \max \left\{M-1, t_{x}-2\right\}} \\
& \operatorname{Pr}\left[E_{2} \mid E_{1} \cap X_{j}^{(t)}\right]=\frac{M}{\max \left\{t_{x}, M\right\}} \frac{M-2 \cdot \sigma\left(t_{x}\right)}{M} \\
& \operatorname{Pr}\left[E_{3} \mid E_{2} \cap E_{1} \cap X_{j}^{(t)}\right] \\
& =\prod_{z=\max \left\{t_{e_{3}^{i}}+1, M+1\right\}}^{t_{i}-1} \\
& =\prod_{z=\max \left\{t_{x}+1, M+1\right\}}^{t_{i}-1} \\
& =\frac{\max \left\{t_{x}, M\right\} \max \left\{t_{x}-1, M-1\right\} \max \left\{t_{x}-2, M-2\right\}}{\max \left\{t_{i}-3, M-2\right\} \max \left\{t_{i}-2, M-1\right\} \max \left\{t_{i}-1, M\right\}} \\
& \mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right] \leq \frac{\max ^{2}\left\{t_{i}, X_{i}^{(t)}\right\} \max \left\{t_{i}-1, X_{i}^{(t)}-1\right\}}{\left(X_{i}^{(t)}-2\right)\left(X_{i}^{(t)}-1\right)} \\
& =\frac{\max \left\{t_{i}\left(t_{i}-1\right), M(M-1)\right\}}{(M-2)(M-1)} \\
& =\frac{M}{z}
\end{aligned}
$$

In the other case, when the edge $x$ of the $i$ th butterfly arrives before $t_{c 2}$, the presence of edges of $j$ in $\mathcal{R}$ decreases the probability of choosing and inserting edge $x$ to the reservoir. Therefore, the probability of event $X_{i}^{(t)} \cap X_{j}^{(t)}$ is smaller than the probability of events in the previous case. Therefore, we can derive when two $i$ th and $j$ th butterflies share two edges $\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right] \leq$ $\frac{\max \left\{t_{i}\left(t_{i}-1\right), M(M-1)\right\}}{(M-2)(M-1)}$, where $i>j$.

## Proof of ??

Proof. Let $p^{(t)}$ be the sampling probability of ?? at time $t$. Suppose that butterflies in $\Sigma^{(t)}$ are numbered from 1 to $\left|\nabla^{(t)}\right|$. Let $X_{i}^{(t)}\left(1 \leq i \leq\left|\nabla^{(t)}\right|\right)$ be a random variable and is 1 if the $i^{\text {th }}$ butterfly in $\Sigma^{(t)}$ appears in the reservoir $\mathcal{R}$, otherwise $X_{i}^{(t)}$ is 0 . Let $X^{(t)}=\sum_{i=1}^{\left|\nabla^{(t)}\right|} X_{i}^{(t)}$. Therefore, we have $Y_{\text {ADA }}^{(t)}=\left(p^{(t)}\right)^{-4} \cdot X^{(t)}$.

In the case that $t \leq M$, all edges of the stream are sampled. In this case $p^{(t)}$ is 1 and $X^{(t)}=\left|z^{(t)}\right|$. Thus, $Y_{\mathrm{ADA}}^{(t)}=\left|\Sigma^{(t)}\right|$.

If $t>M$, each edge appears in the reservoir $\mathcal{R}$ with
probability $p^{(t)}$. Therefore, we get

$$
\mathbb{E}\left[X_{i}^{(t)}\right]=\operatorname{Pr}\left[X_{i}^{(t)}=1\right]=\left(p^{(t)}\right)^{4}
$$

With the linearity of expectation, we get $\mathbb{E}\left[X^{(t)}\right]=$ $\sum_{i=1}^{\left|\nabla^{(t)}\right|} \mathbb{E}\left[X_{i}^{(t)}\right]=\left|\nabla^{(t)}\right| \times\left(p^{(t)}\right)^{-4}$. As $Y_{\text {ADA }}^{(t)}=\left(p^{(t)}\right)^{-4}$. $X^{(t)}$, then we get $\mathbb{E}\left[Y_{\text {ADA }}^{(t)}\right]=\left|\nabla^{(t)}\right|$.

Proof of ??.

$$
\begin{aligned}
& \operatorname{Var}\left[Y_{\mathrm{ADA}}^{(t)}\right]=\operatorname{Var}\left[\left(p^{(t)}\right)^{-4} \sum_{i=1}^{\left|\mathbb{Z}^{(t)}\right|} X_{i}^{(t)}\right] \\
& =\left(p^{(t)}\right)^{-8}\left[\sum_{i=1}^{\left[\mathbb{Z}^{(t)} \mid\right.} \operatorname{Var}\left[X_{i}^{(t)}\right]+\sum_{i \neq j} \operatorname{Cov}\left[X_{i}^{(t)}, X_{j}^{(t)}\right]\right] \\
& =\left|\nabla^{(t)}\right|\left(\left(p^{(t)}\right)^{-4}-1\right)+\left(p^{(t)}\right)^{-8}\left[\sum_{i \neq j} \mathbb{C o v}\left[X_{i}^{(t)}, X_{j}^{(t)}\right]\right] \\
& =\left|\nabla^{(t)}\right|\left(\left(p^{(t)}\right)^{-4}-1\right) \\
& \quad+\left(p^{(t)}\right)^{-8}\left[\sum_{i \neq j}\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)\right]
\end{aligned}
$$

If $i^{\text {th }}$ and $j^{\text {th }}$ butterflies do not share any edge, we have:

$$
\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]=\left(p^{(t)}\right)^{4} \operatorname{Pr}\left(X_{i}^{(t)} \mid X_{j}^{(t)}\right)=\left(p^{(t)}\right)^{8}
$$

Therefore, in this case, $\left(p^{(t)}\right)^{-8} \times\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\right.$ $\left.\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)=0$.

If $i^{\text {th }}$ and $j^{\text {th }}$ butterflies share exactly one edge we have:

$$
\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]=\left(p^{(t)}\right)^{4} \operatorname{Pr}\left(X_{i}^{(t)} \mid X_{j}^{(t)}\right)=\left(p^{(t)}\right)^{7}
$$

Therefore, we derive $\left(p^{(t)}\right)^{-8} \times\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\right.$ $\left.\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)=\left(p^{(t)}\right)^{-1}-1$.

If $i^{\text {th }}$ and $j^{\text {th }}$ butterflies have two edges in common we get:

$$
\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]=\left(p^{(t)}\right)^{4} \operatorname{Pr}\left(X_{i}^{(t)} \mid X_{j}^{(t)}\right)=\left(p^{(t)}\right)^{6}
$$

Therefore, we derive $\left(p^{(t)}\right)^{-8} \times\left(\mathbb{E}\left[X_{i}^{(t)} X_{j}^{(t)}\right]-\right.$ $\left.\mathbb{E}\left[X_{i}^{(t)}\right] \mathbb{E}\left[X_{j}^{(t)}\right]\right)=\left(p^{(t)}\right)^{-2}-1$.

By definition of $h_{z}^{\mathrm{ADA}}(t)$ and $p_{z}$, it is verified that $\operatorname{Var}\left[Y_{\mathrm{ADA}}^{(t)}\right]=\left|\boxtimes^{(t)}\right|\left(\left(p^{(t)}\right)^{-4}-1\right)+2 \times \sum_{z=0}^{2} p_{z} \cdot h_{z}^{\mathrm{ADA}}(t)$

Timestamp-based Sliding Window Butterfly Counting (TimeSW). Comparing to the sequencebased sliding window, counting the number of butterflies in timestamp-based sliding window is more challenging, due to the number of edges in window can vary over different time. At one timestamp, there may arrive either a burst of many edges or even no edges at all. In fact, the sequence sliding window can be seen as a special case of timestamp sliding window such that at each timestamp, there is exactly one edge arrives from the stream. In many cases, we want to answer the queries with variable length histories, where the window length is only known during the query time, but with upper bound $W_{\text {max }}$. Our algorithm maintains $T$ different queues, each contains edge samples from recent stream, the value of $T$ is related with $W_{\max }$ and will be decided later. The sampling rates of different queues are ranging from $1,1 / 2,1 / 4, \ldots, 1 / 2^{T-1}$. Each queue is with the same capacity $M$ edges and once the queue is full, it will pop out the least recent edge and add the new edge. Thus to answer a query, the number of queues $T$ should be no less than $\left\lceil 1+\log _{2} W_{\max }-\log _{2} M\right\rceil$.

```
```

Algorithm 6: TimeSW ( $\left.\mathcal{S}, M, W_{\max }\right)$ : Time-based

```
```

Algorithm 6: TimeSW ( $\left.\mathcal{S}, M, W_{\max }\right)$ : Time-based
SW
SW
Input: Edge stream $\mathcal{S}$, sampled edge set size $M(\geq 8)$,
Input: Edge stream $\mathcal{S}$, sampled edge set size $M(\geq 8)$,
maximum window size $W_{\max }(\geq M)$
maximum window size $W_{\max }(\geq M)$
Output: $\left|\mathbb{Z}_{w}^{(t)}\right|$, estimate number of butterflies in time
Output: $\left|\mathbb{Z}_{w}^{(t)}\right|$, estimate number of butterflies in time
window $w$ at time $c$
window $w$ at time $c$
$1 T \leftarrow\left\lceil 1+\log _{2} W_{\max }-\log _{2} M\right\rceil$
$1 T \leftarrow\left\lceil 1+\log _{2} W_{\max }-\log _{2} M\right\rceil$
// Maintain $T$ sampled edge sets, $\mathcal{R}_{1}, \ldots, \mathcal{R}_{T} ; d_{i}$
// Maintain $T$ sampled edge sets, $\mathcal{R}_{1}, \ldots, \mathcal{R}_{T} ; d_{i}$
records the time of most recent discarded
records the time of most recent discarded
edge in $\mathcal{R}_{i}$
edge in $\mathcal{R}_{i}$
$\forall i \leq T, \mathcal{R}_{i} \leftarrow \emptyset, d_{i} \leftarrow 0$
$\forall i \leq T, \mathcal{R}_{i} \leftarrow \emptyset, d_{i} \leftarrow 0$
for each edge $e$ from stream $\mathcal{S}$ at time $t$ do
for each edge $e$ from stream $\mathcal{S}$ at time $t$ do
$l \leftarrow 0$
$l \leftarrow 0$
do
do
$R_{\ell} \leftarrow R_{\ell} \cup(e, t)$
$R_{\ell} \leftarrow R_{\ell} \cup(e, t)$
if $\left|R_{\ell}\right|>M$ then
if $\left|R_{\ell}\right|>M$ then
$R_{\ell} \leftarrow R_{\ell} \backslash\left(e^{\prime}, t^{\prime}\right)$ s.t. $t^{\prime}=\min _{\left\{R_{\ell}\right\}} t$
$R_{\ell} \leftarrow R_{\ell} \backslash\left(e^{\prime}, t^{\prime}\right)$ s.t. $t^{\prime}=\min _{\left\{R_{\ell}\right\}} t$
$d_{i} \leftarrow t$
$d_{i} \leftarrow t$
$\ell \leftarrow \ell+1$
$\ell \leftarrow \ell+1$
while coin ( $\frac{1}{2}$ ) is Head
while coin ( $\frac{1}{2}$ ) is Head
// Upone a query at time $c$, window size $w$
// Upone a query at time $c$, window size $w$
$\ell_{*} \leftarrow \operatorname{argmin}_{i}\left\{d_{i} \mid d_{i} \geq(c-w)\right\}$
$\ell_{*} \leftarrow \operatorname{argmin}_{i}\left\{d_{i} \mid d_{i} \geq(c-w)\right\}$
$\mathcal{A} \leftarrow\left\{\left(e, t^{\prime}\right) \in \mathcal{R}_{\ell_{*}}\right.$ s.t. $\left.t^{\prime}>(c-w)\right\}$
$\mathcal{A} \leftarrow\left\{\left(e, t^{\prime}\right) \in \mathcal{R}_{\ell_{*}}\right.$ s.t. $\left.t^{\prime}>(c-w)\right\}$
$\left|\mathrm{z}_{w}^{(t)}\right| \leftarrow \mathrm{Z}(\mathcal{A}) / 2^{4\left(\ell_{*}-1\right)}$

```
```

        \(\left|\mathrm{z}_{w}^{(t)}\right| \leftarrow \mathrm{Z}(\mathcal{A}) / 2^{4\left(\ell_{*}-1\right)}\)
    ```
```

Lemma 8. Suppose the maximum window size given by the query is $W_{\max }$, Algorithm 6 uses space $O(M$. $\left.\log W_{\max }\right)$. The returned butterflies $\left|\nabla_{w}^{(t)}\right|$ is unbiased.

Proof. Algorithm 6 maintains $O\left(\log W_{\max }\right)$ queues and each has capacity $M$, the space cost follows. Once a
${ }^{\max }$. The returned butterflies $\left|\searrow_{w}\right|$ is unbiased.
each has capacity $M$, the space cost follows. Once a
query on butterfly number in window $W$ is received, Algorithm 6 selects the sampled edge set at level $\ell_{*}$ where each edge is sampled by probability $2^{\ell_{*}-1}$, the estimate number of butterflies is unbiased.
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