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ABSTRACT

Enzymatic reactions that yield non-neutral products are known to involve feedback due to the bell-shaped pH-rate curve of the enzyme. Com-
partmentalizing the reaction has been shown to lead to transport-driven oscillations in theory; however, there have been few reproducible
experimental examples. Our objective was to determine how the conditions could be optimized to achieve pH oscillations. We employed
numerical simulations to investigate the hydrolysis of ethyl acetate in a confined esterase enzyme system, examining the influence of key
factors on its behavior. Specific parameter ranges that lead to bistability and self-sustained pH oscillations and the importance of fast base
transport for oscillations in this acid-producing system are highlighted. Suggestions are made to expand the parameter space for the occur-
rence of oscillations, including modifying the maximum of the enzyme pH-rate curve and increasing the negative feedback rate. This research
not only sheds light on the programmable nature of enzyme-driven pH regulation but also furthers knowledge on the optimal design of such
feedback systems for experimentalists.

© 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0180256

Natural cells exhibit rhythmic patterns of behavior, such as a
beating heart, that help drive essential processes such as
metabolism, signaling, growth, and division. To replicate these
patterns in artificial cell compartments, scientists are explor-
ing enzyme systems as key elements. Here, we report a more
experimentally realistic numerical model of a system involving
an encapsulated esterase enzyme that breaks down ethyl acetate
to produce acid inside a compartment. We demonstrate how
pH oscillations and bistability occur due to the coupling of the
enzymatic production of acid and the transport of base through
the compartment boundary and propose possible methods to
enhance the likelihood of achieving sustained oscillations.

I. INTRODUCTION

Nonlinear responses and complex dynamic behavior in
feedback systems are essential components of biological reaction
networks. These feedback systems play a pivotal role in various

regulatory mechanisms that allow living systems to maintain
stability, control processes, and adapt to changing internal or
environmental conditions. Oscillating chemical processes govern
essential aspects of cell physiology, including circadian rhythms,
DNA synthesis, glucose metabolism, cell division, hormone release,
growth, and movement.1–5 Without these biochemical fluctuations,
cells would not be able to function. Research into the complexity
of biologically relevant chemical reaction networks and strategies to
enhance their ability to function across diverse parameter spaces has
made significant strides.6–17

Biological cells are the fundamental unit of all living organisms.
Replicating their inherent dynamic behavior and specific responses
to stimuli in artificial cells is a significant challenge in synthetic biol-
ogy, necessitating the development of minimal systems that mimic
basic cellular functions. These developments will not only con-
tribute to our basic understanding of cell function but also offer
promising applications, such as the development of therapeutics
that use biochemical oscillations for drug delivery with periodic
release.18
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Recent progress has yielded systems that emulate select
cellular functions. Vesicles, polymersomes, and coacervates have
acted as multi-compartment microreactors for cascade reactions
that synthesize small organic molecules,19,20 amplify DNA,21–23 and
display metabolism, growth, division, and motion.22,24–26

Enzymes, as powerful biological catalysts, accelerate chemical
reactions with remarkable selectivity. Enzymes are sensitive to their
environment and have specific ranges of activity, with pH being
one of the most important factors influencing their functionality.
The rate of an enzymatic process typically follows a bell-shaped pH
curve, with the peak corresponding to a maximum activity at the pH
at which the enzymes function most effectively. When an enzyme
catalyzes a reaction that produces an acid or base, it exhibits auto-
catalysis. The production of the product affects the pH, which brings
it toward (positive feedback) or away from (negative feedback) the
optimum pH of the enzyme, sparking interest in enzymatic pH oscil-
lators. Enzyme-catalyzed reactions are a benign and biocompatible
option for the generation of chemical feedback compared to tra-
ditional systems based on harsh redox chemistry.27 Furthermore,
oscillations driven by acid- or base-driven feedback could hold sig-
nificance within biological systems, occurring with glycolysis, plant
root growth, rhythmic production of cyclic AMP in slime moulds,
and periodic muscle contractions in nemotodes.3,28–34

Fifty years ago, a feedback mechanism was proposed that used
the bell-shaped rate–pH curve of enzymes and the formation of
acidic or basic products.35 This mechanism triggers an accelera-
tion in the enzyme rate when the reaction generates non-neutral
products and is initiated from a pH on the opposite side of the
pH optimum. The concept was suggested to explain pH oscillations
observed in their two-variable model involving an esterase enzyme
called papain, which was attached to an artificial membrane. The
pH oscillations were observed as a result of reaction and diffusion
of a substrate (an ester) and hydrogen ions from the surrounding
solution.

The concept of coupling an enzyme’s bell-shaped pH–rate
curve with transport mechanisms to induce dynamic behaviour
should be applicable to a wide range of enzymes. Although numer-
ous theoretical and numerical investigations have expanded the
repertoire of autocatalytic enzymes and enzymatic oscillations
driven by pH feedback, focusing on general systems,36–38 or enzymes
such as papain,35,39–43 α-chymotrypsin41 acetylcholinesterase,40

protease,40 and glucose oxidase,44 experimental attempts to generate
feedback by this mechanism have been sparse.41,43,45–47 The scarcity
may, in part, be attributed to ambiguities in kinetic enzyme data
found in the literature, which are often measured at and, there-
fore, limited to very particular conditions.48 Additionally, many
studies on feedback in the original papain system have been hin-
dered by simplified two-variable models that do not fully cap-
ture the complexities of acid and base transport. Specifically, these
models assume equal rates of acid and base transport, which
obscures the driving forces behind these oscillations.35,40,42 These
reaction–diffusion models took the diffusion of protons and, there-
fore, also hydroxide ions, as 15 times greater than the diffusion of the
substrate. Bánsági and Taylor addressed this in the base-producing
urea–urease system by building a three-variable model, allowing
independent variation of the transport coefficients of substrate, acid
and base.49 This revealed a critical condition for oscillations in their

base-producing system: the transport of acid must exceed that of the
substrate, urea. However, this constraint poses an experimental chal-
lenge because charged species are less permeable to biomembranes
than neutral ones, and experimental observations confirming these
conditions are yet to be reported.49–52

Advancements in synthetic biology have given us the capa-
bility to customize the characteristics of natural enzymes,53 and
researchers have successfully adjusted or reshaped the pH–rate
curve of enzymes through various means. These include physical
modifications such as immobilizing enzymes on an insoluble solid
support,54,55 chemical modifications using modifiers that interact
with particular amino acids to alter the inherent properties of the
enzyme,56–58 and genetic engineering techniques such as modifying
the sequence of amino acids or employing directed evolution to pro-
duce mutants with enhanced traits.59–61 This presents opportunities
for the deliberate design of enzymes with specific pH–rate curves,
offering enhanced control over their potential dynamic behaviours.

The sensitivity of nonlinear enzyme systems has meant that any
dynamic behavior that has been found has been shown to exist in a
very small region of parameter space. To make these systems usable,
this parameter space must be expanded. The current landscape lacks
realistic models that encompass the complete experimentally feasi-
ble parameter space, a gap we aim to bridge. Esterases are a class of
hydrolase enzymes that catalyze the hydrolysis of esters, converting
them into acid and alcohol molecules. These enzymes function on a
diverse range of substrates and play crucial roles in various biologi-
cal functions. They have been isolated from a wide range of sources,
including bacteria, fungi, algae, animals, plants, and humans, and
function on several different substrates, highlighting their signifi-
cance in numerous biochemical processes.62 In this paper, we aim
to use a more experimentally realistic and comprehensive model
of an acid-producing esterase system and investigate the expan-
sion of parameter space in which dynamic behavior could be found.
By understanding the interplay between enzyme kinetics, acid–base
reactions, and membrane dynamics, we can uncover novel insights
into the generation and control of oscillatory behavior.

II. MODEL

The system was modelled as a set of coupled ordinary differen-
tial equations (ODEs) describing the rate of change of species in an
esterase-loaded compartment. The esterase-catalyzed hydrolysis of
ethyl acetate takes place via the following steps:

(1a)

(1b)
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FIG. 1. (a) Reaction cell and overall key processes. The esterase enzyme catalyses the reaction of substrate (ethyl acetate) into products (acetic acid and ethanol) inside the
compartment core. (b) Reactions that occur inside the compartment in the seven variable model of ethyl acetate hydrolysis: R, enzyme-catalysed rate; kOH , exchange rate
of base, OH−; and kS, exchange rate of substrate, ethyl acetate, with external solution of concentrations [H

+]0 and [ethyl acetate]0. (c) Examples of compartment structures
that could house the enzyme reaction network.

(1c)

(1d)

where the rate constants are k2 = 7.3 × 105 s−1, k2r = 4.5
× 1010 M−1 s−1, k3 = 1.25 × 10−6 s−1, k3r = 1 × 1010 M−1 s−1, kw

= 1 × 10−4 M s−1, and kwr = 1 × 1010 M−1 s−1 taken directly from
the literature,63 and R is as follows:

R =
Vmax[S]

(KM + [S])
(

1 +
Kes2
[H+]

+
[H+]
Kes1

) . (2)

S and H+ denote substrate (ethyl acetate) and acid, respectively,
while Vmax is the maximum enzyme rate, equivalent to kcat[E], where
kcat is the turnover number, [E] is the enzyme concentration, KM is
the Michaelis constant, Kes1 and Kes2 are the protonation equilibria
of the substrate–enzyme complex that gives rise to the bell-shaped
rate–pH curve. These enzyme-specific quantities have a range of
values depending on the source of esterase (such as pig liver) and
various conditions of the assays;48 we explore variations in Vmax here.
The pH optimum of pig liver esterase has been quoted at ∼pH 7,64–66

so we take values of the binding constants Kes1 and Kes2 to give that
optimum. For simplicity, we write H+ rather than H3O+. Given the
high concentration of H2O relative to other species, we can fix its
concentration.

In the context of length scales considered, we assume a well-
mixed compartment within a reservoir of outer solution. This
requires the autocatalytic reaction time scale to be long compared
to the diffusion time scale (t = r2/D) in the compartment. Trans-
port of species in and out of compartments with membranes, such
as in liposomes, is typically characterized using permeability con-
stants (P), while in those without membranes, such as in coacervates,
would be described using diffusion constants (D). In this model, the

rate of change of the concentration of species is determined by the
reaction rate and the net transfer rate between the compartment and
the reservoir, where applicable,

dA

dt
= f(A) + kA([A]o − [A]), (3)

where f(A) contains all relevant reaction terms (including those of
the enzyme, if applicable), kA is the transport coefficient for the
inflow of species A, [A] is the concentration of species A, and
[A]o is the constant concentration of species A in the reservoir.
The transport coefficient can be related to diffusion or permeability
coefficients by

kA '
D/δ

r
(4)

and

kA '
3P

r
, (5)

where D is the diffusion coefficient, δ is the diffusion film of length,
r is the radius of the compartment, and P is the permeability coeffi-
cient. While direct measurement of diffusion film thickness is often
challenging,67 permeability coefficients are shown to range from
10−3 to 10−8 m s−1,68 depending on the thickness and properties of
the bilayer and the properties of the species involved. Considering
these permeability coeffients and a compartment radius of 10 µM,
we obtain transport coefficient values that span from 10−3 to 102 s−1.

The transport of OH− in liposome-based systems may be lim-
ited due to the accumulation of charge or necessitate the flow of
counterions to maintain electrochemical potential gradients.69 Alter-
native structures such as colloidosomes or coacervates may offer
more favorable conditions. In this study, the transfer rate of the base
(kOH) ranged between 0 and 0.055 s−1, while that of the substrate (kS)
ranged from 0 to 0.022 s−1. Dynamic behaviour was independent of
kH (as detailed in supplementary material S2).

A schematic representation of this model can be seen in Fig. 1.
Numerical simulations of this seven-variable model were performed
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FIG. 2. Phase diagram in kOH–kS space with [OH−]0 = 0.1 mM, [S]0 = 3mM,
Vmax = 1 × 10−4 M s−1 ([E] = 0.5M assuming k1 is 2 × 10−4 s−1), where OSC,
oscillatory; BS, bistable; SShigh, high pH steady state; and SSlow , low pH steady
state. The dashed line marks ks = kOH .

using XPPAUT70 with integration method CVODE. The XPPAUT
file for this seven-variable model is given in supplementary material
S1.

Our approach focuses on studying the range of parameters
for oscillations using numerical simulations. Phase diagrams were
created by incrementally increasing one parameter while keeping
others constant (including the enzyme, substrate feed concentra-
tions, and the hydroxide flow rate) and recording the pH data.
A Python script was written to determine whether the pH value
approached a steady state value or was oscillating, and this was
manually confirmed for a subset of data using XPP.

III. RESULTS AND DISCUSSION

This system comprises positive feedback in the form of enzyme
pH activity and negative feedback from base transport, kOH. The
ethyl acetate–esterase model, similar to the urea–urease model,49

exhibits dynamic behavior within a specific parameter range.
Figures 2 and 3(a) present phase diagrams in the kOH–kS and enzyme
Vmax–substrate concentration planes, respectively. These diagrams
display parameter regions that give rise to singular steady states (low
or high pH), bistability (“memory”) where the pH reaches one of the
two distinct states, or oscillations as parameters kOH and kS or Vmax

and [S]0 are varied. Oscillations are observed when base transport is
fast relative to the transport of substrates (kOH > kS), which allows
the high steady state to recover as a result of the exchange of base
and substrate with an external reservoir. As highlighted earlier, this
aspect has been disregarded in prior analyses of esterase models that
stipulate that proton transport must be faster than substrate trans-
port, an assumption stemming from the equivalence of kH and kOH

in oversimplified two-variable models.40 This requirement for oscil-
lations in the enzyme reactions may be contrasted from the other
work in which fast autocatalyst diffusion and long-range activation
led to oscillations.71

FIG. 3. (a) Phase diagram in Vmax − [S]0 space obtained with [OH
−]0 = 0.1 mM,

kOH = 0.045 s−1, and kS = 0.0014 s−1, where OSC, oscillatory region (blue);
BS, bistable region (green); SShigh, high pH steady state region (orange); and
SSlow , low pH steady state region (pink). Horizontal lines show the trajectories
of the (b)–(d) bifurcation diagrams. The inset shows pH oscillations in time for
[S]0 = 2.56 mM and Vmax = 0.001 02M s−1 ([E] = 12M assuming that k1 is 2 ×

10−4 s−1). (b)–(d) pH−[S]0 bifurcation diagrams obtained with Vmax = (b) 2.4 ×

10−3 M s−1 ([E] = 5.1M assuming k1 is 2 × 10−4 s−1), (c) 1.02 × 10−3 M s−1

([E] = 12M assuming k1 is 2 × 10−4 s−1), and (d) 6 × 10−5 M s−1 ([E] = 0.3M
assuming k1 is 2 × 10−4 s−1).

A typical pH-time trace for low steady state (pH clock),
high steady state (no reaction), and an oscillation is shown in
Fig. 4(a). Further insights from bifurcation diagrams, analyzed for
three enzyme concentrations, reveal distinct responses. For higher
enzyme concentrations, increasing substrate concentration leads to
a rapid change in pH from high to low within a small substrate con-
centration range [Fig. 3(b)]. Intermediate enzyme concentrations
trigger large oscillations between pH 6.6 and pH 9.6 across substrate
concentrations of 2.32–3.12 mM [Fig. 3(c)]. Lower enzyme concen-
trations result in bistability between pH 6 and 9.7 over a wide range
of substrate concentrations from 3.5 to 14.5 mM [Fig. 3(d)].

A. Oscillator characterization

The bifurcation diagrams presented here exhibit analogous
traits to the urea–urease system.49,51 In both cases, we observe a set
of dynamics influenced by product activation through the enzyme
pH–rate curve and negative feedback via transport. The two-variable
model of the confined urea–urease reaction that displayed differ-
ential transport-driven oscillation was found to have canard-like
behavior,51 with the sudden appearance of large amplitude oscil-
lations as a parameter is increased, and these shared traits would
distinguish this enzyme/transport-driven system from some con-
ventional feedback oscillators.9,72
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FIG. 4. (a) pH-time traces obtained with [OH−]0
= 0.1 mM, kOH = 0.045 s−1, kS = 0.0014 s−1, and
Vmax = 0.001 02M s−1 ([E] = 12M assuming k1 is
2 × 10−4 s−1). The upper panel displays a high steady
state at [S]0 = 4mM, the middle panel displays oscil-
lations at [S]0 = 2.56mM, and lower panel displays a
low steady state at [S]0 = 2 mM. (b) Illustration depict-
ing the definitions of period, magnitude, and amplitude
of an oscillation.

Figure 5 illustrates the amplitude and frequency characteris-
tics of the oscillations within the Vmax − [S]0 parameter space of
kOH = 0.055 s−1. Sets of points correspond to different [S]0 val-
ues, connected by lines denoting shared Vmax values. We observe
a small range of frequencies and amplitudes over which the oscil-
lator functioned (30- and 11-fold increase, respectively), in con-
trast to activator–inhibitor systems that display flexible frequency
tuning alongside relatively constant amplitudes.73 Figure 5(b) dis-
plays examples of pH–time oscillations for three Vmax values.
This oscillator achieves similar stability in oscillation frequency
to temperature-compensated oscillators;74 however, its stability is
maintained across a range of controllable experimental parameters.
The shape of the amplitude/frequency curves seems to suggest the
simultaneous acceleration of positive and negative feedback mech-
anisms as we navigate parameter space; however, there appears to
be a bounded region of accessible frequencies. For many appli-
cations, robust oscillations in both amplitude and frequency may
be required. Such requirements emerge in scenarios that demand
reliability of response or precise timing for processes such as neu-
ral networks,2 circadian rhythms,75 or genetic oscillators within
embryonic development.76

B. Tunability of the system

The ethyl acetate–esterase model exhibits oscillations across a
broader range of enzyme ([E]) and substrate ([S]0) concentrations
compared to the urea–urease model,49 suggesting its suitability as
an experimentally observable oscillatory system when the condition
kOH > kS is met. This observation naturally leads us to investi-
gate the broader tunability of the system through experimentally
controllable parameters.

The size of the parameter space in which sustained oscil-
lations can be found expands as kOH/kS ratios increase (Fig. 6).
For instance, when the kOH/kS ratio exceeds 10.7 (kS = 0.0014 s−1,
kOH = 0.015 s−1), a practically feasible concentration range for both
substrate and enzyme exists, which enhances the prospects of experi-
mentalists’ encountering oscillations. Specifically, oscillations can be
observed within the substrate concentration range of 0.8 to 1.04 mM
and enzyme concentrations spanning from 0.6 to 3.6 mM (assum-
ing k1 is 2 × 10−4 s−1 as Vmax = 1.2 × 10−4–4.2 × 10−4 M s−1). With
experimentally determined diffusion coefficients in water of DOH

= 5.3 × 10−5 cm2 s−1 and DS = 1 × 10−5 cm2 s−1, the ratio of
DOH/DS is 5.3.77,78

FIG. 5. (a) Amplitude/frequency curves for
the oscillations in Vmax vs [S]0 parameter
space for kOH = 0.055 s−1. Line colors rep-
resent different [S]0 values. Lines connect
points with the same [S]0, revealing ampli-
tude/frequency trends with varying Vmax and
demonstrating how experimentally accessi-
ble adjustments in Vmax and [S]0 influence
oscillation amplitude and frequency within the
defined parameter space. (b) pH-time traces
depict oscillation variations at three Vmax val-
ues along the [S]0 = 3.8 mM line correspond-
ing to positions 1, 2, and 3 in (a). These
Vmax values are 1.8 × 10−4, 1.44 × 10−4,
and 2.04 × 10−4 M s−1, respectively.
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FIG. 6. Phase plots at various kOH values as a function of the parameters [S]0
and Vmax obtained with [OH

−]0 = 0.1 mM and kS = 0.0014 s−1. Larger values
of kOH lead to larger regions of Vmax − [S]0-space in which sustained oscillations
are observed.

Several strategies exist to potentially enhance this DOH/DS

ratio. Diffusion and permeability have been shown to decrease when
the chain length of the organic molecule is extended,79 modifying the
composition of the diffusing solution, such as adding 30% sucrose,80

immobilizing the substrate on large molecules such as starch,81,82

and fine-tuning the compartment formulations of coacervates or
polymersomes.83 Implementing any of these methods could yield
diffusion ratios that align well with the transport rate ratios for oscil-
lations shown in Fig. 2 and 6 and the values of 32 and 39 in Figs.
3–5 and Fig. 7. However, achieving the condition of rapid OH−

transport in liposome-based systems may prove challenging due to
the requirement to maintain the electrochemical potential gradi-
ent across the bilayer.69 Alternative constructs like colloidosomes

or coacervates may prove more favorable for achieving the desired
diffusion ratios.

The positioning of the pH–rate curve of the esterase enzyme
has a notable impact on the occurrence of sustained oscillations
within the Vmax − [S]0 parameter space, as illustrated in Fig. 7. A
pH–rate curve with an optimum at pH 6 expands the oscillatory
region in the Vmax and [S]0 space. Conversely, a pH optimum of 8
diminishes the oscillatory region. The critical factor is the location of
the right side of the bell-shape in this curve (supplementary material
S3). Figure 7(c) shows that each unit of decrease in the optimum pH
increases widens the Vmax space where oscillations can be detected
by a factor of 10. This highlights the importance of positioning the
enzyme’s pH optimum to facilitate rate acceleration at lower pH lev-
els to improve experimental feasibility and maximize the chances of
finding oscillations in this system.

The potential tunability shown here highlights the intricacies
involved in the interplay between transport pheomena and enzyme
kinetics and offers insights into optimizing conditions for various
biochemical processes.

IV. CONCLUSIONS

In summary, this study presents a seven-variable kinetic model
for an esterase-based system that produces acid. The aim is to make
it easier to experimentally investigate how interactions between the
enzyme’s pH–rate curve and transport-mediated negative feedback
create dynamic behaviors. We identify ranges of parameters that
can be controlled in experiments, leading to two interesting phe-
nomena: bistability and sustained pH oscillations. Our numerical
results not only identify the conditions necessary for these oscil-
lations but also provide suggestions for expanding the range of
parameters that support such behaviors. This includes adjusting the
enzyme’s pH–rate curve and recognizing the role of negative feed-
back. These findings provide valuable insights into how numerous
variables within the reaction pathway interact in driving dynamic
behaviour. Moreover, they offer guidance for designing chemical
oscillators based on similar principles. With further investigation
into tuning the reaction network to make dynamic behavior more

FIG. 7. (a) Impact of varying the enzyme’s pH optimum
on the region of Vmax − [S]0 space in which sustained
oscillations are observed. The color-coded regions dis-
tinguish oscillatory zones for enzyme pH-rate maxima at
pH 6 (dark green), 7 (light green), and 8 (yellow). Param-
eters: [OH−]0 = 0.1 mM, kOH = 0.045 s−1, and kS =

0.0014 s−1. (b) Corresponding normalized pH-rate curves
of the enzyme. (c) Maximum range of Vmax values that
give rise to oscillations as a function enzyme optimum pH,
ranging from pH 4 to pH 8, displayed on a logarithmic scale.
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accessible and with more reliable literature and kinetic data, espe-
cially for non-neutral pH conditions where these enzyme systems
operate, achieving experimental oscillations in this system becomes
increasingly promising.

SUPPLEMENTARY MATERIAL

The supplementary information provides the XPP model code
(S1), an exploration of the impact of proton transport (Fig. S2),
additional analysis of the affect of the enzyme’s pH–rate curve on
oscillations (Fig. S3), and an extension of the information presented
in Fig. 5 (Fig. S4).
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