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Formal methods and machine learning are two research fields with drastically different 
foundations and philosophies. Formal methods utilise mathematically rigorous techniques for 
software and hardware systems’ specification, development and verification. Machine learning 
focuses on pragmatic approaches to gradually improve a parameterised model by observing a 
training data set. While historically, the two fields lack communication, this trend has changed 
in the past few years with an outburst of research interest in the robustness verification of neural 
networks. This paper will briefly review these works, and focus on the urgent need for broader 
and more in-depth communication between the two fields, with the ultimate goal of developing 
learning-enabled systems with excellent performance and acceptable safety and security. We 
present a specification language, MLS2, and show that it can express a set of known safety and 
security properties, including generalisation, uncertainty, robustness, data poisoning, backdoor, 
model stealing, membership inference, model inversion, interpretability, and fairness. To verify 
MLS2 properties, we promote the global optimisation-based methods, which have provable 
guarantees on the convergence to the optimal solution. Many of them have theoretical bounds on 
the gap between current solutions and the optimal solution.

1. Introduction

Recent advances in machine learning have enabled the development of complex, intelligent software systems with human-level 
performance. Notable examples include image classification and natural language processing, among many others. However, even 
if many machine learning systems (or models) have been successfully applied to industrial applications, they are not rigorously 
engineered. Instead, their design and implementation are based on developers’ experience and have been frequently referred to as 
“dark art”. Compounded with the intensively discussed safety and security issues discovered through various adversarial attacks, 
such as [1–7] and the growing expectation that machine learning models will be applied to safety-critical applications, it is clear that 
rigorous engineering methods are urgently needed [8].

Successful experience from industrial software engineering, which produced software currently applied in, e.g., automotive and 
avionic applications, suggests that, to develop high-quality and low-cost software in a limited production time, a software devel-

* Corresponding author.
Available online 28 December 2023
2352-2208/© 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

E-mail address: xiaowei.huang@liverpool.ac.uk (X. Huang).

https://doi.org/10.1016/j.jlamp.2023.100941

Received 29 January 2023; Received in revised form 12 December 2023; Accepted 20 December 2023

http://www.ScienceDirect.com/
http://www.elsevier.com/locate/jlamp
mailto:xiaowei.huang@liverpool.ac.uk
https://doi.org/10.1016/j.jlamp.2023.100941
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jlamp.2023.100941&domain=pdf
https://doi.org/10.1016/j.jlamp.2023.100941
http://creativecommons.org/licenses/by/4.0/


Journal of Logical and Algebraic Methods in Programming 137 (2024) 100941S. Bensalem, X. Huang, W. Ruan et al.

Fig. 1. V-Models for Software [9] (Left) and Machine Learning (Right) Development.

opment life cycle (SDLC) process is required. Considering the V-model of an SDLC, as shown in the left diagram [9] of Fig. 1, the 
development of a software system starts from the understanding and documentation of the operational concepts, the development of 
the requirement and architecture, and the conduction of detailed design before its actual implementation (i.e., coding). Once coded, 
the software must pass unit-level testing and system-level, verification, and validation before deployment. After the deployment, 
maintenance is still required throughout the life of the software. It should be noted that, during the execution of the V-model, feed-

back from a later stage may often trigger the modification to an earlier stage. Therefore, the development is an iterative process rather 
than a sequential process. For machine learning models, the current V-model is no longer suitable, because the machine learning 
models are over-parameterised with complex, fixed structures. Due to the lack of operational semantics, there is no explainable way 
of decomposing the architecture and parameters. A new V-model, as shown in the right diagram of Fig. 1, can still be considered, 
and we will discuss its details in Section 2.

Formal methods are essential tools throughout software development (e.g., by following the V-model) as they provide mathe-

matical rigour (and therefore provable guarantees) to the performance, safety, and security of the final software products. However, 
unlike software systems where formal methods have been developed on the specification, development, and verification of a system, 
formal methods are only developed on the robustness verification of neural networks [10,11,8]. Only local robustness defects of a 
neural network can be dealt with. This paper argues that, to support the new V-model, more formal method-based techniques are 
needed to deal with various safety and security defects of neural networks.

While compelling, the development of formal methods for neural networks is non-trivial because the machine learning community 
currently deals with safety and security defects in an ad-hoc way by, e.g., discovering the weakness with various attacks or improving 
the models with enhanced training methods. That is, dedicated algorithms are developed for specific defects. In this paper, we first 
attempt to describe a dynamic model for learning-enabled systems and then use a common specification language, named MLS2, to 
specify a set of safety and security properties on the dynamic model. Based on the specification language and the dynamic model, the 
verification of MLS2 properties can be reduced to the computation of a few constructs, including the data distribution, the posterior 
distribution, the distance between distributions, and the quantification over a set of inputs.

We consider global optimisation (GO) methods for the verification algorithms to compute the language constructs. GO methods 
can make efficient computations and converge to the optimal results. Many GO methods have a provable bound on the error 
between the obtained optimal solutions. For the computation of the posterior distribution, we may consider Markov Chain Monte 
Carlo (MCMC), which approximates the distribution with a Markov chain, or Variational Inference, which finds the best-known 
distribution that approximates the unknown distribution. For the universal quantification over a set of inputs, we may consider 
Lipschitzian optimisation [12,13] as we did for the robustness verification [14–16].

The organisation of the paper is as follows. In the next section, we will provide notations for the following sections. Then, we 
introduce the new V-model in Section 2, and a new dynamic model for learning-enabled systems in Section 3. These are followed 
by introducing new specification language in Section 4 and how it can be used to express known properties in Section 5. We will 
explain how the language can be verified in Section 6. Finally, we introduce related work in Section 7 and conclude in Section 8.

2. Preliminaries and V-model for machine learning

We use 𝑓w to denote a neural network with weight matrix w. We use x to range over the input domain ℝ𝑛, and 𝑦 to range over 
the labels 𝐶 . Given 𝑓w and x, we write 𝑓w(x) for the probability distribution of classifying x, such that 𝑓w(x)(𝑐) for 𝑐 ∈ 𝐶 is the 
probability of classifying x with label 𝑐. Moreover, we write �̂� = argmax𝑓w(x) for the predictive label. Given a label 𝑦, we write y
for its one-hot encoding. A one-hot encoding can be seen as a probability distribution.

In this section, we explain the phases in the new V-model as shown in the right diagram of Fig. 1.

Operational profile and data collection Different from the “Concept of Operations” phase of the traditional V-model where, the project 
manager communicates with the customers to understand their needs and expectations, the development of an ML model also requires 
the interaction with the customers to retrieve the operational profile and the training data.

A neural network 𝑓w ∶ ℝ𝑛 → [0, 1]|𝐶| is to simulate a target function ℎ ∶ ℝ𝑛 → {1, ..., |𝐶|}. For a real-world function ℎ, the 
2

appearance of an input x in the space ℝ𝑛 is not uniform. We assume that there is a probability density function  ∶ ℝ𝑛 → [0, 1], 
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which returns the probability (x) for each input x. We may also abuse the notation and write ((x, 𝑦)), with the assumption that 
((x, 𝑦)) = (x) because ℎ is a deterministic function. The distribution  is called data distribution. It is usually required that the 
training data includes a set of inputs sampled, i.i.d. from the data distribution.

When designing a neural network for some critical applications, we may need to consider the environment in which it will be 
deployed. In the operational environment, we also have a distribution  ∶ℝ𝑚 → [0, 1], which we call operational profile by inheriting 
the terminology from the reliability engineering area [17]. In [18,19], methods have been proposed to learn an approximate oper-

ational profile ̂ through a set of data collected from the operational environment. The main challenges are to accurately estimate 
the input space of high dimensions and to provide provable guarantees on the gap between ̂ and .

Requirement and specification Unlike the “Requirements and Architecture” phase of the traditional V-model where the project team 
determines the exact requirements and has a high-level design, the project team will not have the exact or complete requirements 
and specifications. Instead, the team must figure out a set of properties the final ML system should satisfy.

Usually, the target function ℎ is unlikely to correctly and precisely specify. The training data can be seen as partial specification, 
with positive and negative examples. Beyond training data, we may need other requirements that cannot be explicitly expressed with 
the training data, such as robustness, privacy, and security properties that we will discuss in Section 5. A common practice in formal 
methods is to design a specification language (as we will do in Section 4), show that it can express desirable properties (Section 5), 
and design verification algorithms that can work with any specification expressible with the language (Section 6).

Architecture and hyperparameter Similar to the “Detailed Design” phase of the traditional V-model where the team will design 
concrete modules and unit tests, machine learning systems require network architecture and hyper-parameters as the detailed design. 
However, such design does not entirely rely on the information from previous stages. Instead, it requires additional domain expertise 
and experience from the designer, frequently refer as the “dark art”.

The detailed design of a neural network is based on its architecture and hyper-parameters. Various criteria have been utilised to 
determine the quality of a trained model, and generalisation is the most popular one. We write 𝐺0−1

𝑓
for the 0-1 generalisation error 

of neural network 𝑓 , and  for the set of neural networks. Then, 𝐺0−1
𝑓

can be decomposed as follows:

𝐺0−1
𝑓

=𝐺0−1
𝑓

− inf
𝑓∈ 𝐺0−1

𝑓

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
Estimation error of 𝑓

+ inf
𝑓∈ 𝐺0−1

𝑓
−𝐺0−1,∗

d𝑡𝑟𝑎𝑖𝑛

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Approximation error of 

+ 𝐺0−1,∗
d𝑡𝑟𝑎𝑖𝑛

⏟⏟⏟
Bayes error

(1)

where 𝐺0−1,∗
d𝑡𝑟𝑎𝑖𝑛

is the 0-1 generalisation error of the Optimal Bayes classifier over the training dataset d𝑡𝑟𝑎𝑖𝑛. The Bayes error is the 
lowest and irreducible error over all possible classifiers for the given classification problem [20]. It is non-zero if the true labels are 
not deterministic (e.g., an image is labelled as 𝑦1 by one person but as 𝑦2 by others), thus intuitively, it captures the uncertainties in 
the dataset d𝑡𝑟𝑎𝑖𝑛 and the true distribution  when aiming to solve a real-world problem with machine learning. The approximation 
error of  measures how far the best classifier, in  is from the overall optimal classifier, after isolating the Bayes error. The set 
 is determined by the architecture of the machine learning model. Thus the activities at this stage are to minimise this error with 
optimised architecture and hyper-parameters.

Model training Unlike the “implementation” where the programmers write the software code, machine learning systems rely on the 
optimisation algorithm to find the solution automatically. Once the architecture and the hyper-parameters are selected, the training 
is an optimisation process to reduce the estimation error. The estimation error of 𝑓 measures how far the learned classifier 𝑓 is from 
the best classifier in  . Lifecycle activities at the model training stage essentially aim to reduce this error.

Both the approximation and estimation errors are reducible. The ultimate goal of all lifecycle activities is to reduce the two errors 
to 0. This is analogous to the “possible perfection” notion of traditional software as pointed to by Rushby and Littlewood [21,22]. 
That is assurance activities, e.g., performed in support of DO-178C, can be best understood as developing evidence of possible 
perfection. Similarly, for a safety-critical machine learning model, we believe its lifecycle activities should be considered as aiming 
to train a “possibly perfect” model regarding the two reducible errors. Thus, we may have some confidence that the two errors are 
both 0 (equivalently, prior confidence in the irreducible Bayes error since the other two are 0), which indeed is supported by ongoing 
research into finding globally optimised DNNs [23]. When GO is not achievable, heuristic methods to achieve estimation errors as 
minor as possible should also be considered, such as the adversarial training methods such as [24–26].

Testing and empirical evaluation Unlike integration testing in software, which tests the interfacing between modules, machine learn-

ing has less precise semantics and much more complex relations between modules (such as layers, filters, and neurons). A testing 
engineer of machine learning is expected to conduct the following two groups of testing activities.

First, it has been a common practice in machine learning that some empirical evaluation methods, such as test accuracy and 
ROC curve, are taken to understand the performance of a trained model roughly. This step is still required to efficiently rule out 
some poorly performed architecture and hyperparameters. Second, the testing methods, such as [27–30], are also developed to 
utilise automatically generated test cases to estimate the performance of the trained model. When using a testing method, we must 
evaluate test adequacy, i.e., when to terminate the test case generation process. Two main approaches can be utilised, including the 
3

behaviours of a machine learning model in the inference stage and the data instances that might appear in the operational phase. 
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For these approaches, objective metrics are needed to determine the extent to which an analysis technique has been conducted, as 
discussed in the later ALARP principle.

Verification and validation This step is similar to traditional software and machine learning, where the team tests whether the 
obtained system complies to the functional and non-functional requirements. This process can provide a rigorous analysis, and can 
conclude the compliance with probable guarantees.

Neither empirical evaluation nor testing methods can have a provable guarantee of the result. For safety-critical applications, 
formal verification may be needed. Formal verification requires mathematically rigorous proof to argue for or against the satisfiability 
of a property on a given neural network. Existing verification algorithms are mainly focused on point-wise robustness, i.e., the 
robustness of the model over a given input. The algorithms can be roughly categorised into constraint-solving based methods [11], 
abstract interpretation based methods [31–33], GO based methods [10,14,34], and game-based methods [35,36]. The first two 
categories treat deep learning as a white box, with the computation needed on all neurons. This results in the scalability issue due to 
the complexity of the problem and the size of the deep learning. The latter two categories can work with real-world deep learning 
models but are still subject to the curse of dimensionality. Currently, the verification is focused on the robustness problem, and we 
will discuss how to work with other properties in Section 6.

Operational reliability assessment Due to the incomplete requirements, this stage can be more involved than the “Operation and 
Maintenance” phase in the V-model for software. A machine learning model is likely adaptive, and can run in an environment that 
is deviated from its training environment. In these cases, maintenance engineers must closely monitor the system execution, detect 
deviations, and take action when risks occur.

In [18,19], we know that it is possible to compute the reliability in a given operational profile . However, the deployment 
environment may change, rendering the reliability assessment inappropriate. Nevertheless, experience may be learned from reliability 
engineering for conventional software, where techniques have been developed to monitor the changes between different software 
versions to ensure the maintenance and improvement of reliability [37–39]. For the machine learning models, it is suggested that 
we monitor two data distributions (or operational profiles), one for the original environment and the other for the new environment. 
Since the reliability of the result is on the original environment, and we can measure the distance between two data distributions, 
techniques can be developed to predict the reliability in the new environment conservatively.

3. A dynamic model for learning-enabled systems

We assume a learning-enabled autonomous system with a perception component and an attacker. Let 𝐶 be the set of class labels 
for the perception component and 𝑃𝑟𝑜𝑝 a set of atomic propositions. The system is modeled as a labeled probabilistic transition 
system 𝑀 = (𝑆, 𝐴, 𝑃 , 𝜋), where

• 𝑆 is a set of states,

• 𝐴 = {(𝑦1, 𝑦2) | 𝑦1, 𝑦2 ∈ 𝐶} ∪ {𝜒, 𝜏} is a set of actions,

• 𝑃 ∶ 𝑆 ×𝐴 ×𝑆 → [0, 1] is a probabilistic transition relation such that 
∑

𝑎∈𝐴

∑
𝑠′∈𝑆 𝑃 (𝑠, 𝑎, 𝑠′) = 1 for any 𝑠, and

• 𝜋 ∶ 𝑆 → 2𝑃𝑟𝑜𝑝 is a labeling function.

Depending on who leads the behaviour, we categorise system transitions into three classes as follows:

• internal transition, denoted by 𝑃 (𝑠1, 𝜏, 𝑠2), which describes the internal transition behaviour of the system excluding the percep-

tion component, e.g., it can express the update of system objective, the high-level planning, the low-level mechanical movement, 
etc.;

• perception-led transition, denoted by 𝑃 (𝑠1, (𝑦1, 𝑦2), 𝑠2), which is a system transition based on a prediction – with the perception 
component – on state 𝑠1 (or the input to the perception component that is determined by the state 𝑠1), such that the ground 
truth is class 𝑦1 and the predictive label is 𝑦2;

• attacker-led transition, denoted by 𝑃 (𝑠1, 𝜒, 𝑠2), which means a system transition led by an attacker to update a private dataset 
d𝑎𝑑𝑣.

For the security and privacy properties, we assume every state includes several components, i.e., w, d𝑡𝑟𝑎𝑖𝑛, d𝑡𝑒𝑠𝑡, d𝑎𝑑𝑣, where w is 
the current weight of the perception component, d𝑡𝑟𝑎𝑖𝑛 is the training dataset, d𝑡𝑒𝑠𝑡 is the test dataset, and d𝑎𝑑𝑣 is a dataset maintained 
by the attacker. Usually d𝑡𝑟𝑎𝑖𝑛 and d𝑡𝑒𝑠𝑡 do not change. Moreover, the state may include some Boolean variables:

• inference turns True if and only if the perception component is applied the next time. Once inference = True, the state will include 
an instance (x, 𝑦).

• training, which turns True if and only if the last internal transition is for the training of the perception component.

Based on 𝑀 , we can construct a path 𝑠0𝑎1𝑠1𝑎2𝑠2... such that 𝑃 (𝑠𝑖, 𝑎𝑖+1, 𝑠𝑖+1) > 0 for all 𝑖 ≥ 0. Let 𝑃𝑎𝑡ℎ(𝑀) be the set of paths. We 
4

need some notations. For every input instance x, we use
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• 𝑦(x) to denote the ground truth label;

• �̂�(x) to denote the predictive label based on the current perception model;

• 𝑦∗(x) to denote a robust predictive label such that it is the predictive label with the greatest number of corresponding instances 
within a norm ball;

• and 𝑦′(x) to denote a monitor-enforced label.

We may omit the postfix (x) and only write 𝑦, �̂�, 𝑦∗, 𝑦′ if there is no confusion.

3.1. Transition relation

In the following, we provide more details on the transition relation 𝑃 (𝑠1, 𝑎, 𝑠2), according to the actions 𝑎 ∈𝐴.

3.1.1. Transitions for attacker to collect data

The transition 𝑃 (𝑠1, 𝜒, 𝑠2) is a probabilistic transition to update the variable d𝑎𝑑𝑣. The update depends on the need of the attacker 
and can be, e.g., including the past inference result by letting d𝑎𝑑𝑣 = d𝑎𝑑𝑣 ∪ {(x, �̂�)}, where �̂� is the predictive label obtained by the 
attack when inputting instance x on state 𝑠1. By collecting operational data in this way, attackers can reconstruct the distribution of 
the training dataset used by the model to achieve their attack goals, such as performing membership inference.

3.1.2. Transitions for perception component

First, we consider the case where the perception component always makes correct predictions. This assumption was made by 
much existing literature on the specification and evaluation of autonomous systems, such as [40,41]. Technically, let (x, 𝑦) be the 
instance on a state 𝑠1, we let

𝑃 (𝑠1, (𝑦, 𝑦), 𝑠2) ≜ 1 (2)

which suggests that 𝑃 (𝑠1, (𝑦′, 𝑦′), 𝑠2) = 0 for any 𝑦′ ≠ 𝑦.

Now we consider the case where the perception component can be imperfect. Certainly, we may directly use the predictive label, 
and therefore, the transition 𝑃 (𝑠1, (𝑦, �̂�), 𝑠2) is defined as follows:

𝑃 (𝑠1, (𝑦, �̂�), 𝑠2) ≜ 𝑃 (𝑠1, (�̂�, �̂�), 𝑠2) × 𝑃 (�̂�|𝑦, 𝑠1) (3)

where 𝑃 (�̂�|𝑦, 𝑠1) is the predictive probability of the perception component on the instance (x, 𝑦) contained in the state 𝑠1, and 
𝑃 (𝑠1, (�̂�, �̂�), 𝑠2) expresses the probability of transitioning from 𝑠1 to 𝑠2 with a decision �̂� made by the perception component.

3.2. When perception component protected by statistical verification method

For an imperfect perception, the autonomous system may use a robust label, and in this case, the transition is 𝑃 (𝑠1, (𝑦, 𝑦∗), 𝑠2)
such that

𝑃 (𝑠1, (𝑦, 𝑦∗), 𝑠2) ≜ 𝑃 (𝑠1, (𝑦∗, 𝑦∗), 𝑠2) ×
∑
�̂�∈𝐶

𝑃 (�̂�|𝑦, 𝑠1) × 𝑃 (𝑦∗|�̂�, 𝑠1) (4)

where 𝑃 (𝑦∗|�̂�, 𝑠1) can be obtained through statistical verification of neural networks such as [42,43], 𝑃 (�̂�|𝑦, 𝑠1) is the prediction 
probability, and 𝑃 (𝑠1, (𝑦∗, 𝑦∗), 𝑠2) expresses the probability of transitioning from 𝑠1 to 𝑠2 with a decision 𝑦∗ made by the perception 
component.

3.3. When perception component protected by runtime monitor

We may replace the neural network verification with the runtime monitor by using 𝑃 (𝑦′|�̂�, 𝑠1) to approximate the robust labeling 
𝑃 (𝑦∗|�̂�, 𝑠1). Therefore, we assume the autonomous system uses the monitored labeling, i.e.,

𝑃 (𝑠1, (𝑦, 𝑦′), 𝑠2) ≜ 𝑃 (𝑠1, (𝑦′, 𝑦′), 𝑠2) ×
∑
�̂�∈𝐶

𝑃 (�̂�|𝑦, 𝑠1) × 𝑃 (𝑦′|�̂�, 𝑠1) (5)

Remark 1. To avoid the dependencies on the states 𝑠1 that require the computation of probabilistic transitions over all individual 
states, we may use 𝑃 (�̂�|𝑦), 𝑃 (𝑦∗|�̂�), and 𝑃 (𝑦′|�̂�), instead of 𝑃 (�̂�|𝑦, 𝑠1), 𝑃 (𝑦∗|�̂�, 𝑠1), and 𝑃 (𝑦′|�̂�, 𝑠1), in the above expressions. This way, 
we approximate the local conditional probabilities over states with the global conditional probabilities.

3.4. Illustration examples

This section presents several small examples to illustrate the transition systems defined in the previous sections. We consider an 
5

autonomous vehicle and use 𝑠1 = (running, x) and 𝑠2 = (stopped, x) to denote the vehicle’s driving state and the scene captured by 



Journal of Logical and Algebraic Methods in Programming 137 (2024) 100941S. Bensalem, X. Huang, W. Ruan et al.

Fig. 2. The scheme of pedestrian classifier protected by a statistical verifier and a runtime monitor.

Fig. 3. The probabilistic transitions between 𝑠1 and 𝑠2 are defined in the case of a perfect pedestrian classifier.

Table 1

Confusion matrix for the 
pedestrian classifier.

�̂�=0 �̂�=1

y=0 0.97 0.03

y=1 0.02 0.98

Fig. 4. The probabilistic transitions between 𝑠1 and 𝑠2 are defined in the case of an imperfect pedestrian classifier.

its camera (we assume the camera is perfect here, i.e., without hardware error). The captured scene x is the vehicle’s perception 
components input. Furthermore, we use ground truth 𝑦 = 1 (𝑦 = 0) to indicate a pedestrian is captured (not captured).

Specifically, we consider a pedestrian classifier, one of the perception components, which can produce a predictive label �̂�∈ {0, 1}
for the input x, where 1 and 0 indicate whether or not there exists a pedestrian. In some cases, the prediction may be protected by 
a statistical verifier and a runtime monitor, which can enforce the prediction into robust labels 𝑦∗ and 𝑦′. The diagram of this 
protection scheme is shown in Fig. 2.

For simplicity and without loss of generality, we make the following assumptions: i) the vehicle is running, and a pedestrian is 
captured, i.e., the vehicle is in state 𝑠1 with the ground truth 𝑦 = 1 for the classifier’s input x; ii) the output from the perception 
module (classifier, verifier, or monitor) will be rightly executed by the controller as follows: if a pedestrian is detected, i.e., the 
output is 1; the controller will stop the running vehicle; iii) 𝑃 (𝑠𝑖, (�̂�, �̂�), 𝑠𝑗 ) = 𝑐, 𝑃 (𝑠𝑖, (𝑦∗, 𝑦∗), 𝑠𝑗 ) = 𝑐∗, and 𝑃 (𝑠𝑖, (𝑦′, 𝑦′), 𝑠𝑗 ) = 𝑐′, 
where 𝑐 = 𝑐∗ = 𝑐′ = 1;

Example 1. Consider the pedestrian classifier as perfect. The classifier’s output �̂� is always consistent with the ground truth. Thus, in 
state 𝑠1, there exists only one possibility of state transition, given the existence of pedestrians, that is, a transition from 𝑠1 to 𝑠2 led by 
an action (𝑦 = 1, �̂� = 1) with probability 1. This transition is graphically represented in Fig. 3. In Fig. 3 and the following examples, 
we use the notation 𝑎∕𝑝 on the transition between two states 𝑠1 and 𝑠2 to denote the execution of action 𝑎 with probability 𝑝 to 
transit from 𝑠1 to 𝑠2.

However, in practice, perception components could be imperfect.

Example 2. Let us consider the case where the pedestrian classifier is imperfect and not protected by either a verifier or a monitor. 
The output �̂� can take any value in {0, 1} with a probability defined in the classifier’s predictive confusion matrix shown in Table 1.

Thus, in state 𝑠1, there exist two possibilities of state transition, given the existence of pedestrians. First, if the controller gets 
the output �̂� = 1, the action (𝑦 = 1, �̂� = 1) is taken and leads a transition from 𝑠1 to 𝑠2 with probability 𝑃 (�̂� = 1|𝑦 = 1) = 0.98. We 
note that, the transition probability 𝑃 (𝑠1, (𝑦 = 1, �̂� = 1), 𝑠2) = 𝑃 (�̂� = 1|𝑦 = 1), according to Equation (3) and the assumption that 
𝑃 (𝑠𝑖, (�̂�, �̂�), 𝑠𝑗 ) = 1. Second, if the output is �̂� = 0, the action (𝑦 = 1, ̂𝑦 = 0) makes a self-loop in 𝑠1 with probability 𝑃 (�̂� = 0|𝑦 = 1) =
0.02. These transitions are graphically shown in Fig. 4.
6

Now we consider the cases where a statistical verifier or a runtime monitor protects the imperfect classifier.
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Fig. 5. The probabilistic transitions between 𝑠1 and 𝑠2 are defined in the case of the pedestrian classifier protected by a statistical verifier.

Fig. 6. The probabilistic transitions between 𝑠1 and 𝑠2 are defined in the case of the pedestrian classifier protected by a runtime monitor.

Example 3. Using a protected statistical verifier defines two state transitions for state 𝑠1, similar to the direct use of an imperfect 
classifier, except the calculation of transition probabilities defined by e.g., (4). The graphical transitions defined in this can be 
found in Fig. 5. Similarly, we note that, the transition probability 𝑃 (𝑠1, (𝑦 = 1, 𝑦∗ = 1), 𝑠2) =

∑
�̂�∈{0,1} 𝑃 (�̂�|𝑦 = 1, 𝑠1) × 𝑃 (𝑦∗ = 1|�̂�, 𝑠1), 

according to Equation (4) and the assumption that 𝑃 (𝑠𝑖, (𝑦∗, 𝑦∗), 𝑠𝑗 ) = 1.

As for the monitoring case, for simplicity, we present the graphical illustration by Fig. 6 without a detailed explanation since it 
can be easily understood by replacing the part of the verifier with the monitor.

4. Specification language

We introduce a specification language MLS2, abbreviated for Machine Learning Safety and Security, which will be used in the 
next section to specify a number of known properties.

Definition 1. The syntax of the language MLS2 is

𝜇 ∶= 𝑃 (𝑊 |d) | 𝑃 (𝑌 |x,w) | 𝑃 (𝑌 |d,w) | y

𝑢 ∶= (x, 𝑦) ∼ | w ∼ 𝑃 (𝑊 |d)
𝑣 ∶= 𝑦 ∈ 𝐶 | (x, 𝑦) ∈ d | x ∈𝑀𝑢𝑡(x)
𝛾 ∶= 𝑐 | 𝜇(𝑐) | 𝐷𝐾𝐿(𝜇,𝜇) | ||𝜇 − 𝜇||𝑝 | 𝔼𝑢(𝛾) | 𝕍𝑢(𝛾) | 𝔼𝑣(𝛾) | 𝕍𝑣(𝛾) | 𝛾 + 𝛾 | 𝛾 − 𝛾 | |𝛾|
𝜙 ∶= 𝛾 ≤ 𝑐 | d ⊆ d | ¬𝜙 | 𝜙 ∨ 𝜙 | ∃t ∶ 𝜙

𝜑 ∶= 𝜙 | ¬𝜑 | 𝜑 ∨𝜑 | ○𝜑 | 𝜑U𝜑

(6)

where the bold lower capital letters x, w, d, and y denote an input, a weight matrix, a set of data instances, and a probability 
distribution, respectively. We use t to range over {x, d, y}. Capital letters 𝑊 and 𝑌 denote random variables for the weight matrix 
and the label, respectively. Moreover, we use 𝑐 to express either a constant value or some concrete value of a random variable. 
We use variable 𝑢 to range over the support of distribution (i.e., (x, 𝑦) ∼ or w ∼ 𝑃 (𝑊 |d)), and use variable 𝑣 to range over the 
instances in a known set (i.e., (x, 𝑦) ∈ d or 𝑦 ∈ 𝐶 or x ∈𝑀𝑢𝑡(x)), where 𝑀𝑢𝑡 is a set of mutations that maps an input instance x into 
a set of new input instances.

Intuitively, 𝑃 (𝑊 |d) expresses the posterior distribution of the models parameterised with 𝑊 , when they are trained on a dataset 
d. The expression 𝑃 (𝑌 |x, w) is the predictive distribution when the model is parameterised with known w. The input instance is x, 
and 𝑃 (𝑌 |d, w) denotes the probability distribution of predictive labels 𝑌 over a set of data d. These three distributions serve as the 
most fundamental elements of the properties. We can also have the distributions from the labels’ one-hot encoding y.

The formulas 𝛾 return real values. Specifically, 𝜇(𝑐) is the probability density of the distribution 𝜇 on 𝑐. For example, we can 
write 𝑃 (𝑌 |x, w)(𝑦) for some 𝑦 ∈ 𝐶 to denote the probability of predicting x as label 𝑦 when the model is parameterised with w. The 
formulas 𝐷𝐾𝐿(𝜇, 𝜇) and ||𝜇 − 𝜇||𝑝, for 𝑝 ≥ 0, express the distance between two distributions with the KL divergence and the norm 
distance, respectively. There are different measurements to measure the distance between two distributions. In this paper, we take 
KL divergence as an example and believe the formalism is generic and can be extended to other measurements. The formulas 𝔼𝑢(𝛾)
and 𝕍𝑢(𝛾) return the mean and the variance, respectively, of 𝛾 . We will use the same notations, 𝔼(x,𝑦)∈d(𝛾) and 𝕍(x,𝑦)∈d(𝛾), when 
considering a dataset d. Moreover, we may use the linear combination of 𝛾 , i.e., 𝛾 + 𝛾 and 𝛾 − 𝛾 , and the absolute value |𝛾|.

Once having 𝛾 , the formula 𝜙 can be formed by asserting relational relations between 𝛾 and a constant 𝑐, then composing a 
Boolean formula with Boolean operators. In the definition, we only write the relational operation ≤ and a minimum set of Boolean 
operators, i.e., {¬, ∨} and it is straightforward to extend them to other relational operators {<, ≥, >} and other Boolean operators 
7

{∧, ⇒, ⟺ }. Similarly, we only write the existence quantifier ∃ in the definition but will use ∀ in the following.
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Moreover, we use the usual linear temporal logic (LTL) operators U and ○ to consider the dynamic evolution of the system. We 
will also freely use other LTL operators, such as □ and ◊, which can be expressed with U and Boolean operators.

The semantics of the language can be obtained by first having the standard semantics for the language constructs and then 
following the syntax.

• 𝑠 ⊧ 𝑃 (𝑊 |d)(w) ≤ 𝑐 iff the probability of a given weight w on the posterior distribution 𝑃 (𝑊 |d) is no greater than a constant 𝑐.

• 𝑠 ⊧ 𝑃 (𝑌 |x, w)(𝑦) ≤ 𝑐 iff, given a neural network with weight w, the probability of predicting the input x as 𝑦 is no greater than 
a constant 𝑐.

• 𝑠 ⊧ 𝑃 (𝑌 |d, w)(𝑐) iff, given a neural network with weight w, the probability of a label 𝑦 over a set of data d is no greater than a 
constant 𝑐.

• 𝑠 ⊧ y(𝑦) ≤ 𝑐 iff the probability of a label 𝑦 in a distribution (i.e., one-hot encoding) y is no greater than a constant 𝑐.

• 𝑠 ⊧ 𝐷𝐾𝐿(𝜇1, 𝜇2) ≤ 𝑐 iff the KL divergence between two distributions 𝜇1 and 𝜇2 is no greater than a constant 𝑐.

• 𝑠 ⊧ ||𝜇1 − 𝜇2||𝑝 ≤ 𝑐 iff the 𝑝-norm distance between two distributions 𝜇1 and 𝜇2 is no greater than a constant 𝑐.

• 𝑠 ⊧ 𝔼(x,𝑦)∼𝑃 (𝑌 |x, w)(𝑦) ≤ 𝑐 iff, when given a neural network with weight w, the mean of predictive probability on a given label 
𝑦, over a data distribution , is no greater than a constant 𝑐.

• 𝑠 ⊧ 𝔼w∼𝑃 (𝑊 |d)𝑃 (𝑌 |x, w)(𝑦) ≤ 𝑐 iff, on a given input x, the mean of predictive probability on a given label 𝑦, over a posterior 
distribution 𝑃 (𝑊 |d) of weight w on a given dataset d, is no greater than a constant 𝑐.

• 𝑠 ⊧ 𝔼(x,𝑦)∈d𝑃 (𝑌 |x, w)(𝑦) ≤ 𝑐 iff, when given a neural network with weight w, the mean of predictive probability on a given label 
𝑦, over a known dataset d, is no greater than a constant 𝑐.

• 𝑠 ⊧ 𝔼x∈𝑀𝑢𝑡(x))𝑃 (𝑌 |x, w)(𝑦)) ≤ 𝑐 iff, when given a neural network with weight w, the mean of predictive probability on a given 
label 𝑦, over a known set of mutations 𝑀𝑢𝑡 on an input x, is no greater than a constant 𝑐.

• We omit other operators for their standard semantics, including the mathematical operator + and −, the absolute value operator ||, the relational operators ⊆, and logic operators such as ¬, ∨, ∃, ¬, ○, U.

Note that, the computation of 𝑃 (𝑊 |d) will be explained in Section 6.1 and 6.2, and the computation of 𝑃 (𝑌 |d, w) will be explained 
in Section 6.3. 𝑃 (𝑌 |x, w)(𝑦) is the prediction probability that can be obtained directly by reading the output of the classifier, and y is 
a known distribution. The KL divergence and norm distance computation are discussed in Section 6.5. The computation of mean and 
variance is discussed in Section 6.4. The semantics above can be easily extended to deal with formulas such as 𝔼(x,𝑦)∼(||𝑃 (𝑌 |x, w) −
y||2) and 𝔼(x,𝑦)∈d(1 −𝑃 (𝑌 |x, w)(𝑦)). The computation of ∃ and ∀ is explained in Section 6.6. Finally, the diffusion model in Section 6.7

can be utilised to resolve the quantifiers ∃ and ∀ and the posterior distribution 𝑃 (𝑊 |d).
5. Safety, security, and privacy properties

This section formalises several safety, security, and privacy properties with the specification language described in the previous 
section.

5.1. Generalisation

Generalisation concerns the performance of the machine learning model on unseen data (or on the underlying data distribution). 
The following formula 𝜙1

𝑔𝑒𝑛 expresses that the expected loss, measured over the difference between the prediction 𝑃 (𝑌 |x, w) and the 
ground truth 𝑦 on the data distribution , is lower than a pre-specified threshold. Formally,

𝜙1
𝑔𝑒𝑛(w) ≜ 𝔼(x,𝑦)∼(||𝑃 (𝑌 |x,w) − y||2) < 𝜖1𝑔𝑒𝑛 (7)

where y is the one-hot encoding of the label 𝑦 and 𝜖1𝑔𝑒𝑛 > 0 is a small constant. Note that w is the only free variable of the above 
expression, i.e., the evaluation of ||𝑃 (𝑌 |x, w) − y||2 can be done over a state where there is an instance (x, 𝑦). Beyond that, for the 
entire formula 𝜙1

𝑔𝑒𝑛, Section 6.4 explains how it can be evaluated after estimating the data distribution  (as in Section 6.3).

Moreover, generalisation is a concept close to overfitting, which suggests that a model may perform (much) better on the training 
data than on the test data (i.e., the data distribution). We can specify this view – generalisation gap – with the following formula

𝜙2
𝑔𝑒𝑛(w) ≜ |𝔼(x,𝑦)∼(||𝑃 (𝑌 |x,w) − y||2) − 𝔼(x,𝑦)∈d𝑡𝑟𝑎𝑖𝑛

(||𝑃 (𝑌 |x,w) − y||2)| < 𝜖2𝑔𝑒𝑛 (8)

where d𝑡𝑟𝑎𝑖𝑛 is the set of training data and 𝜖2𝑔𝑒𝑛 > 0 is a pre-specified small constant. Intuitively, 𝜙2
𝑔𝑒𝑛 requires that the gap be-

tween the performance on the data distribution, i.e., 𝔼(x,𝑦)∼(||𝑃 (𝑌 |x, w) − y||2), and the performance on the training dataset, i.e., 
𝔼(x,𝑦)∈d𝑡𝑟𝑎𝑖𝑛

(||𝑃 (𝑌 |x, w) − y||2), is bounded and insignificant. Similarly, w is the only free variable of the above expression, and the 
formula 𝜙2

𝑔𝑒𝑛 can be evaluated over a state.

Finally, since a model with good generalisation ability may refer to either of the above cases, we use the following formula

𝜙𝑔𝑒𝑛(w) ≜□(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 ⇒ 𝜙1
𝑔𝑒𝑛(w) ∨ 𝜙2

𝑔𝑒𝑛(w)) (9)
8

to ensure that the perception component has a good generalisation ability whenever it is trained.
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5.2. Uncertainty

The ability to output a prediction and confidence is critical to downstream tasks. While a neural network may output a prediction, 
it is desirable to understand its confidence in making such a prediction. For example, when the neural network is for a perception task, 
a planning module may consider confidence (to understand if the result from the perception module is trustable) when determining 
the actions to be taken in the following steps.

Assume we have a model with weight matrix w and an input x. First of all, we may ascertain the data uncertainty through the 
predictive probability, i.e.,

𝜙1
𝑢𝑛𝑐(w,x) ≜ 𝕍𝑦∈𝐶 (𝑃 (𝑌 |x,w)(𝑦)) > 𝜖1𝑢𝑛𝑐 (10)

which requires the variance of the output probability to be greater than a positive constant 𝜖1𝑢𝑛𝑐 . We note that, a small variance may 
suggest that the predictive probability values of different classes are close to each other [44,45]. Therefore, a greater variance can 
represent a lower uncertainty in this case. Note that the formula 𝜙1

𝑢𝑛𝑐 includes two free variables w and x, which suggests that it can 
be evaluated on a state by providing an input x.

Moreover, we may work with the total uncertainty, i.e., the data and the model uncertainties. In this case, the following formula 
may be considered:

𝜙2
𝑢𝑛𝑐(x) ≜ 𝕍w∼𝑃 (𝑊 |d)(𝑃 (𝑌 |x,w)(�̂�)) < 𝜖2𝑢𝑛𝑐 (11)

where �̂� is the predicted label of x with the model parameterised with w. Intuitively, it is to determine if the variance of the prediction 
on �̂� over the posterior distribution is smaller than a positive constant 𝜖2𝑢𝑛𝑐 . Note that, after the estimation of posterior distribution 
𝑃 (𝑊 |d) (details in Section 6.1 and Section 6.2), the formula can be evaluated on a state.

Finally, we may use the following formula:

𝜙𝑢𝑛𝑐(w,x) ≜□(inference ⇒ 𝜙1
𝑢𝑛𝑐(w,x) ∧ 𝜙2

𝑢𝑛𝑐(x)) (12)

to ensure that, whenever an inference occurs on instance x, the uncertainty over the prediction of x on the model w is low.

5.3. Robustness

Robustness concerns whether or not a perturbation may lead to a drastic change in the output. Simply speaking, a model with 
weight matrix w is robust over an input x can be expressed as

𝜙1
𝑟𝑜𝑏

(w,x) ≜ ∀r ∶ ||r||2 ≤ 𝑐 ⇒ |𝑃 (𝑌 |x + r,w)(�̂�) − 𝑃 (𝑌 |x,w)(�̂�)| ≤ 𝜖𝑟𝑜𝑏 (13)

where r ∈ℝ𝑛 denotes the perturbation. Intuitively, it says that as long as the perturbation is within a range, the predictive probability 
on �̂� is bounded by 𝜖𝑟𝑜𝑏. Note that ||r||2 is not in the syntax but is a syntax sugar for ||r − 0||2, where 0 is an all-zero vector of the 
same shape with r. Similar to the formulas for uncertainty, robustness concerns a certain prediction, and therefore there are two free 
variables, w and x, in the formula 𝜙1

𝑟𝑜𝑏
.

Finally, we may use the following formula:

𝜙𝑟𝑜𝑏(w,x) ≜□(inference ⇒ 𝜙1
𝑟𝑜𝑏

(w,x)) (14)

to ensure that, whenever an inference occurs, the robustness over the prediction of x on the model w is satisfied.

5.4. Data poisoning

Data poisoning suggests that by adding a set d′ of poisoning data to the training dataset d, it can make the model predict a 
specific input x𝑎𝑑𝑣 as a target label 𝑦𝑎𝑑𝑣. Formally, we can write the following formula

𝜙1
𝑝𝑜𝑖

(d,d′) ≜ ∀𝑦 ∶ 𝔼w∼𝑃 (𝑊 |d∪d′)(𝑃 (𝑌 |x𝑎𝑑𝑣,w)(𝑦𝑎𝑑𝑣)) ≥ 𝔼w∼𝑃 (𝑊 |d∪d′)(𝑃 (𝑌 |x𝑎𝑑𝑣,w)(𝑦)) (15)

where 𝔼w∼𝑃 (𝑊 |d∪d′)𝑃 (𝑌 |x𝑎𝑑𝑣, w)(𝑦𝑎𝑑𝑣) returns the probability of labelling x𝑎𝑑𝑣 with 𝑦𝑎𝑑𝑣 after poisoning. Intuitively, 𝜙1
𝑝𝑜𝑖
(d, d′)

suggests that 𝑦𝑎𝑑𝑣 is the predictive label. This expression is stronger than the usual definition of data poisoning as we utilise the 
Bayesian view and obtain the prediction for x𝑎𝑑𝑣 after considering the posterior distribution.

While the targeted classification is required, we may also need to ensure that the poisoning does not affect the performance of 
the training data, i.e.,

𝜙2
𝑝𝑜𝑖(d,d′) ≜ (𝔼w∼𝑃 (𝑊 |d∪d′)(𝔼(x,𝑦)∈d(||𝑃 (𝑌 |x,w) − y||2))) ≤ 𝜖2𝑝𝑜𝑖 (16)

Intuitively, when weighted over the posterior distribution, the average loss on the training data is no greater than a positive constant 
𝜖2
𝑝𝑜𝑖

.

Now, to ensure resistance to the data poisoning attacks, we require the dataset maintained by the attacker, i.e., d𝑎𝑑𝑣, cannot 
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successfully poison the usual training on the training dataset d𝑡𝑟𝑎𝑖𝑛. Then, by defining the formula



Journal of Logical and Algebraic Methods in Programming 137 (2024) 100941S. Bensalem, X. Huang, W. Ruan et al.

𝜙𝑝𝑜𝑖(d,d′) ≜□(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 ⇒ ¬𝜙1
𝑝𝑜𝑖(d,d′) ∨ ¬𝜙2

𝑝𝑜𝑖(d,d′)) (17)

we concretise d and d′ into d𝑡𝑟𝑎𝑖𝑛 and d𝑎𝑑𝑣, respectively, and expect 𝜙𝑝𝑜𝑖(d𝑡𝑟𝑎𝑖𝑛, d𝑎𝑑𝑣) to be satisfiable on the system 𝑀 , which 
expresses that, whenever training is executed, either of the above formulas fails.

5.5. Backdoor

A Backdoor attack is to determine the existence of a trigger r, by which all inputs x will be classified as a specific label 𝑦𝑎𝑑𝑣. 
Formally, we have the following formula

𝜙1
𝑏𝑎𝑐

(w) ≜ ¬∃r∀x∀𝑦 ∶ 𝑃 (𝑌 |x+ r,w)(𝑦𝑎𝑑𝑣) ≥ 𝑃 (𝑌 |x + r,w)(𝑦) (18)

to express the resistance to the backdoor attack. We can also take the Bayesian view, and write

𝜙2
𝑏𝑎𝑐

(d) ≜ ¬∃r∀x∀𝑦 ∶ 𝔼w∼𝑃 (𝑊 |d)(𝑃 (𝑌 |x + r,w)(𝑦𝑎𝑑𝑣)) ≥ 𝔼w∼𝑃 (𝑊 |d)(𝑃 (𝑌 |x + r,w)(𝑦)) (19)

Then, we may have the formula

𝜙𝑏𝑎𝑐(w,d𝑡𝑟𝑎𝑖𝑛) ≜□(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 ⇒ 𝜙1
𝑏𝑎𝑐

(w) ∧ 𝜙2
𝑏𝑎𝑐

(d𝑡𝑟𝑎𝑖𝑛)) (20)

which expresses that both of the above backdoor definitions are satisfied when training a new learning component. It is also possible 
that the backdoor might be achieved through data poisoning, and we may write

𝜙𝑏𝑎𝑐(w,d𝑡𝑟𝑎𝑖𝑛,d𝑎𝑑𝑣) ≜ ¬◊(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 ∧ 𝜙2
𝑏𝑎𝑐

(d𝑡𝑟𝑎𝑖𝑛) ∧ ¬𝜙2
𝑏𝑎𝑐

(d𝑡𝑟𝑎𝑖𝑛 ∪ d𝑎𝑑𝑣)) (21)

which expresses that, there does not exist any time in the future that the model is resistant to the backdoor trigger if trained on the 
usual training dataset but is not resistant if trained on the poisoned dataset.

5.6. Model stealing

Model stealing is to reconstruct a model that is functionally equivalent to the original model. The reconstruction can be conducted 
by first querying a set of data instances and then training a surrogate model with the data instances. First of all, we define the 
following formula

𝜙1
𝑠𝑡𝑒(d1,d2) ≜𝐷𝐾𝐿(𝑃 (𝑊 |d1), 𝑃 (𝑊 |d2)) < 𝜖1𝑠𝑡𝑒 (22)

to express that the two posterior distributions trained on two different datasets d1 and d2, i.e., 𝑃 (𝑊 |d1) and 𝑃 (𝑊 |d2), are similar. 
Second, the following formula expresses that the dataset d is classified well by the original model whose weight matrix is w, i.e.,

𝜙2
𝑠𝑡𝑒(d,w) ≜ 𝔼(x,𝑦)∈d(1 − 𝑃 (𝑌 |x,w)(𝑦)) < 𝜖2𝑠𝑡𝑒 (23)

where 𝜖2𝑠𝑡𝑒 is a small positive constant. We can use 𝜙2
𝑠𝑡𝑒(d, w) to express that d is from the same distribution as the underlying data 

distribution.

Finally, the resistance to the model stealing is to make the following formula hold:

𝜙𝑠𝑡𝑒(d𝑡𝑟𝑎𝑖𝑛,d𝑎𝑑𝑣,w) =□(¬𝜙2
𝑠𝑡𝑒(d𝑎𝑑𝑣,w) ∨ ¬𝜙1

𝑠𝑡𝑒(d𝑡𝑟𝑎𝑖𝑛,d𝑎𝑑𝑣)) (24)

which expresses that either the adversarial dataset is not on the distribution or the reconstruction fails with high probability. That 
is, at any time when the attacker collects a set of adversarial data d𝑎𝑑𝑣 that are on the data distribution, training on d𝑎𝑑𝑣 has a 
significant difference from training on d𝑡𝑟𝑎𝑖𝑛.

5.7. Membership inference

Membership inference is to determine if an instance (x𝑎𝑑𝑣, 𝑦𝑎𝑑𝑣) is in the training dataset or not. Formally, we use

𝜙1
𝑚𝑒𝑚(x, 𝑦,d) ≜ 𝔼w∼𝑃 (𝑊 |d)(𝑃 (𝑌 |x,w)(𝑦)) > 𝜖1,𝑒𝑚𝑒𝑚 ∧ 𝕍w∼𝑃 (𝑊 |d)(𝑃 (𝑌 |x,w)(𝑦)) < 𝜖1,𝑣𝑚𝑒𝑚 (25)

to express that the data instance (x, 𝑦) is on the same distribution as d. Intuitively, the formula 𝔼w∼𝑃 (𝑊 |d)(𝑃 (𝑌 |x, w)(𝑦)) > 𝜖1,𝑒𝑚𝑒𝑚 says 
that, once a model is trained with dataset d, the expected predictive probability of labelling x with 𝑦 is higher than 𝜖1,𝑒𝑚𝑒𝑚. If the 
constant 𝜖1,𝑒𝑚𝑒𝑚 is close to 1, the satisfiability of formula 𝜙1

𝑚𝑒𝑚(x, 𝑦, d) suggests that the instance (x, 𝑦) is on the same distribution with 
d. The other expression 𝕍w∼𝑃 (𝑊 |d)(𝑃 (𝑌 |x, w)(𝑦)) < 𝜖1,𝑣𝑚𝑒𝑚 imposes a stronger condition that the variance needs to be small when the 
positive constant 𝜖1,𝑣𝑚𝑒𝑚 is close to 0.

Based on the above, we have the following formula

𝜙2 (d𝑎𝑑𝑣) ≜ ∀d1∀d2 ∶ (d1 ⊆ d𝑎𝑑𝑣 ∧ d2 ⊆ d𝑎𝑑𝑣 ∧ 𝜙2 (d1) ∧ 𝜙2 (d2))⇒
10

𝑚𝑒𝑚 𝑠𝑡𝑒 𝑠𝑡𝑒

(𝜙1
𝑚𝑒𝑚(x𝑎𝑑𝑣, 𝑦𝑎𝑑𝑣,d1) ⟺ 𝜙1

𝑚𝑒𝑚(x𝑎𝑑𝑣, 𝑦𝑎𝑑𝑣,d2))
(26)
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which expresses that for any two datasets d1 and d2 that are both subsets of d𝑎𝑑𝑣, if they are both on the underlying data distribution, 
the decision on whether the sample (x𝑎𝑑𝑣, 𝑦𝑎𝑑𝑣) is in the training data is unambiguous.

Finally, the resistance to the membership inference is expressed with the following formula:

𝜙𝑚𝑒𝑚(d𝑎𝑑𝑣) ≜□𝜙2
𝑚𝑒𝑚(d𝑎𝑑𝑣) (27)

which suggests that the attacker can never utilise the collected data d𝑎𝑑𝑣 to achieve the membership inference successfully.

5.8. Model inversion

During inference, a model inversion attack infers sensitive information about an instance. Without loss of generality, we assume 
that each data instance includes 𝑚 features 𝑋1, ..., 𝑋𝑚, and 𝑋1 is the sensitive feature to be inferred. Then, given partial information 
about a data instance x (e.g., values of features 𝑋2, ..., 𝑋𝑛), and its predictive label �̂� by a machine learning model 𝑓 , it is to infer the 
value for sensitive feature 𝑋1.

We write 𝑥𝑖 as the 𝑖-th element of x. The following formula expresses that the input x, with the feature 𝑋1 being 𝑥1, is on the 
data distribution, i.e.,

𝜙1
𝑖𝑛𝑣(x[𝑋1 ← 𝑥1],d) ≜ ∃𝑦 ∶ 𝜙1

𝑚𝑒𝑚(x[𝑋1 ← 𝑥1], 𝑦,d) (28)

Note that, we quantify away the label 𝑦 because any label 𝑦 satisfying 𝜙1
𝑚𝑒𝑚(x[𝑋1 ← 𝑥1], 𝑦, d) will be sufficient.

Now, assume that we have two datasets d1 and d2, and two input instances x and x′ whose only difference is on the feature 𝑋1, 
we define

𝜙2
𝑖𝑛𝑣 ≜𝐷𝐾𝐿(𝑃 (𝑊 |d1), 𝑃 (𝑊 |d2)) < 𝜖2,𝑙

𝑖𝑛𝑣
⇒ |𝑥1 − 𝑥′1| < 𝜖2,𝑟

𝑖𝑛𝑣
(29)

which expresses that, as long as the posterior distributions are close to each other, the values of the sensitive feature 𝑋1 are also 
close to each other.

Finally, the resistance to the model inversion is to find the smallest number 𝑘 such that the following formula 𝜙𝑖𝑛𝑣(𝑘) holds:

𝜙3
𝑖𝑛𝑣

(d𝑎𝑑𝑣) ≜ ∀d1∀d2 ∶ ((d1 ⊆ d𝑎𝑑𝑣 ∧ d2 ⊆ d𝑎𝑑𝑣 ∧ 𝜙2
𝑠𝑡𝑒(d1) ∧ 𝜙2

𝑠𝑡𝑒(d2))⇒
∀𝑥1∀𝑥2 ∶ ((𝜙1

𝑖𝑛𝑣
(x[𝑋1 ← 𝑥1],d1) ∧ 𝜙1

𝑖𝑛𝑣
(x[𝑋1 ← 𝑥′1],d2))⇒ 𝜙2

𝑖𝑛𝑣
)) (30)

Intuitively, the second line of Equation (30) says that, as long as x[𝑋1 ← 𝑥1] is on the same distribution with d1, and x[𝑋1 ← 𝑥′1] is 
on the same distribution with d2, the similarity of two posterior distributions (i.e., 𝐷𝐾𝐿(𝑃 (𝑊 |d1), 𝑃 (𝑊 |d2)) < 𝜖2,𝑙

𝑖𝑛𝑣
) will lead to the 

requirement that the two values of feature 𝑋1, i.e., 𝑥1 and 𝑥′1, are very close. In other words, obtaining any dataset of size 𝑘 will 
lead to an unambiguous inference of the feature 𝑋1.

Finally, the resistance to the model inversion attack is to determine the largest 𝑘 such that the following formula holds:

𝜙𝑖𝑛𝑣(d𝑎𝑑𝑣) ≜□𝜙3
𝑖𝑛𝑣(d𝑎𝑑𝑣) (31)

to make sure that the model inversion attack can never succeed.

5.9. Interpretability

There are many different definitions of interpretability. Here, we follow a popular definition that maps an 𝑛-dimensional instance 
x into a weighted map 𝑒𝑥𝑝(x) ∶ {1, ..., 𝑛} → [0, 1] on the input features. The weighted map 𝑒𝑥𝑝(x) can then be displayed as a saliency 
map, as the explanation of the decision made by the machine learning model on x. The weighted map can be normalised into a 
probability distribution, and we assume so in the following discussion.

First, we may require as a criterion of a good explanation that the output of the neural network does not have a major change 
(expressed as the 𝐿∞ norm distance less than a constant 𝜖1

𝑖𝑛𝑡
) when masking less important input features according to the weighted 

map x. Formally, we let

𝜙1
𝑖𝑛𝑡(x) ≜ 𝕍x′∈𝑀𝑢𝑡𝑒𝑥𝑝(x)(x)(||𝑃 (𝑌 |x′,w) − y||∞) < 𝜖1𝑖𝑛𝑡 (32)

where 𝑀𝑢𝑡𝑒𝑥𝑝(x)(x) is a set of mutations that mask less important input features from x according to the weighted map 𝑒𝑥𝑝(x). We 
may require the masking of important features to lead to a significant change in the predictive output, and we omit the details for 
the space limitation.

Beyond the correctness criterion as set up in Equation (32), there is also research on requiring the robustness of explanations, i.e.,

𝜙2
𝑖𝑛𝑡(x) ≜ ∀r ∶ ||r||2 ≤ 𝑐 ⇒𝐷𝐾𝐿(𝑒𝑥𝑝(x + r), 𝑒𝑥𝑝(x)) < 𝜖2𝑖𝑛𝑡 (33)

which states that the explanation, expressed as a probability distribution 𝑒𝑥𝑝(x), does not change significantly when subject to 
perturbations.

Finally, a specification for the interpretability of an instance x by a weighted map 𝑒𝑥𝑝(x) can be expressed as follows:
11

𝜙𝑖𝑛𝑡(x) ≜□(inference ⇒ 𝜙1
𝑖𝑛𝑡(x) ∧ 𝜙2

𝑖𝑛𝑡(x)) (34)
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5.10. Fairness

Fairness concerns whether certain sensitive features may have a causality relation with the decision-making. Without loss of 
generality, we assume 𝑋1 is the sensitive feature. Then, the fairness can somewhat be re-stated as that the predictive distribution of 
letting the sensitive feature 𝑋1 have the value 𝑥1 is the same as the predictive distribution of letting the sensitive feature 𝑋1 have 
the value 𝑥′1, i.e.,

𝜙1
𝑓𝑎𝑖

(w,x) ≜ ∀𝑥1∀𝑥′1 ∶𝐷𝐾𝐿(𝑃 (𝑌 |x[𝑋1 ← 𝑥1],w), 𝑃 (𝑌 |x[𝑋1 ← 𝑥′1],w)) < 𝜖𝑓𝑎𝑖 (35)

for 𝜖𝑓𝑎𝑖 a small constant. Intuitively, this means that any value of 𝑋1 does not make a noticeable difference. Similar as the previous 
properties, we may write

𝜙𝑓𝑎𝑖(w,x) ≜□(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 ⇒ 𝜙1
𝑓𝑎𝑖

(w,x)) (36)

to ensure that the fairness can be preserved whenever a new perception component is trained.

6. Verification of properties

From the language MLS2, we can see that most of the constructs can be easily evaluated. For example, 𝑃 (𝑌 |x, w) can be obtained 
by simply querying the model of a wight matrix w with the input x, and 𝔼𝑣(𝛾) and 𝕍𝑣(𝛾) can be obtained by enumerating over all 
elements in the finite set if we know how to evaluate 𝛾 . Nevertheless, a few other constructs might require significant computational 
effort to evaluate, which we will discuss below.

6.1. Estimation of posterior distribution 𝑃 (𝑊 |d) through MCMC

MCMC is a family of algorithms to sample a probability distribution usually defined in a high-dimensional space. These algorithms 
perform Monte Carlo estimates by constructing a Markov chain with the desired distribution as its stationary distribution. The more 
samples we draw, the more closely the distribution of the samples matches the desired distribution.

Given an unknown distribution 𝑃 (𝑊 |d), different MCMC algorithms will construct Markov chains with different probability 
transition matrices. In the following, we briefly describe the Metropolis-Hastings algorithm, the most common MCMC algorithm, and 
the Markov chain constructed by this algorithm.

A Markov chain is a tuple 𝑀(𝑊 |d) = (𝑆, w0, 𝑇 , 𝐿), where 𝑆 is a set of states, w0 ∈ 𝑆 is an initial state, 𝑇 ∶ 𝑆 × 𝑆 → [0, 1] is a 
probability transition matrix, and 𝐿 is a labelling function. The construction of 𝑀(𝑊 |d) proceeds by first sampling w0 from 𝑃 (𝑊 |d)
as the initial state, and then gradually adding states w𝑛+1 to 𝑆 and updating the transition matrix 𝑇 until it converges. Let 𝐻 be a 
transition matrix for any irreducible Markov chain whose state space supports of 𝑃 (𝑊 |d). Suppose the last sample we draw is w𝑛. 
We generate a new sample w𝑛+1 as follows:

1. Choose a proposal state w′ according to the probability distribution given by 𝐻(w′|w𝑛).
2. Calculate the acceptance probability of the proposal w′ as

𝐴(w′|w𝑛) = min
(
1,

𝑃 (w′|d)𝐻(w𝑛|w′)
𝑃 (w𝑛|d)𝐻(w′|w𝑛)

)
3. Let 𝑢 ∼Uniform([0, 1]). Accept the proposed value as the new sample if 𝑢 ≤𝐴(w′|w𝑛), that is, let w𝑛+1 = w′. Reject the proposed 

value otherwise, that is, let w𝑛+1 = w𝑛.

The probability transition matrix 𝑇 of the Markov chain constructed by the Metropolis-Hastings algorithm has the following 
probability transition matrix:

𝑇 (w′|w) =
{

𝐻(w′|w)𝐴(w′|w) if w ≠ w′

1 −
∑

w≠w′ 𝐻(w′|w)𝐴(w′|w) otherwise

This Markov chain satisfies (1) the uniqueness of the stationary distribution and (2) the detailed balance convening the desired 
distribution 𝑃 (𝑊 |d), that is, 𝑇 (w′|w)𝑃 (w|d) = 𝑇 (w|w′)𝑃 (w′|d). These conditions guarantee that the constructed Markov chain has 
the desired distribution 𝑃 (𝑊 |d) as its stationary distribution. MCMC algorithms, such as simulated annealing, can converge to a 
global optimum.

6.2. Estimation of posterior distribution 𝑃 (𝑊 |d) through variational inference

MCMC can be computationally expensive when dealing with large dimensional problems. In this case, we may consider an 
alternative approach, i.e., variational inference (VI), which casts the computation of the distribution 𝑃 (𝑊 |d) as an optimisation 
problem. VI assumes a class of tractable distributions  and intends to find a 𝑞(𝑊 ) ∈ that is closest to 𝑃 (𝑊 |d). Once we have the 
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distribution 𝑞(𝑊 ), we can use it for any computation that involves 𝑃 (𝑊 |d).
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We use the KL divergence to measure the distance between 𝑞(𝑊 ) and 𝑃 (𝑊 |d). Formally, we have the following:

𝐷𝐾𝐿(𝑞(𝑊 )||𝑃 (𝑊 |d))
= ∫ 𝑞(𝑊 ) log 𝑞(𝑊 )

𝑃 (𝑊 |d)𝑑𝑊

= 𝔼𝑞(𝑊 )(log
𝑞(𝑊 )

𝑃 (𝑊 |d) )
= 𝔼𝑞(𝑊 )(log

𝑞(𝑊 )
𝑃 (d|𝑊 )𝑃 (𝑊 )

𝑃 (d))

= 𝔼𝑞(𝑊 )(log
𝑞(𝑊 )

𝑃 (d|𝑊 )𝑃 (𝑊 )
) + log𝑃 (d)

=𝐷𝐾𝐿(𝑞(𝑊 )||𝑃 (𝑊 )) − 𝔼𝑞(𝑊 )(log𝑃 (d|𝑊 )) + log𝑃 (d)

(37)

To minimise this, we can minimise the negative log evidence lower bound

𝑉 𝐼 =𝐷𝐾𝐿(𝑞(𝑊 )||𝑃 (𝑊 )) − 𝔼𝑞(𝑊 )(log𝑃 (d|𝑊 )) (38)

The expectation value 𝔼𝑞(𝑊 )(log𝑃 (d|𝑊 )) can be approximated with Monte Carlo integration. Therefore, the optimisation

𝑞(W) ≜ argmin
𝑞(𝑊 )∈

𝑉 𝐼 (39)

can be conducted by iteratively improving a candidate 𝑞(𝑊 ) until convergence. There are GO algorithms for VI, such as [46], which 
guarantees to converge to the 𝜖-global variational lower bound on the log-likelihood.

The computational complexity of VI depends on the distribution class . For example, suppose it is mean field approximation. In 
this case, the complexity is in polynomial time concerning the number of input features. If it is Gaussian process, the complexity is 
exponential for the number of input features.

6.3. Estimation of data distribution  and distribution of predictive labels 𝑃 (𝑌 |d, w)

The estimation of data distribution  usually is based on a set of known data points {(x1, 𝑦1), ..., (x𝑛, 𝑦𝑛)}. This can be done 
through, e.g., Kernel density estimation. We have

̂(x) = 1
𝑛ℎ

𝑛∑
𝑖=1

𝐾(
x − x𝑖

ℎ
) (40)

𝐾 is a non-negative function called the kernel, and ℎ > 0 is a smoothing parameter called the bandwidth. The normal kernel is 
often used, where 𝐾(𝑥) is the standard normal density function. In this case, the obtained estimation ̂(x) is a multivariate Gaussian 
mixture model. GO methods for KDE, such as [47], can converge to a global optimum.

The distribution 𝑃 (𝑌 |d, w) of predictive labels can also be estimated in this way as having the known data points {�̂�|(x, 𝑦) ∈ d}, 
where �̂� is the predictive label of x over network parameterised with w.

6.4. 𝔼𝑢(𝛾) or 𝕍𝑢(𝛾)

Given 𝑢 can be either w ∼ 𝑃 (𝑊 |d) or (x, 𝑦) ∼, and we have suggested in Sections 6.1, 6.2, and 6.3 a few methods to estimate 
distributions 𝑃 (𝑊 |d) and  with error bounds, the expressions 𝔼𝑢(𝛾) and 𝕍𝑢(𝛾) can be evaluated.

6.5. 𝐷𝐾𝐿(𝜇, 𝜇) or ||𝜇 − 𝜇||𝑝
A direct computation of the KL divergence or the norm distance of two unknown high-dimensional distributions, such as the 

posterior distributions, will be hard. However, we can apply VI to estimate two distributions 𝑞1(W) and 𝑞2(W), one for each of the 
distributions. Then, because 𝑞1(W) and 𝑞2(W) are known, we can compute KL divergence analytically. Alternatively, we can compute 
two Markov chains 𝑀1 and 𝑀2 with MCMC and then their distance.

6.6. ∃t and ∀t

The quantifiers ∃t and ∀t will cause a significant increase in computational complexity when they are alternating and when t
represents a high-dimensional variable for either an input x or a set of inputs d. We note that the properties in the previous section 
require at most one alternating between ∃ and ∀.

In robustness verification, GO has been applied in, e.g., [35,14–16,36], but it is mainly for t to represent an input x. For the cases 
where t represents the output 𝑦, for example, Equation (15), we can enumerate all possible values of 𝑦, as the class 𝐶 is usually fixed 
13

and finite. For the cases where t represents a set d of inputs, we can apply similar techniques as in [35,14,36].
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Fig. 7. Forward and reverse diffusion processes.

6.7. Diffusion model

The generative model in deep learning has shown great potential in many fields, especially the latest results from diffusion models, 
such as DALLE2 [48], GLIDE [49], IMAGEN [50]. Diffusion models are two-process models as shown in Fig. 7: a forward process 
(with noise added) and a reverse process (with noise removed). A certain amount of noise is added to the input in T steps through 
the forward process. The input data will become a standard normal distribution when T is large enough. After this, new inputs can be 
produced by sampling from the obtained normal distribution and denoising procedures. Typical diffusion models include denoising 
diffusion probability models (DDPM) [51] and denoising score matching [52,53]. Here, we introduce the former as an example.

Forward diffusion process Specifically, DDPM can be regarded as a T-step Markov chain. Let x𝑡 denote the sample at time t. x𝑡 is 
obtained from x𝑡−1 by adding the following Gaussian noise:

𝑞(x𝑡|x𝑡−1) = (x𝑡;
√
1 − 𝛽𝑡x𝑡−1, 𝛽𝑡𝐈)

where 𝛽𝑡 ∈ [0, 1] is the variance and controls the step size (in practice, 𝛽𝑡 is monotonic over 𝑡, i.e., 𝛽1 < 𝛽2 <⋯ < 𝛽𝑇 ). Thanks to some 
nice properties [51], the samples at any time can be expressed explicitly by the input as follows:

x𝑡 =
√

�̄�𝑡x0 +
√
1 − �̄�𝑡𝜖

where 𝛼𝑡 is a constant equal to Π𝑖=𝑡
𝑖=1(1 − 𝛽𝑖) and 𝜖 ∼ (0, 𝐈).

Reverse diffusion process Contrary to the forward process, the reverse process is a denoising process. It is proved [54] that as long as 
𝛽𝑡 is small enough, the reverse conditional probability 𝑞(x𝑡−1|x𝑡) is also a Gaussian distribution. However, it is difficult to calculate 
and usually is transformed and simplified into a noise prediction problem, that is, the noise added at time t steps. This is achieved 
by training a neural network (parameterised by 𝜃) by repeatedly taking inputs from the dataset and doing the following steps until 
it converges: i) first uniformly sample 𝑡 from [1, 𝑇 ]; ii) second sample a value 𝜖 from  (0, 𝐈); then take gradient descent step on 
∇𝜃||𝜖 − 𝜖𝜃(

√
�̄�𝑡x0 +

√
1 − �̄�𝑡𝜖, 𝑡)||2.

After training, new samples can be generated as follows: i) first sample a noise x𝑇 ∼ (0, I); ii) second, for 𝑡 ∈ [𝑇 , 1] do 𝜖 ∼ (0, I)
if 𝑡 > 1 else 𝜖 = 0 and calculate x𝑡−1 =

1√
�̄�𝑡
(x𝑡 −

1−𝛼𝑡√
1−�̄�𝑡

𝜖𝜃(x𝑡, 𝑡)) + 𝜎𝑡𝜖; iii) finally return x0.

In short, the core of this algorithm is to design the noise added at each step in the forward diffusion process and then train a 
network to predict this noise so that one can sample from the standard normal distribution and generate new samples through a 
series of noise-removing calculations.

Application of diffusion models in verification We discuss how to use the diffusion models to support the verification. The diffusion 
model is a generative model for x, where we can instantiate x by either a model, an input, or a set of inputs. The diffusion model 
will allow us to resolve the quantifiers ∃ and ∀. Suppose such a generative model can be obtained for an object of interest. In that 
case, some system properties can be statistically verified by proposing some hypothesis on the considered objects and then using 
the generative model to generate data for the statistical test. Consider a concrete example that verifies whether the generalisation 
of an object detection module in an autonomous driving system is sufficiently good for corner cases. To this end, a corner case 
dataset needs to be designed according to some requirements, such as being fair enough regarding the number and diversity of 
scenes. A possible solution is as follows: i) first, design such a generative model based on the limited existing data; 2) second, use 
this generative model as a simulator (sampling from the z latent space in Fig. 7) to perform hypothesis testing on the generalisation 
ability of the considered object detector model to corner cases; 3) finally, one can analyse the hypothesis testing results and conclude 
if the generalisation is good enough or not. In addition, it can also be an alternative technique for the posterior distribution 𝑃 (𝑊 |d).
6.8. Error bounds

MCMC and VI, as statistical methods, are subject to errors, unlike formal proofs that yield binary answers. Nevertheless, errors 
can be theoretically bounded. The accuracy measure and error bounds of MCMC have been well studied. See, for example, Chapter 
12 of [55]. While the classic variational inference (VI) is usually criticised for its lack of theoretically justified post-hoc accuracy 
measures, some recent research shows that it is possible to have validated variational inference with mild assumptions and improved 
workflow. For example, [56] shows that rigorous bounds on the error can be obtained using their improved workflow.
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For KDE, the discussion on its error bound can be found in textbooks such as [57].
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7. Related works

We review some work that formalises the specification for learning-enabled autonomous systems. [58] formalises requirements 
for the runtime verification of an autonomous unmanned aircraft system based on an extension of propositional LTL, where temporal 
operators are augmented with timing constraints. It uses atomic propositions such as “ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙𝐼𝑛𝑡𝑟𝑢𝑑𝑒𝑟𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 > 250” to express 
the result of the perception module without considering the sensory input and the possible failure of getting the exact value for the 
variable ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙𝐼𝑛𝑡𝑟𝑢𝑑𝑒𝑟𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒. [41] introduces a specification language based on LTL, which utilises event-based abstraction 
to hide the details of the neural network structure and parameters. It starts considering the potential failure of the perception 
component and uses a predicate 𝑝𝑒𝑑𝑒𝑠𝑡𝑟𝑖𝑎𝑛(x) to express if x is a pedestrian (referring to the ground truth). However, it does not 
consider the predicate’s potential vulnerabilities, such as robustness and uncertainty. [59] proposes Timed Quality Temporal Logic 
(TQTL) to express monitorable [60] spatio-temporal quality properties of perception systems based on neural networks. It considers 
object detectors such as YOLO and uses for example 𝐷0 ∶ 𝑑1 ∶ (𝐼𝐷, 1), (𝑐𝑙𝑎𝑠𝑠, 𝑐𝑎𝑟), (𝑝𝑟, 0.9), (𝑏𝑏, 𝐵1) to denote an object 𝑑1 in a frame 
𝐷0 such that it has an index 1, a predictive label 𝑐𝑎𝑟, the prediction probability 0.9, and is in a bounding box 𝐵1. Therefore, 
every state may include multiple such expressions and then a TQTL formula can be written by referring to the components of the 
expressions in a state. Unlike previous attempts, our specification language for machine learning considers not only the functionality 
(i.e., the relation between input and output) of a trained model but also the training process (where objects such as training datasets, 
model parameters, and distance between posterior distributions are considered). With this, the language can express the safety and 
security properties that describe the attacks during the lifecycle stages.

We also mention the current efforts on the verification of deep learning. The algorithms can be roughly categorised into constraint-

solving based methods [11], abstract interpretation based methods [31,32], global optimisation based methods [10,14,34], and 
game-based methods [35,36]. However, these works are focused on robustness, and it is unclear whether and how the techniques 
can be extended to consider other properties described with MLS2.

8. Conclusions

This paper makes an attempt to use a formal specification language to describe ten different safety and security properties of 
machine learning models. The language can describe input-output relations and the relations between training data and trained 
models. To verify properties expressed with the language, we suggest global optimisation methods to deal with basic constructs such 
as posterior distributions. We hope this forms a new step toward the communication between formal methods and machine learning.

This new step opens many opportunities for the future exploration of this topic. The first is to figure out algorithms with lower 
computational complexity in theory. Two aspects that require attention, one on the estimation of the posterior distribution 𝑃 (𝑊 |d)
and the other on the quantifier ∀t. For 𝑃 (𝑊 |d), it is highly dimensional due to the sizes of d and 𝑊 , which will render the estimation 
algorithms such as MCMC and VI become less accurate. For ∀t, we need to consider all possible instantiations of t, which can have a 
very significant number considering the high dimensionality of t. Even if a theoretical improvement cannot be achieved, any practical 
method to reduce computational intensiveness would also help. The second is to figure out the error bounds for any specification 
formula of MLS2. The discussion on the error bounds in Section 6.8 is only for the atomic propositions, and we still need to know 
how the error bounds propagate through the operators in MLS2.
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