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Islamophobia is a rising area of concern in the current era where Muslims face discrimination and receive negative perspectives 

towards their religion, Islam. Islamophobia is a type of racism that is being practiced by individuals, groups, and organizations 

worldwide. Moreover, the ease of access to social media platforms and their augmented usage has also contributed to spreading 

hate speech, false information, and negative opinions about Islam. In this research study, we focused to detect Islamophobic textual 

content shared on various social media platforms. We explored the state-of-the-art techniques being followed in text data mining 

and Natural Language Processing (NLP). Topic modelling algorithm Latent Dirichlet Allocation is used to find top topics. Then, word 

embedding approaches such as Word2Vec and Global Vectors for word representation (GloVe) are used as feature extraction 

techniques. For text classification, we utilized modern text analysis techniques of transformers-based Deep Learning algorithms 

named Bidirectional Encoders Representation from Transformers (BERT) and Generative Pre-Trained Transformer (GPT). For 

results comparison, we conducted an extensive empirical analysis of Machine Learning algorithms and Deep Learning using
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conventional textual features such as the Term Frequency-Inverse Document Frequency, N-gram, and Bag of words (BoW). The 

empirical based results evaluated using standard performance evaluation measures show that the proposed approach effectively 

detects the textual content related to Islamophobia. In the corpus of the study under Machine Learning models Support Vector 

Machine (SVM) performed best with an F1 score of 91%. The Transformer based core NLP models and the Deep Learning model 

Convolutional Neural Network (CNN) when combined with GloVe performed best among all the techniques except SVM with BoW. 

GPT, SVM when combined with BoW and BERT yielded the best F1 score of 92%, 92% and 91.9% respectively, while CNN 

performed slightly poor with an F1 score of 91%.

Keywords: Islamophobia, Hate Speech, Text Mining, BERT, GPT3, Transformer

1 INTRODUCTION

Islamophobia refers to racism directed towards Islam or Muslims which might take the form of speech, text, news, 

attitude, conduct, or feelings. Any derogatory reference to Islam, Muslims, mosques, rituals, religious activities, or 

holy books shows the source of Islamophobia [1]. It is one of the most visible forms of racism in the modern-day, but 

it is still not being given due attention and consideration as a global issue. The internet and social media are the 

primary means of disseminating Islamophobic propaganda around the world. According to the national report on 

Islamophobia in Belgium, in year 2017, a higher percentage of political debates and legalized actions in the country 

were noticed involving Muslim women's headscarves, halal meat slaughter, and other Islamic traditions [2]. In China, 

there has also been a considerable increase in anti-Muslim activities. According to a poll done in China in 2018, 

Muslim respondents have faced challenges such as the unjust representation of their faith in public and media 

channels, as well as discrimination in their lifestyle in terms of job, education, health, and security [3]. According to 

the European Islamophobic report 2019, such religion-based discrimination, hate speech, and abusive social media 

posts directed at the Muslim community fuel anti-Islamic actions. Recent occurrences such as the Christchurch 

terrorist attack, an assault attempt on a Birmingham Mosque by a man named Philip Manshaus, and several physical 

attacks in the UK in the aftermath of the Christchurch incident demonstrate Islamophobia [4]. 

Although the United Nations designated March 15, 2022, as Islamophobia Day
*
 in response to a plea made by 

Pakistan's Prime Minister, Mr. Imran Khan, there is still a long way to go before this hatred can be eliminated 

because there is no widely accepted reasonable definition of it, making it difficult to compare its intensity across 

location, time, social media platform, or internet source. Aside from that, the number of Muslims differs throughout 

countries, which determines the intensity of Islamophobic activity in a specific region, and there is no unique method 

for examining it in general. A lack of personal understanding capability while studying Islam, a shallow and non-

concrete understanding of facts about Islamic practices, a negative attitude, chauvinism, a hostile nature, and 

irresponsible behaviour toward other religions are some of the factors that may contribute to this new type of racism. 

According to a survey conducted in the United States prior to the 1993 World Trade Centre bombing, most of the 

population had little or no knowledge about Islam but still had unfavourable impressions, while the remainder of the 

population with favourable impressions had some background knowledge about Islam. This is due to the prevalence 

of misleading, violent, and terrorist-related news about Islam on social media and the internet. Most of the time, when 

someone unfamiliar tries to learn or study something about Islam on social media, they only get negative feedback [5].
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The role of social media in spreading content against Islam is evident. Most social media platforms have created 

manual procedures and means for the timely detection and rectification of anti-Islamic, anti-religious, and bigotry 

content, but there is still a long way to go in terms of automation. The goal is to get rid of the manual process of 

examining each news story, social post, or comment in favour of deploying an automatic system that can take a 

corpus of textual data as input and detect and classify good information from wasteful stuff. Natural Language 

Processing (NLP), Machine Learning (ML), and Deep Learning (DL) developments have offered the means for the 

construction of such automated systems that can accomplish the task efficiently and accurately [6]. These ML and DL 

techniques are most widely used in the sentiment analysis of the textual content from social media platforms and 

have yielded excellent outcomes thus far. 

In the proposed study, we focused on automatically classifying online textual content in social media. For this 

purpose, we extracted, pre-processed, and prepared two datasets, one of them is extracted from the google fact-

checking platform by utilizing its Application Programming Interface (API) with the keywords related to Islam, and the 

other Islamophobic tweets twitter data is from an online platform. We analyzed data using textual features like Term 

Frequency – Inverse Document Frequency (TF-IDF) and Bag of Words (BoW), word embeddings like Word2Vec and 

Global Vectors for Word Representation (GloVe), topic modelling using Latent Dirichlet Allocation (LDA), core NLP 

transformer-based models named BERT and GPT. The whole corpus of the study is portioned into several layers 

where at first the data is passed through the phases of pre-processing, feature extraction techniques, and topic 

modelling. We also utilized the famous NLP transformer-based algorithms Bidirectional Encoders Representation 

from Transformers (BERT) and Generative Pre-Trained Transformer (GPT) for the classification. The extracted 

features using textual features, word embeddings, and topic modelling techniques are then provided as input to the 

four ML models Random Forest (RF), Support Vector Machine (SVM), Logistic Regression (LR), Naïve Bayes (NB), 

and two DL models Long Short-Term Memory Network (LSTM) and Convolutional Neural Network (CNN) for 

performance comparison of ML and DL models. In the end, results are evaluated based on standard performance 

measures of accuracy, precision, recall, f-measure, and Area Under the Curve (AUC). 

This research work presents the following contributions:
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 An Islamophobic content classification model is proposed to extract features from the Islamophobia dataset based on 

conventional textual features, word embeddings 

 Two different datasets are taken from Twitter and fact-checking websites respectively. The datasets are prepared, pre-

processed, balanced, and then provided as input to the classifiers. 

 Comparison of conventional ML and DL algorithms results has been made with the results achieved by Transformer-based 

models BERT and GPT 

 To evaluate the accuracy of the classifiers, several performance evaluations measures have been utilized named as 

Accuracy, Precision, Recall, F1-score, AUC 

 GPT and SVM when combined with BoW and outperformed with an F1 score of 92%, 92% and 91.9% respectively. DL 

model CNN performed best when with an F1 score of 92% when evaluated using GloVe.

The rest of the research article is organized with respect to sections as follows. Section 2 presents the existing 

approaches and conducted research for Islamophobic content classification. Section 3 explains the detailed insights 

into the proposed methodology with the progression of phases from data acquisition, feature extraction, and 

classification using ML and DL models. Section 4 presents the demonstration of all the conducted experiments and 

their results in the form of tables, figures, and charts along with extensive discussion and companions. Section 5 

provides an elaborative summary and conclusion of the proposed work.



2 RELATED WORK

In recent years, we have seen an increase in the number of studies regarding different religious groups in terms of 

their color, religion, gender, representation, and equality level. With the increase in anti-Muslim and anti-Islamic 

activities around the world in the form of social media content, online articles, and hate speeches, there have been 

several studies on the topic of Islamophobia [7]. In the past, most of the studies on the topic of Islamophobia were 

investigated in the West, however the first research article on 'Islamophobia' revealed the stories of Indonesian 

Muslim youth. The study reveals that Islamophobia is a kind of systematic attack on Islam and Muslims. Young 

Muslims in Indonesia demonstrated a surge in speech and action against Islamic customs. The study also finds that 

Muslims can have internalized Islamophobia toward other Muslims. The report suggests preventing and reducing 

Islamophobia by addressing Muslim prejudice in the east [8]. Similarly, most of the considered literature work has 

utilized the applications of NLP and SA to perform analysis of textual content and extraction of features. Both word 

embeddings and transformer-based feature extraction methods have been extensively used. ML, DL, and Core NLP 

Transformer-based models have been employed for Islamophobic content classification. These experiments are 

discussed in detail in the coming sections. This is achieved by various methodologies which are discussed in 

subsection 2.1.

2.1 Islamophobia Detection Approaches 

Mehmood et al [12] worked on a publicly available tweets dataset containing 1290 tweets to perform the hate speech 

detection and isolation from them. Among the collected 1290 tweets, 566 are labelled as negative and 724 are 

labelled as positive. The raw data is passed through various steps of pre-processing such as case folding, 

tokenization, unnecessary words removal, cleaning, and stop words rectification. To perform feature extrication and 

classification, 1D CNN along with variants of Recurring Neural Networks (RNN) is developed and deployed. For 

training the model, 80% of data is used and the rest of 20% is used for model testing. The results are obtained using 

several RNN combinations with CNN. The maximum accuracy is obtained while deploying the CNN with Bidirectional-

LSTM which is 90.13%. Chandra et al [13] performed the analysis on Twitter data for Islamophobic textual content by 

presenting a tweets based CoronaBias dataset. CoronaBias contains 410,990 tweets between the period of February 

2020 to March 2020 and all the tweets contain keywords related to Islam or Muslims. The data annotation is achieved 

using BERT and SVM. For model training, 2000 tweets including positive, negative, and neutral ones are extracted 

and temporal analysis is performed on them using the Pruned Extract Linear Time algorithm. Feature derivation is 

done using non-negative matrix factorization that enhances the capability of the model. The results are analyzed, 

compared, and monitored using graphical visualizations and several measures which show the best-provided 

accuracy results by the proposed BERT model are more than 85% which seems more promising as compared to the 

accuracy of 79% obtained by the SVM. Khan et al [14] collected both English and Hindi tweets data from Twitter 

based on lexicons from Hatebase, an online database for hate speech and trending Islamophobic tags. The data is 

gathered from January 2020 to August 2020. The collected 8438 English and 8790 Hindi tweets are annotated by 

proficient human annotators and passed through several preparation steps of low-case conversion, stop words and 

hyperlinks removal, lemmatization, and tokenization. All the experiments are performed using Word2Vec, GloVe, 

BERT, and n-gram methods TF-IDF and BoW. Furthermore, ML-based models RF and SVM, DL-based CNN, and 

LSTM are employed for the classification of tweets polarity classes. The SVM model provides a good accuracy rate of 

97% on both English and translated tweets because of its integration with Word2Vec and n-grams. Alraddadi et al 

[15] performed Arabic text classification using text and sentiment examination methods. Arabic dataset based on
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personal blogs, journals, and online articles from Google and Yahoo is obtained from the period of February 2021 to 

April 2021. The concerned data is compiled into an Excel spreadsheet using the Octoparse scrapping tool. Standard 

data preparation methods such as stop-words removal, lemmatization, stemming, and normalization are applied to 

the raw data. Word level TF-IDF along with n-grams is implemented for feature selection. For feature derivation and 

data classification as per labels, prepared data is fed to certain ML algorithms including SVM, NB, KNN, LR, and 

MNB. Data is split into 70-30% partition and results are obtained from the model while keeping in view various 

performance monitoring standards. The combination of TF-IDF with SVM provides fruitful results with accuracy above 

97% for word-level, balanced and non-balanced datasets. Vidgen et al [16] analyzed social media-based data to 

classify the content containing strong and weak Islamophobic hate content. A dataset comprised of 140 million tweets 

is obtained from Twitter for the whole year of 2017 and starting six months of 2018. From this data compilation, 4000 

tweets are sampled as a training set and are annotated manually, and the final dataset contains 1341 tweets with 

different hate speech polarities. Many features based on text, word embeddings, and non-textual phrases are derived 

from the data which are then fed to ML algorithms NB, RF, LR, DT, SVM, and CNN for classification purposes. SVM 

and CNN provide the best results and are almost equal in performance with accuracies of 72.17% and 71.14%. The 

results are obtained for various data settings and further evaluated using certain measures. 

Massey et al [17] also performed an analysis of data from social platforms using ML and trend analysis methods 

for the classification of Islamophobic content. The data used in the work is from the year 2017 and is based on 

comments from personal blogs of different writers and authors. The data contains a mixture of left, right, and center-

wing views of politics and are scrapped based on pre-defined Islamic keywords. The experiments are performed on 

400 hand-labeled comments using ML algorithms NB, SVM, Boosting, MAXENT, CART, and RF with 10-cross 

validation. The results compiled with the help of several execution standards indicate that Bagging and RF classifiers 

show almost the same accuracy of 0.66% and that stemming did not help increase the results in this case. Gata et al 

[18] performed the analysis on tweets related to Islamophobia when the Christchurch attack took place in New 

Zealand in 2019. The data used in the study is based on 3115 scrapped tweets from 15 March 2019 when the attack 

took place. The data is passed through several stages of preparation and refinement including tokenization, stop 

words removal, and scrapping. The classification process is carried out using NB and SVM models. The results are 

taken on both the data labeled by valence dictionary and sentiment reasoner. Also, the random oversampling 

technique is used along with the two mentioned ML models for result derivation and comparison. SVM together with 

SMOTE provides the best accuracy of 91.390% and is proved to be above par with other combinations. Ayan et al 

[19] also carried out a sentiment analysis of Twitter data for Islamophobic content detection by collecting 1,62,000 

tweets from August 2018 to September 2018 which are manually labeled as positive and negative by expert 

annotators. Weblinks are removed, letter conversion is done, redundancy is eliminated and word-level TF-IDF is 

applied before passing the data on to ML algorithms Ridge Regression (RR) and NB. The RR classifier turns out to 

be better than the Bayesian classifier both in terms of accuracy of 98.1% and time consumption. Gonzalez-Pizarro et 

al [20] performed contrastive learning for the analysis of hateful sentiments on political data obtained from Papasavva. 

The data contains 134.5M political posts from the period of June 2016 to November 2019. Along with this data, an 

image dataset is also collected from Zannettou containing 5,859, 439 images. To identify Islamophobic content, 

severe toxicity scores are computed from the data, and TF-IDF is applied after certain preprocessing steps. Google‟s 
perspective API and Open AI‟s CLIP model is used for the extrication of features where all images with a cosine 
similarity index of 0.3 or higher are selected and are matched with the textual data. The results provide 69,610 

antisemitic and 101,465 Islamophobic images from the mainstream data compilation with an accuracy of 84%. Saha
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et al [21] discussed the increasing number of hate crimes that have been committed in India as well as the 

significance of examining hate speech in the Hindi language. They used the publicly available dataset of 2019 named 

HASOC, which contained German, Hindi, and English translations. They were able to achieve language neutrality in 

the system by employing the Gradient Boosting model, in addition to the mBERT and LASER embeddings. The 

model developed by them outperformed on Hindi data as compared to English and German data, because of 

imbalanced data. However, their model worked well with Hindi data. The multilingual BERT model known as the 

mBERT is now being trained in 104 different languages. It would have been fascinating to observe how well the 

mBERT model performed on its own when applied to the same data. 

By utilizing 5,846 Syrian and Lebanese political tweets that were categorized as either normal, abusive, or hateful, 

Mulki et al [22] developed a dataset called L-HSAB. They combined NB and SVM classifiers with the more traditional 

n-gram BoW and TF-IDF vectorization techniques. Most of the time, n-gram vectorization using ML classifiers 

outperforms Neural Networks in text classification. These methods, however, are quite domain-specific, and it's 

probable that they won't perform well with material that has been removed from its context. They may also be harmed 

if negative statements are given pleasant implications. For example, the line "Calling Muslims terrorists is a 

stereotype" is an example of a sentence that contains negative adjectives and could be misinterpreted as unfriendly 

or Islamophobic. The traditional n-gram technique can be used to analyze multilingual data as well, but it must be 

trained in the same language as the data. Gitari et al [23] presented an approach for the classification of hate speech 

that consisted of three steps. In the first stage of the process, a rule-based method is applied to the task of 

determining whether text constitutes the subject. The second step includes development of lexicon for hate speech. 

During this step, these lexicon entries serve as features that are based on "negative polarity words," "hate verbs," 

and "theme-based grammatical patterns," respectively. The classification of a text as hate speech depends on the 

presence of these three distinct sorts of characteristics. The lexicon-based methods utilized for the detection of 

Islamophobic content detection from electronic media are not particularly reliable when evaluated using performance 

evaluation measures, despite the fact that they are straightforward and easy to understand. Hate speech, 

inflammatory language, and politically correct material were differentiated using a multi-class classifier that was 

provided by Davidson et al [24]. In order to construct an accurate model, the authors made use of LR in conjunction 

with L2 regularization. The outcomes achieved by this model were positive. Identifying hate speech has also been 

accomplished using hybrid approaches, which involve the combination of several different methods. Wester et al [25] 

have developed a method with the combination of learning and lexical based approaches for hate speech 

classification. This method is one of the strategies that can be used. The authors extracted complicated syntactic and 

semantic elements by employing a lexicon-based technique, which was then put into a learning algorithm. Based on 

the findings, it appears that the hybrid model achieved better outcomes than the individual lexical and learning 

approaches taken separately. A model was constructed [26] that was able to detect hate content and identify the 

communities in Amharic texts that were exposed on the Facebook network. The posts and comments were collected 

from them written in Amharic from suspicious accounts of the involved organizations and individual persons on social 

media and translated them. The appropriate pre-processing was carried out in accordance with the specifications of 

the language to obtain a clean corpus. Following the training of the Word2Vec model, the data was labeled by human 

annotators in accordance with the predefined standards and norms that have been provided. After that, feature 

extraction approaches employing TF-IDF alone, Word2Vec word embedding controlled by TF-IDF, and word N-grams 

were applied. TF-IDF was used to control the word embedding. In experiments, the RNN-LSTM and RNN-GRU DL 

techniques were evaluated and contrasted with the more conventional GBT and RF methods. In the trials designed to
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detect hate speech, the best results were obtained by combining the Word2Vec embedding and the RNN-GRU 

algorithms. This combination yielded an area under the curve (AUC) of 97.85 percent and an accuracy of 92.56 

percent. Furthermore, they show that other RNN issues can be addressed using a more advanced architecture, like 

tree-LSTM, that can learn semantics from letters and word chunks rather than tokens. This makes it possible for the 

architecture to solve other RNN problems. The meanings of words are now being gleaned from the word tokens 

themselves, thus this would be an upgrade over what they have been doing. Using DL, [27] intended to detect 

Amharic bogus news. Since there were no previous resources in the area they wished to study, they used a newly 

collected dataset. Two journalists annotated the data using Facebook's graph API. Guidelines from the news were 

utilized to ensure uniform annotation between annotators, yielding an annotated dataset of 12,000 binary stories. 

They utilized equivalent instances from class, 6,000 for each false and genuine class, to ensure reliable classification 

reports. The CNN model outperforms all others with accuracy of 93.92 percent, precision of 93%, recall of 95%, 

LSTM's, and f1-score of 94%. Using the best two models that performed best, the influence of structural 

normalization on Amharic fake news detection was explored. The results showed that normalization affects 

classification performance by yielding both models‟ F1 scores from 94% to 92%. CNN was the best model found 

during the investigation. 

Islamophobic textual content detection has gotten the attention of researchers nowadays due to an increase in the 

number of incidents that point toward Islamophobia. Due to the lack of publicly available data sets a few research 

studies using ML and DL have been conducted in this regard. Also, there is a lack of usage of multiple textual 

features and word embedding features as well as transformer-based core NLP techniques. Most of the studies 

focused on either conventional textual features or word embeddings with ML and DL models. This results in a huge 

research space available in this area. Therefore, a comprehensive comparison among core NLP transformer-based 

techniques and conventional ML and DL methods is needed to fill the space to some extent in this area. In this 

research study, our focus is to address these research challenges and then develop an effective model that may 

provide an accurate model for Islamophobic content detection using state-of-the-art core NLP transformer-based 

models along with conventional textual features and word embeddings with ML and DL.

3 PROPOSED METHODOLOGY

Let us discuss here the proposed framework and applied algorithms for research experiments. In addition, 

experimental datasets and different performance evaluation measures have been elaborated.

3.1 Proposed Framework 

In this section, the proposed framework and algorithms used for the experimentation are be discussed in detail.
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Fig. 1. Proposed Model Framework

The proposed work focuses on the detection and classification of social media content related to Islamophobia. 

The datasets comprising extreme and hateful content regarding the religion Islam is compiled from Twitter and 

Google fact-checking API. At first, the data is pre-processed and cleaned using several pre-processing techniques 

such as stop words removal, data balancing, lemmatization, and tokenization. Then we explored word embeddings 

and n-grams methods including Word2Vec, GloVe, TF-IDF, and BoW for feature extraction. We utilized topic 

modelling and transformer-based techniques BERT and GPT for the classification of textual Islamophobic content. 

We also utilized conventional ML and DL techniques for the comparison with transformer-based ML models. At the 

end, this study concludes the performance of models based on a comparison of ML algorithms RF, SVM, LR, NB, DL 

algorithms CNN, and LSTM with NLP transformer-based models BERT and GPT. The results achieved by the
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classifiers are evaluated based on performance evaluation measures named Accuracy, Precision, Recall, F-Measure, 

and AUC. The compact flow of the proposed architecture is shown in Fig. 1. 

In this study, to explore the role of textual features in Islamophobic content detection, we explored textual features 

and word embedding with ML and DL classifiers. The word embedding include GloVe provided by the Sandford NLP 

and Word2Vec pre-trained google news corpus. The textual feature extraction methods include BoW and TF-IDF. We 

compared the results achieved by the conventional textual features and word embedding with topic modelling method 

LDA and transformer-based algorithms BERT and GPT for the classification.

3.2 Feature Engineering 

Feature engineering is the process, which specifically extracts those features, which is highly effective for 

experiments for achieving good results. The utilized textual feature extraction and word embedding approaches are 

discussed below.

3.2.1 TF-IDF

TF-IDF is such a measure that evaluates the importance of a phrase or word in a document. It works by computing 

the frequency of words in any concerned document and products them with the inverse frequency of such words that 

appear in multiple documents quite consistently [28]. TF-IDF computes the frequency of documents in each corpus 

through functionality represented in Eq. 1.
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(1) 

To compute TF-IDF for a term t in an single document d, represents the number of times t turns up in 

document d, |C| denotes the overall corpus incorporating a collection of individual documents that further contain the 

said term t. Basically, finds out all such document occurrences where t appears in document d within data 

corpus |C|. 

3.2.2 BoW

BoW is used to extract valuable attributes from textual data that needs to be categorized. A document or phrase is 

viewed as a collection of its words in this model. The model examines whether the document contains any familiar 

words. There are no limits on the grammar or the sequence in which the words appear [29]. BoW creates word bags 

based on Eq. 2. ∑ (2) 

In Eq. 2, denotes the documents that contain the concerned data point d. depicts the scalar weights 

of the frequent word c for concerned data point c included in the document. indicates the weight of frequent 

word c.

3.2.3 Word2vec

Word2Vec employs a three-layered deep neural network to determine the document's perspective and connect 

parallel context phrases. Although BoW is a single algorithm, Word2Vec offers two variants: Skip-Gram and 

Continuous Bag of Words (CBoW) [30]. Word2Vec should be trained on a large and high-quality data set for proper 

word embedding and feature development. Eq. 3 shows the way Word2Vec performs computation using the skip-

gram method.
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∑ ∑ (3)

Where D is the dimension of the data corpus, p denotes the location of inside corpus D, and 

denotes the logarithm of with respect to incrementing placements and co-

occurrences within the document.

3.2.4  GloVe

The GloVe is a count-based model used in unsupervised learning. It builds word embedding in a count-based matrix 

using word co-occurrence as well as generates a large corpus of words and then examines each item individually 

[31]. To generate a lower-dimensional matrix, use the less-weight strategy to create factors. Eq. 4 represents the 

GloVe working logic in its entirety.∑ (4)

3.2.5  Transformer-based Models 

All the NLP models are language models based on transformers. The transformer consists of two main components 

named Encoder and Decoder [32]. The encoder takes words as input to generate embedding that encapsulates the 

meaning of the word while the decoder takes the embedding generated by the encoder to generate the next word 

until the end of the sentence. There are two types of transformer-based models named BERT and GPT. BERT is a 

bidirectional encoders-based model having multiple variants. The other method GPT having two variants GPT-2 and 

GPT-3 is an autoregressive decoders model.

3.2.6 Transformer-based Models 

BERT has a transformer-encoded architecture. It is utilized as a sentence encoder in this study to correctly extract a 

contextual representation of given sentences. BERT overcomes the unidirectional constraint by employing Mask 

Language Modeling [33]. It masks several tokens from the input at random and uses only the input to guess the 

original vocabulary id of the masked word. Masked Language Modeling has increased BERT's ability to outperform 

when compared to previous embedding methodologies. It's a bidirectional system that can handle unlabeled text at 

all levels by conditioning on both left and right contexts. BERT is based on a transformer backend and works on an 

attention mechanism; therefore, it doesn't require any additional ML or DL models to function. An encoder, decoder 

and stacks of fully connected, normalization, and merging layers make up the system. When the attention mechanism 

receives the input data, it maps it to a multidimensional space and calculates the significance of each data point. The 

inputs are then contained in output transformations, and output solutions are generated by the layer stacks in both 

the encoder and decoder. Fig. 2 depicts the general architecture of BERT [34].



Fig. 2. General Architecture of BERT

3.2.7 GPT

Same as BERT, GPT created by Open AI is also a language model having 12 layered and 12 attention head 

transformer decoders model. It explores how to take advantage of massive unlabeled text datasets to fine-tune them 

on limited supervised datasets. Some of the interesting contributions of the GPT model are the input transformation 

for task-specific fine-tuning and keeping language modeling as part of the fine-tuning loss function [35]. There are two 

variants of GPT named GPT2 and GPT3. GPT3 has made some headlines nowadays because it has the capability to 

perform a bunch of NLP tasks and generate human-like text. Few of these tasks that GPT3 can perform include text 

classification, question answering, text generation, text summarization, named entity recognition, and language 

translation. It is a 175 billion parameters DL model capable of generatinf human-like text trained on a large-scale 

dataset having hundreds of billions of words. In short, we can define it as a model that can perform comprehension 

reading and task writing at near human-level expertise. As GPT is an auto-regressive and not a bidirectional model 

like BERT so it is more suited for non-contextual learning-based tasks rather than the tasks dependent on fine-tuning. 

The general architecture of GPT is depicted in Fig. 3.
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Fig. 3. General Architecture of GPT

3.3 Topic Modeling 

Topic modelling is used to locate topics from a bunch of documents. LDA is a topic modelling technique that can be 

used for the classification of text in a document related to a particular topic [36]. The core concept of the working of 

LDA is depicted in Eq. 5. 

(5)

Where is the probability of the topic per document and  is the probability of words per topic equaling 

the  denoted as the probability of word with the topic.

3.4 Machine Leaning Techniques 

ML is a technique that can process and evaluate data using artificial intelligence-based approaches [37]. It has 

several algorithms which take data as input and make a decision about it using the experience of the pattern.

3.4.1 RF

RF consists of an abundant distinct decision tree. RF uses the wisdom of the crowd for model prediction such that 

every decision tree shows the prediction of class, and that class will be a good prediction that has most of the votes 

[38]. It can be used for both regression and classification.

3.4.2 SVM

SVM is the supervised type of ML algorithm. SVM can classify the data into two groups or classes. It needs some 

training data to train and learn the model, then it predicts the new data based on training samples [39]. For high 

dimensional data SVM is more accurate than other classifiers.
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3.4.3 LR

LR is the supervised type of ML algorithm. It is used for the prediction of a categorical dependent variable using a 

given set of independent variables. It is a significant algorithm because it can predict probabilities and classify new 

data using continuous and discrete datasets [40].

3.4.4 NB

NB is also known as a “probabilistic classifier”. NB predicts the classes of new data on the bases of training from the 
attributes of the input data. Attributes are treated independently in NB. It is easy to implement and more suitable for 

very large data [41].

3.5 Deep Learning Techniques 

DL is a type of ML that deals the unsupervised data using artificial intelligence. It is also known as a deep neural 

network. A DL neural network model contains multiple hidden layers. [42]. DL is used to explore the role of DL 

models with textual and word embeddings features. Following DL algorithms are utilized in our proposed model.

3.5.1 CNN

CNN is a DL-based algorithm having several convolution layers. It takes input data and passes to convolution for the 

extraction of features by using filters [43]. The filter applies for means how much data can pass. Then, performed 

computation by max or min pooling layer to reduce the dimensionality reducing the complication. After passing filters, 

multiple features are mapped, and the activation function is passed to the output. The activation function is used to 

set padding to save the loss of data.

3.5.2 LSTM

LSTM is a type of DL algorithm Recurrent Neural Network (RNN). It passes through each and every layer and may 

have multiple hidden input layers [44]. It has better capability of memorizing certain patterns as compared to the other 

DL models due to which it performs better. It learns by taking the relevant information and discarding the irrelevant 

ones.

4 EXPERIMENTATION AND RESULTS

The proposed framework takes input textual data based on Islamophobic news from social media, applies certain 

pre-processing operations on it, extracts useful features using word embedding and n-gram techniques, and finally 

performs classification using four ML algorithms, two DL algorithms and two core NLP transformer-based algorithms. 

A series of experimentation is performed based on word embedding, n-grams, topic modelling using LDA, ML, DL, 

and transformer-based model combinations. The whole experimental process is divided into four experimental 

sections. In the first experiment, n-gram method-based features are given to the four ML-algorithms for classification. 

In second experiment, the word embedding features are first classified using deep CNN and LSTM and then the 

results are evaluated using several performance evaluations measures. In the third experiment, topic modelling 

using LDA is applied on the data and classification of Islamophobic content is performed by utilizing ML algorithms 

and the results are evaluated using performance evaluation measures. In the fourth experiment, core NLP 

transformer-based methods BERT and GPT are applied on the data and results are evaluated. All the experiments
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are performed after balancing the dataset and the results are analyzed based on several performance analysis 

standards including recall, f1-score, accuracy, precision, and AUC. 

4.1 Datasets

To analyze the spread and impact of Islamophobia all over the world, we utilized two datasets. One from the google 

fact checking platform that contains fact checked news articles from various fact checking websites such as PolitiFact 

and Snopes and the other one from GitHub
†
. We extracted fact checked news by utilizing the API provided by Google 

fact checking platform with respect to terms related to Islam such as Islam, Muslims, Quran, Jihad, and women. The 

total number of extracted news articles are 1555. The other data that we made use of in the study does not focus on 

single country or region but is based on tweets delivered from multiple countries worldwide. Certain pre-defined 

hashtags such as #fuckIslam, #Jihadi, #Coronajihad, #Tablighijamat, #TablighiJamaatVirus are used for data retrieval 

within January 2020 to August 2020 based on lexicons from Hatebase [45]. The data is disparate in terms of that it 

does not focus on specific user accounts, but it retrieves data using an un-biased mechanism. The dataset used in 

the study is comprised of 9612 tweets in English language and is pre-annotated by three English-proficient 

annotators. 

The annotators worked on data that did not carry any information about user and tweet identities with it while the 

annotation process was based on set of pre-defined guides for each of the three allotted tweets categories namely 

Islamophobic, about Islam but not Islamophobic and neither about Islam nor Islamophobic. The labels are assigned 

by the annotators very carefully and majority voting-based assignation was also utilized in case of any disagreement. 

2930 tweets in the dataset are marked as Islamophobic, 4336 tweets as non-Islamophobic and 2346 tweets are 

neither Islamophobic nor related to Islam. The dataset summary is depicted in Table 1.

Table 1. Dataset Summary
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Attribute Value

Total tweets 9612 

Tweets containing Islamophobic content 2930 

Tweets about Islam but not Islamophobic 4336 

Tweets neither Islamophobic nor Islamic 2346 

Tweets language English 

Vocabulary size 17861 unigrams 

Total Sentences 5.1 

Average Sentence Length 15.0

†
 https://github.com/hk-mtsu/Language-agnostic-model-Detecting-Islamophobic-content-on-Social-Media/blob/master/Eng-Hin-data/english-

anot-shuffled.csv. Last retrieved on March 21, 2022.



4.2 Dataset Preprocessing and Balancing 

Data pre-processing acts as the base step for any classification task as data is prepared, cleaned and ambiguities 

are removed in this step [46]. The pre-processing steps utilized in this work include letter conversion into lowercase, 

stop words removal, hyperlinks removal, improper full stop and half sentence removal, lemmatization, and 

tokenization. Since the utilized data is compiled randomly through various resources, its classes are imbalanced 

which may prevent the proposed model from performing optimally [47]. To tackle this problem, the class with the most 

tweets is chosen, and tweets are duplicated randomly from the other two classes to maintain an equal frequency of 

tweets within all the considered classes. From this step onwards, the balanced data is used for the experimentation 

and results derivation. Table 2. below depicts the total tweets count in each class after data balancing is performed.

Table 2. Total count for each Tweet class in the Balanced Dataset
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Label Records

Islamophobic 4335 

About Islam Not Islamophobic 4336 

Neither Islamophobic nor About Islam 4335

The formulated vocabulary magnitude for the balanced English data after pre-processing appeared to be of 17861 

unigrams with the distribution of tweet-length set as 14 words per tweet. The same magnitude decreases to 16580 

unigrams after pre-processing data with 8 words per tweet. Table 3. shows some of the frequently occurring words 

included in vocabulary after feature extraction from the dataset.

Table 3. Frequent Words in Dataset after Pre-processing

Sr. No Words

1 Muslim 

2 Islam 

3 Islamic 

4 Quran 

5 Pakistan 

6 Allah 

7 Radical

8 Jehadi 

9 Mohammed 

10 Hindu

4.3 Data Visualization

Let's have a conversation about the data visualization here, as well as the experiments and their findings utilizing the 

Islamophobic content dataset. In this study, the data are quite poorly distributed. There were 2930 occurrences that 

were motivated by Islamophobia, 4336 instances that were not motivated by Islamophobia, and 2746 incidents that



were neither motivated by Islamophobia nor related to Islam. After applying the under-sampling technique to the data, 

the cases that involved Islamophobia were changed to 4325, those that did not involve Islamophobia were changed 

to 4336, and those that involved neither Islamophobia nor Islam were changed to 4336. Following the completion of 

data balancing and pre-processing, we utilized and applied tokenization and lemmatization to the dataset that had 

been pre-processed. Because of this, the total number of words in the dataset is found to be 194286, the total 

number of characters is 940278, and the total number of sentences is 13006. The average length of a word is 5.12 

and the average length of a sentence is 14.93. Fig. 4 presents the data set's word cloud.

Fig. 4. Word cloud of the dataset

Fig. 5 depicts 20 most salient terms of all the 10 topics. To find the best topics, during tokenization unigrams and 

bigrams are taken and provided as input to the LDA. To Bigrams terms are differentiated with underscore sign. All the 

topics are presented using Intertypic Distance Map via multidimensional scaling.
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Fig. 5. Topics and most Salient terms using topic modelling

Fig. 6 represents top 20 most relevant terms from the topic one. About 12.6% of the token are utilized by the first 

topic. The bigram topics presented in the bar chart are differentiated by underscore sign.
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Fig. 6. First Topic most Salient Terms using Topic Modelling

4.4 Machine Learning Algorithm with Textual Features 

In the first experiment of the study, n-grams based features are evaluated using SVM. Table 4. and Table 5. shows 

the results of ML classifiers with TF-IDF and BoW respectively while maintaining the mentioned performance 

standards. SVM is a ML classifier used for the mapping of features into high dimensional space. It is most used for 

the categorization and transformation of data so that it can be used to classify the records into their true classes. We 

applied it to our categorical Islamophobia data in the python programming language workspace using a renounced 

sklearn linear model library along with the n-gram based textual feature extraction techniques. The model is trained 

and tested by utilizing 90% and 10% of the dataset respectively. The SVM with the combination of the BoW method 

achieves a slightly higher accuracy of 91.7% as compared to 90.1% achieved by SVM-TF-IDF.

Table 4. Results ML models with TF-IDF
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TF - IDF

Accuracy (%) F1 Score (%) 
AUC 
(%)

SVM 90.5 91.0 97.8 

RF 86.7 87.0 97.3 

LR 90.3 90.0 97.8 

NB 86.9 87.0 90.2



Table 5. Results of ML models with BoW
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BoW

Accuracy (%) F1 Score (%) 
AUC 
(%)

SVM 91.7 92.0 98.0 

RF 87.6 88.0 97.0 

LR 91.6 92.0 98.5 

NB 77.4 77.0 82.6

In the next experiment, the same n-gram based features are provided to the RF classifier for the detection of 

Islamophobic content. All the four applied ML models are of type conventional, so to analyze the results more deeply 

we also utilized an ensemble model named RF. We did not go for the most used ML model named Decision Tree 

because it is not an ensemble method and comes up with almost the same hyperparameters as RF. The 

experimentation using this model is performed using python programming language and the library used for 

incorporating the model in our space is named sklearn ensemble. The model is trained by utilizing 90% of the dataset 

and tested with 10% of the dataset. 

Table 4 and Table 5 depicts the results of RF-TF-IDF and RF-BoW where evaluation measures remain the same. 

It can be seen in this case also that the RF when applied along with the BoW model achieves a significantly higher 

accuracy of 87.62% as compared to 86.70% achieved by RF using TF-IDF. The combination of RF and BoW also 

achieves a higher f1-score, recall, precision, and AUC values than the RF-TF-IDF model. The experiment to follow 

performs classification based on the same n-gram features as in the above ML models using LR classifier. ML is also 

used for the categorical data classification. The main working of this model starts with the discovery of relationships 

among probabilities and the results of the predicted record. We trained and tested this model upon our categorical 

data using this model in Python language. 90% of the data is utilized for the purpose of training of the model while the 

remaining 10% is utilized for the testing purpose. The library used for importing this model into the experimentation 

workspace is named as sklearn. BoW when coupled with an ML-classifier, LR in this case, again outperforms the TF-

IDF coupled model by achieving better accuracy of 91.62% as compared to 90.31% achieved by LR with TF-IDF. LR-

BoW also performs better in terms of all other performance measures as compared to LR-TF-IDF. 

The last experiment of this section while using an ML-classifier in which GNB is used to classify with the features 

as an input, the same as previous experiments. It helps in the classification of data quickly with its different versions 

by taking each input as an independent variable and predicting the probability of it. The library sklearn is used for 

implementing this algorithm in our codebase. The Gaussian version of the algorithm is used for training and testing 

purposes with data splits as 90% and 10% respectively. In this case, TF-IDF performs better as compared to its 

counterpart and achieves an accuracy of 86.93% as compared to 77.6% achieved by the BoW-based model. GNB-

TF-IDF also performs better in terms of all other performance measures as compared to GNB-BoW.

4.5 Deep Learning Algorithms with Word Embeddings 

After implementing four ML models with derived n-gram features, we move forward to test the role of DL models 

when word embeddings are given as input. In this experiment, a custom CNN is also tested with features extracted



by the word embedding models GloVe and Word2Vec. This model itself is a version of deep neural networks and is 

mainly used for the classification of vectorial data with quality and fast computational powers. While embedding this 

model in our codebase, the same data split as used in ML algorithms is trained and tested upon it. Firstly, Word2Vec 

features are used to train and test the CNN where the 32 epochs are set and a batch size of 10 is maintained for 

model training.

Fig. 7. Training accuracy of CNN using Word2Vec

Fig. 7 shows the visualization of the accuracy ratio for the CNN when it is trained and validated on Word2Vec. 

Afterward, CNN is trained with GloVe based features by maintaining a batch size of 32 and setting the number of 

epochs to 100. For validation, the number of epochs is set to 5 while maintaining the same batch size. Fig. 8 

illustrates the accuracy ratio for the CNN-GloVe model.

Fig. 8. Training accuracy of CNN using GloVe

Table 6. shows the results for both embedding models with CNN based on previously used performance

measures.
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Table 6. Results of Word2Vec and GloVe features with CNN
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CNN

Word2Vec (%) GloVe (%)

Accuracy 89.4 90.6 

Precision 90.0 91.0 

Recall 90.0 91.0 

F1-score 89.0 91.0 

AUC 98.0 98.0

As it can be seen from Figure 8 and Table 6, CNN performs slightly better with GloVe as compared to Word2Vec 

as it achieves better accuracy as well as maintains better evaluation rates as compared to the latter. 

The last part of the experiment in this section includes LSTM. The batch size of LSTM is maintained at 10, the 

number of epochs is maintained at 20, and the embedding, dense, and SoftMax layers are the essential layers that 

comprise LSTM. Figure 9 illustrates the accuracy ratio of the LSTM model after it has been trained and evaluated on 

deep features.

(a). LSTM - GloVe (b). LSTM - BoW

Fig. 9. Accuracy Ratio of LSTM with Word Embeddings

As can be seen in Fig. 9, LSTM progresses from a low level of accuracy to a high level of accuracy when it comes 

to both GloVe and Word2Vec features. In addition to this, as the number of epochs passes, it demonstrates a 

declining loss ratio for both feature sets. Table 7. shows the results for both embedding models with LSTM based on 

previously used performance measures.



Table 7. Results of Word2Vec and GloVe Features with LSTM

LSTM
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Word2Vec 
(%)

GloVe 
(%)

Accuracy 88.6 88.4 

Precision 89.0 89.0 

Recall 89.0 88.0 

F1-score 89.0 89.0 

AUC 97.2 97.7

As it can be seen from Fig. 9 and Table 7, LSTM performs slightly better with Word2Vec as compared to GloVe as 

it achieves better accuracy as well as maintains better evaluation rates as compared to the latter. 

4.6 Machine Learning Algorithms with Topic Modelling 

This section includes experiments using a topic modelling algorithm LDA and ML models. After pre-processing, the 

dataset is sent to LDA for most related topics derivation, where 10 topics are chosen, each with 20 frequent terms, 

and then scaled with a standard scalar before being provided to ML classifiers. Table 8. displays some of the most 

common terms from ten different topics, which were chosen based on their gram weightage.

Table 8. Frequent terms in LDA selected topics

Unigram Terms Bigram Terms

Muslim Muslim brotherhood 

Terrorist Islamic new 

Radical Radical Islamic 

Jihadi Islamic terrorism 

Taliban May Allah 

Moharram Quran verses 

Mosque Happy Eid

In this experiment, the unigrams and bigrams are extracted from the dataset after pre-processing and are given to 

LDA as input. The LDA then throws back the extracted topic based on the fine-tuning of the model. We evaluated 

previously used four ML classifiers on selected topics. The same split of 90% and 10% is used as a train and test set 

respectively. The results achieved by the ML classifiers are shown in Table 9.



Table 9. Results of LDA with ML Models
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SVM – LDA
(%)

RF – LDA
(%)

NB – LDA
(%)

LR – LDA
(%)

Accuracy 73.2 73.9 70.9 74.9

Precision 74.0 74.0 72.0 76.0

Recall 73.0 74.0 71.0 75.0

F1-score 73.0 74.0 71.0 75.0

AUC 80.0 61.8 49.5 67.0

Table 9. depicts the results of LDA with ML algorithms where evaluation measures remain the same. It can be 

seen in this case also that the LR when applied along with the LDA model achieves a significantly higher accuracy of 

74.94% as compared to the accuracies achieved by the other three models. The combination of LR and LDA also 

achieves a higher f1-score, recall, precision, and AUC values than other models as presented below in Fig. 10.

Fig. 10. ML models results comparison with LDA

4.7 Classification with Transformer Techniques 

In this section, the results computed by the core NLP transformer-based models BERT and GPT are shown. BERT 

takes a pre-processed dataset as input, encodes it to embedding representation, performs transformations on it, 

decodes the representations back into vocabulary-based representations, and provides the classification results 

using its deep layers. The same data split is maintained for BERT as well. Table 10. depicts the results achieved by 

BERT and GPT using performance evaluation measures.



Table 10. Results achieved by BERT
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BERT 
(%)

GPT 
(%)

Accuracy 89.0% 91.6% 

Precision 89.0 % 92.0% 

Recall 89.0% 92.0% 

F1-score 91.9% 92.0% 

AUC 89.0% 95.0%

Table 10. depicts the results achieved by BERT and GPT where evaluation measures remain the same as in the 

ML and DL experiments. The BERT model achieves a significantly higher accuracy of 89.31% as compared to the 

accuracies achieved by LSTM, accuracies achieved by experiments using LDA and ML classifiers, RF with both TF-

IDF and BoW and GNB with both TF-IDF and BoW when evaluated with. Fig. 11 presents the performance ratio for 

BERT.

Fig. 11. BERT Accuracy over training Epochs

The last part of the experiment in this section includes GPT. GPT-2 is applied to the data after the same data pre-

processing and balancing. Both BERT and GPT-2 are core NLP transformer models that excel at a variety of NLP 

tasks. The use of decoder blocks in GPT-2 versus encoder blocks in BERT is a significant difference between the two. 

As a result, GPT-2 is mostly employed for textual data generation. Because GPT2 is a decoder transformer, the last 

token of the input sequence is used to predict the next token. For Islamophobic content classification, the last token in 

the input sequence is used. We tokenized the text input data so that it can be provided as input to GPT-2 model.



Tokenization is done using Hugging Face transformers GPT2Tokenizer. A pre-trained GPT-2 model is used to 

generate the classifier for Islamophobic content classification. The linear layer is added on top of GPT-2's 12 layers of 

decoders. As a result, GPT-2 generates three numbers, one for each of the three classes: Islamophobic, Not 

Islamophobic, and Not Islamophobic but not related to Islam. The batch size of GPT2 is maintained at 16, and the 

number of epochs is maintained at 5. The results achieved by GPT using performance evaluation measures are 

shown in Table 11. 

The GPT model achieves a significantly higher accuracy of 91.6% as compared to the accuracies achieved by 

LSTM, and CNN, accuracies achieved by experiments using LDA and ML models, RF with both TF-IDF and BoW, 

and GNB with both TF-IDF and BoW when evaluated with. Fig. 12 illustrates the accuracy ratio of the GPT2 model.

Fig. 12. GPT Accuracy over Training Epochs

4.8 Comparison of Results between Applied Approaches 

All the experiments performed for the proposed work are discussed in detail in the preceding section along with the 

results. From the first experiment where textual features are given as input to the ML models, it is quite evident that 

the experiments done upon features extracted by n-gram models TF-IDF and BoW through four ML models have led 

to the observation that BoW performs better with ML models as compared to TF-IDF. BoW when classified using 

SVM, RF, and LR provided better results in terms of accuracy and other performance measures than its contender. 

TF-IDF only outperformed when it is coupled with GNB models. This proves that BoW-based features are better to be 

utilized in the case of proposed work. Among all the ML classifiers, SVM performed best with an accuracy of 90.7%. 

The reason that SVM outperformed all classifiers is that SVM by its nature can find good parameter settings without 

any kind of parameter tuning. 

In the second experiment where two DL models CNN and LSTM are fed with word embeddings GloVe and 

Word2Vec, the first model custom CNN performed best with respect to the second model LSTM when combined with 

word embedding models. CNN-GloVe model proved to be the better one among the two as it achieved better results 

on all performance standards as can be visualized in Fig. 13.
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Fig. 13. Performance Comparison of Word2Vec and GloVe with CNN

The second DL model LSTM in the second experiment is also used for classifying Islamophobic content using 

word embeddings Word2Vec and GloVe. Unlike CNN, where CNN when combined with Word2Vec performed best, 

the LSTM-Word2Vec model showed decent results when classification is performed with the combination of 

Word2Vec as compared to GloVe. The comparison can also be visualized in Fig. 14.

Fig. 14. Performance Comparison of Word2Vec and GloVe with LSTM

From both DL models in the second experiment, CNN performed best with a significant difference in the scores 

achieved by performance evaluation measures with an accuracy of 90.6%. The use of the max-pooling layer to 

extract high-dimensional features from textual material and the LSTM to capture long-term dependencies between 

word sequences accounts for CNN's successful performance. 

The third experiment of the corpus contains experiments using ML classifiers and topic modelling using the 

algorithm LDA. From the third experiment, it is quite evident that the experiments done upon topics extracted through 

LDA classified using four ML models have led to the observation that LDA overall does not perform well with all the 

ML models. However, LR and RF performed best among others with a huge difference in the scores achieved by 

performance evaluation measures.LR yielded the best accuracy of 74.9% among all the classifiers used with LDA. 

The reason behind the best performance of LR when combined with LDA is that both models are often used for the
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classification of populations or groups. Therefore, when the topics in form of a group a provided as input to LR, it 

yielded the best results as compared to other classifiers. 

The last experiment of this study includes core NLP transformer-based models BERT and GPT. BERT performs 

better on average and achieves an accuracy of 89.31% which lies somewhere in between the maximum accuracies 

yielded by ML and DL models. Fig. 15 shows the comparison of BERT results with ML best performing algorithm 

SVM, DL models, and LDA best performing model LR.

Fig. 16. Performance Comparison of GPT with ML, DL, and LDA Best Performing Models

Fig. 15. Performance Comparison of BERT with ML, DL, and LDA Best Performing Models

The second algorithm of this experiment includes GPT-2 for classifying Islamophobic content. GPT outperforms all 

ML models with textual features, DL with word embeddings, LDA with ML models, and the transformer model BERT 

with an F1 score of 92%. Fig. 16 shows the comparison of GPT results with ML best performing algorithm SVM, DL 

models, LDA best performing model LR and BERT.

4.9 Comparison of Results with Existing Islamophobia Studies 

Here we made a comparison of previous studies' results with the proposed studies' results. Although the previous 

studies have not utilized both textual features and word embeddings to test the performance of classification models, 
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we just compared their achieved results. Table 11. depicts the results achieved by previous studies and the proposed 

study F1 score results conducted on Islamophobic content detection.

Ref Algorithm Results

Table 11. Results comparison with previous Islamophobia studies
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Mehmood et al [12] CNN F1 score = 90.1

Chandra et al 
[13]

BERT F1 score = 88.0 

Alraddadi et al 
[15]

NB F1 score = 89.0 

Vidgen et al 
[16] 

SVM F1 score = 77.3 

Massey et al 
[17]

RF F1 score = 66.0 

Proposed Model SVM, CNN, RF, RF-LDA BERT, GPT

SVM – F1 score = 92.0 
CNN – F1 score = 91.0 
RF – F1 score = 88.0 

BERT – F1 score = 91.9 
GPT – F1 score = 92.0

It can be seen from Table 11. that the proposed study yielded the best results than the previously conducted 

studies even though the previous studies have not utilized different variants of Transformer techniques and DL 

techniques with different word embeddings. This leads us toward the conclusion of the study which is discussed in 

section 5.

5 CONCLUSION

A worrying trend is a rise in the number on social media platforms of news that is rooted in bigotry and is either untrue 

or extremist or misunderstood when it comes to Islam and Muslims. This kind of propaganda can reach people all 

over the world, and as a result, some very serious acts could be taken against the Muslim population. The work that 

is being proposed centres on the classification of such Islamophobic information derived from the data on fact-

checking websites and Twitter. Textual features and word embeddings have been derived from the dataset. The main 

purpose of deriving these features is to optimize the dataset and increase the accuracy of the classifiers. To evaluate 

the performance of the classifiers, the proposed work used data from several data enhancement and cleaning steps. 

Word embedding and n-grams methods including Word2Vec from Google News Vectors, GloVe from Stanford library, 

TF-IDF, BoW, BERT, and GPT are later implemented to derive vital features from the data. Topic modelling is also 

applied to the data to find the most important topics using LDA. Several performance evaluation measures have been 

utilized to measure the performance of the classifiers. The performance evaluation measures utilized in the proposed 

work are Accuracy, Precision, Recall, F1-score, and AUC. 

The classification of data is performed using four ML algorithms with textual features TF-IDF and BoW, two 

custom-developed DL algorithms CNN and LSTM with word embeddings Word2Vec and GloVe, four ML algorithms 

utilizing topics extracted by LDA, two core NLP transformer-based models BERT and GPT. The transformer-based 

model GPT performs better than ML models with textual features, DL models with word embeddings, and ML models



with topic modelling. In the future, to achieve more accurate results, different variants can be utilized as well as 

transformer model GPT-3 can be applied to the data because it is trained on a much larger number of parameters 

then GPT-2. Other DL models such as RNN and Generative Adversarial Networks (GANs) and their combination with 

LSTM and CNN can be utilized. Also, the size of the dataset can be increased to yield more accurate results as there 

is too much fewer data available on the topic of Islamophobia. 
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