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Abstract—There are various security-critical decisions routinely made, on the basis of information provided by peers: routing
messages, user reports, sensor data, navigational information, blockchain updates, etc. Jury theorems were proposed in sociology to
make decisions based on information from peers, which assume peers may be mistaken with some probability. We focus on attackers
in a system, which manifest as peers that strategically report fake information to manipulate decision making. We define the property of
robustness: a lower bound probability of deciding correctly, regardless of what information attackers provide. When peers are
independently selected, we propose an optimal, robust decision mechanism called Most Probable Realisation (MPR). When peer
collusion affects source selection, we prove that generally it is NP-hard to find an optimal decision scheme. We propose multiple
heuristic decision schemes that can achieve optimality for some collusion scenarios.

Index Terms—Multi-source decision making, Provable decision making, Malicious feedback, Collusion attacks, Trust evaluation
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1 INTRODUCTION

Online users or agents often experience situations where
they need to make decisions without sufficient direct expe-
rience or observations, e.g., deciding whether to install an
app. Feedback from peers helps make informed decisions.
For example, the rating system of an app store enables its
users to share comments about whether an app crashes,
whether its user interface is friendly, and whether it respects
privacy. In trust-based secure routing, reports about the
reliability of a node from witnesses can be referred to decide
whether to choose it as the next hop [1]. Moreover, sharing
security information such as indicators, malware reports
and threat intelligence reports allows users or organisations
to learn from the experience of peers, thereby improving
their security posture [2], [3].

The crucial commonality between these scenarios, is
the possibility of a malicious source (attacker) reporting
fake feedback, potentially causing harmful decisions. For
example: compromised accounts providing fake reviews
on malware in an app store, leading to more downloads;
spurious routing messages causing network traffic to pass
through a compromised device; or bogus reports of suspi-
cious activities wrongfully blocking a service or an account.
Malicious feedback can be a security threat.

The issue of the quality of crowd-wisdom in multi-
source decision making is well-studied. Already in 1785,
Marquis de Condorcet formulated Condorcet’s Jury Theo-
rem [4], which deals with a simple scenario of jurors stating
a verdict which may be correct with some probability p.
Current research expands upon these results for increas-
ingly more realistic scenarios. A core assumption of Jury
Theorems is that jurors are honest, but may inadvertently
provide bad verdicts with some probability, e.g., due to
insufficient knowledge or competence. Such an assumption
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is not suitable for an adversarial setting, where malicious
sources may exist and how probable they report the truth
is part of their strategies, which is neither deterministic,
nor probabilistic and could even be adaptive depending on
how decisions are made. Rather than modifying the Jury
Theorems to encompass adversarial behaviour, we derive
new results mathematically from the basic definitions. While
our results bare some similarity to the Jury Theorems, there
are fundamental differences as well, as we will discuss.

Our foundational idea is to consider malicious sources
(attackers) strategically providing feedback to manipulate
decision making, whereas honest sources report the option
that corresponds to the correct decision. Rather than having
a probability of feedback being correct, we use a probability
of the source being honest. To make our results general,
we do not assume specific attack strategies and consider
the entire attack space. The attackers are assumed to know
the decision scheme, since relying on secrecy is a poor
practice for security (e.g. NIST recommends against this in
systems security [5]). We aim to reason about the robustness
of a decision scheme in a provable way, which is crucial
especially for security-critical decisions.

There are two properties that are desired for a decision
scheme. One we define is ε-robustness, meaning that the
probability that the scheme decides correctly is at least 1− ε,
no matter what feedback attackers provide and with what
probabilities. Another is optimality, meaning that no other
decision scheme has better robustness.

The probability of receiving specific feedback depends
partially on attack strategies, which in turn depend on how
the feedback is used in decision making. Instead of rea-
soning about specific feedback, we investigate under what
circumstances a correct decision can be ensured regardless
of the attacker feedback, which is referred to as being non-
manipulable. Typically, we want to be non-manipulable un-
der the more probable circumstances. We propose to reason
about which sources behind the feedback may be honest
such that the feedback is generated, defined as realisations.
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All possible feedback under a realisation defines its attack
space. A scheme is non-manipulable under a realisation if it
decides correctly in its entire attack space. The set of all the
non-manipulable realisations determines the (guaranteed)
accuracy level of a decision scheme. The goal is to have a
decision scheme such that there are fewer and less probable
realisations under which manipulation is possible.

We propose a decision scheme named Most Probable Real-
isation (MPR). The idea is to always trust the most probable
realisation behind the given feedback. Although MPR is
relatively simple, it is proved to be robust and optimal,
when sources are independent regarding how probable they
are to be honest. Even in some settings without source
independence, MPR remains to be optimal. When sources
may be dependent, we prove that the general problem of
finding an optimal decision scheme is NP-hard, with a
representation of the probability distribution of realisations
as an input. We explore several greedy heuristics for find-
ing suitable decision schemes. For a specific distribution
of realisations, we propose a polynomial-time solution for
finding the optimal deterministic decision scheme. It is used
to demonstrate that probabilistic schemes may outperform
deterministic schemes.

Finally, we discuss how our work relates to some other
domains of multi-source decision making such as the social
choice theory, truth discovery and information fusion etc,
specifically where they coincide and where they differ.

2 SECURE DECISIONS BASED ON FEEDBACK

We aim to introduce a general methodology to approach
feedback in a way that allows resistance to manipulation
by design. If the probability that the attacker successfully
manipulates the decision is less than ε, then we achieve
ε-robustness. Our decision, therefore, is guaranteed to be
correct with probability 1 − ε, despite manipulation at-
tempts. In this section, we introduce the concepts and the
framework required to reason about decision circumstances,
manipulation and decision accuracy etc.

2.1 Model
Decisions are made using a decision scheme. A decision
scheme is a function that outputs a decision based on the
received feedback. The feedback comes in the form of a
discrete value (called an option) selected by a source1 in
a given set. Consider an example of deciding whether to
install a software based on its security property, the feed-
back set includes two options: “is malware” and “is not
malware”. Based on the knowledge about the sources, if the
scheme outputs the second option, then the action “install”
is selected. Formally:

Definition 1 (Decision Scheme).

– There is a set of sources S = {s0, . . . , sn−1}.
– There is a set of feedback options O = {0, . . . ,m− 1}.
– There is a set of decisions Q = {0, . . . , µ − 1}. Only one

decision is correct in a decision making task.

1It does not matter for our purposes whether the abstract term
“source” represents a person, an agent or a device. As long as it
provides manipulative data if it is (controlled by) an attacker, but
accurate information if it is not.

– Feedback f ∈ F is an n-tuple: f = (f0, . . . , fn−1), where
fi represents the feedback option reported by source si :
si ∈ S and fi ∈ O.

– A decision scheme is a function D : F → Q.

A decision scheme works in a specific context, which is
defined by S,O,Q. For different contexts, a system needs to
select which decision scheme is appropriate. For example,
given O,Q, different schemes are required for n = 10 and
n = 100. A decision mechanism selects an appropriate decision
scheme, based on the context.

We use the following running example throughout the
paper to demonstrate the relevant concepts and theorems.

Example 1. There are three sources S={s0, s1, s2} and three
options O=Q={A,B,C}. If s0 provides feedback A, then
f0 = A. If, furthermore f1 = C and f2 = B, then we write
f = ACB instead of (A,C,B).

Intuitively, the feedback of an honest source does not
depend on what decision scheme is used and is not affected
by attackers’ choices. We call this the weak assumption of
honesty. In this paper, we make a stronger simplified as-
sumption, namely that there is a one-to-one correspondence
between which decision is correct, and which feedback
honest sources provide. We call this the strong assumption
of honesty2. To simplify the notation, the strong assumption
is modelled in the way that the feedback provided by an
honest source is the correct decision.

For malicious sources, they are free to report any option
in O. Malicious sources are aware of what the decision
scheme is. Their feedback depends on our choice of D .
Extending Example 1, suppose that A is the correct decision,
only s0 is honest, and that f0 = A and f1 = B. Take D1 such
that D1(ABA) = A and D1(ABB) = B. Here, the malicious
source s2 will report B, because then D1(f) = B, thus
forcing a wrong decision for D1. We may try to be clever
by choosing the opposite of what the third source reports,
and use D2 such that D2(ABA) = B and D2(ABB) = A to
reflect this. However, s2 will adaptively report A in this case
– again forcing a wrong decision. As a result, how probable
it is to receive a specific feedback is undefined, as it depends
on the attacker. Hence, a decision scheme shall not be based
on specific feedback or attack strategies.

We propose to reason about the circumstances under
which decisions are always correct, regardless of what the
feedback is, to bypass investigating any specific feedback
or attack strategy. We introduce the notion of realisations to
capture this. Formally, a realisation defines which sources
are honest and which are malicious:

Definition 2 (Realisation). A realisation r ⊆ S is the set of
sources that are honest.
The set of all the realisationsR is the powerset of the set of sources:
|R| = 2|S|. The complement of a realisation is: r = S \ r.

In Example 1, we have in total of 23 realisations, where
{s1} and {s3} are examples. Hasse diagrams can be used
to represent a finite partially ordered set [7]. Figure 1(a)
presents the subset relations of the realisations in Example 1.

2We’ve discussed in detail where the two assumptions apply in our
previous work [6]
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(a) Diagram of subset relations (b) Diagram of intersections

Fig. 1. Diagrams depicting Example 1

We use the phrase “under realisation r” to denote the
decision circumstance that “all s ∈ r are honest and all s ∈ r
are malicious”.

For the received feedback, a decision maker does not
know the realisation behind it, i.e. who exactly are mali-
cious. Depending on the decision scheme, manipulation is
possible under some realisations, but impossible under the
others. Our goal is to make decisions such that there are
fewer and less probable realisations in which manipulation
is possible.

The notion of realisations turns out to be a useful tool
to model the entire attack space. Given a correct decision,
all the feedback which can possibly be received under a
realisation defines its attack space.

Definition 3 (Attack Space). The attack space is a function
a : Q×R → F . If the correct decision is c and the realisation is
r, then a(c, r) = {f ∈ F | ∀s ∈ r, fs = c} is the set of all the
possible feedback we could receive.

Observe that if a realisation is a subset of another
realisation, then it includes the attack space of the lat-
ter: if r ⊆ r′, then a(c, r′) ⊆ a(c, r). In Example 1,
if A is the correct decision, then for realisation {s0, s1},
a(A, {s0, s1})={AAC,AAA,AAB}. And, e.g., {s0, s1} ⊆ S ,
so a(A,S) = {AAA} ⊆ a(A, {s0, s1}) . The empty-set reali-
sation (where all sources are attackers) is a subset of all the
realisations, and accordingly, its attack space is a super set
of all the possible attack spaces – in fact it is the set of all
possible feedback F . The inclusion relations of attack space
can be visualised by reversing the arrows in Figure 1(a).

Also observe that ∀ r′ 6=r, ∃ c, c′ s.t. a(c, r′) ∩ a(c′, r) 6= ∅.
Specifically, for two disjoint realisations, there exist distinct
decisions so that their attack space must be intersecting: if
r∩r′=∅, then ∃ c6=c′ s.t. a(c, r)∩a(c′, r′)6=∅. In Example 1,
the feedback AAB exists in both a(A, {s1}) and a(B, {s3}).
Whatever decision is made given AAB, it will be wrong in
at least one of the two cases. That is, correctness of decisions
cannot be guaranteed for the two realisations at the same
time. Or decision mechanisms which can achieve this do
not exist. We introduce non-manipulability to capture the
idea of “guaranteeing correct decisions”:

Definition 4 (Non-Manipulability). A decision scheme D is
considered non-manipulable under a realisation r when: ∀ c ∈
Q and ∀ f ∈ a(c, r), D(f) = c.

The set of all non-manipulable realisations for D is
denoted as RD .

From the observation on attack space, if r is non-
manipulable and r⊆r′, then r′ must also be non-
manipulable (since a(c, r′) ⊆ a(c, r)). For any decision
scheme, a realisation and its complement cannot be non-
manipulable at the same time:

Lemma 1. ∀ r∩r′=∅,@ D s.t. both r and r′ are non-manipulable.

Proof. Refer to the observations made for attack space.

Definition 5 (Attainable). A set of realisations R ⊆ R is
attainable, A(R), if and only if there exists a decision scheme
D such that R ⊆ RD .

An attainable set is maximal if there is no attainable set
which is a strict superset.

As it turns out, whether or not a set of realisations is at-
tainable is characterised by a simple predicate, not involving
actual decision schemes or feedback. This characterisation is
the basis of our claim that we do not need to focus on actual
feedback. A set of realisations is attainable, if and only if
every pair of realisations share at least one source:

Theorem 1. A(R) if and only if ∀ r1, r2 ∈ R, r1 ∩ r2 6= ∅.

Proof. The condition is necessary as we have already ob-
served above that if r1 and r2 are disjoint, then they cannot
both be non-manipulable.

We show that the condition is also sufficient for A(R) by
constructing a decision scheme D such that R ⊆ RD . Pick
D such that ∀ f ∈ F , if there exists a realisation r ∈ R and
decision c ∈ Q such that ∀ s ∈ r, fs = c, then D(f) = c.
If there are multiple realisations r1 and r2 where ∀ s ∈ r1,
fs = c and ∀ s′ ∈ r2, fs′ = c′, then c = c′, since r1 and r2

share at least one source. Hence D has at most one output
per f , such that we require D(f) = c, and thus D exists.

An attainable set of realisations is an example of an
intersecting family. This is a well-studied class of families in
extremal set theory. And we use some of the results from the
field. In Figure 1(b), every pair of intersecting realisations
are linked with a dotted line. Any complete subgraph is an
intersecting family, and so is an attainable set of realisations.

Realisations are a powerful tool in our framework, but
are not useful for standard Jury Theorem models. Jury
Theorems usually only model the probability of a source’s
reporting the truth, without reasoning the intention behind
e.g., whether the correct feedback results from a malicious
strategy. For instance, consider f=AAB and c=A in Exam-
ple 1. With our modelling of realisations, four circumstances
are all possible, namely both the first two sources are honest,
either of them is malicious but report the truth, or both of
them are malicious. However, Jury Theorems would con-
clude that only the third source reports incorrectly, ignoring
whether the first two are strategic. The probabilities found
in Jury Theorems are, by necessity, included in the range of
the probabilities we find (often as boundary probabilities).
Extremal set theory is a branch of mathematics that is partic-
ularly useful for reasoning about realisations.

2.2 Extremal Set Theory

A family is a set of subsets of some fixed set. In our case, a
set of realisations is a family, which are themselves subsets
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of the set of sources S. Of particular interest for us are in-
tersecting families, which are families such that each pair of
members of the family is non-disjoint. This matches exactly
the condition of Theorem 1. A maximal family is a family to
which no set can be added without breaking a property. For
instance, in Figure 1(b), the intersecting family consisting of
{s1, s2, s3}, {s2, s3}, {s1, s3}, {s1, s2} is maximal.

Extremal set theory is the study of the maximising fami-
lies under some restrictions. One of our contributions is that
decision schemes can be seen as intersecting families, and
our goal is to maximise the weight of this family. Hence, we
introduce some concepts from extremal set theory.

In a maximal intersecting family R, if r ∈ R and r ⊆ r′,
then r′ ∈ R, since any intersecting element between the set
r ∈ R and t ∈ R is also an intersecting element between
r′ and t. Furthermore, either the set r or r = S \ r is an
element of R, but never both (since r ∩ r = ∅). For the sake
of contradiction, assume neither r nor r is in R. Either r has
an intersecting element with every t ∈ R, in which case we
can add r to R, or there exists some t ∈ R such that r∩ t = ∅,
but then t ⊆ r and we can add r to R

We use the notion of a rank [8]:

Definition 6. The kth rank of a family R, denoted Rk, is the
subset of R consisting of members of cardinality k.

Hence, a member (realisation) r : r ∈ Rk if and only if
|r| = k. For instance, refer to Figure 1(a), R is the family in
concern, and all the realisations with two sources (located
in the second row) form a R2 rank. The notion of ranks
allows us to formulate a non-trivial property of (maximal)
intersecting families. There is a bound on the size of a rank
if its members do not contain over half of the elements in
the fixed set (e.g., the rank consisting of the members in the
third row of Fig 1(a)). This is known as the Erdös-Ko-Rado
Theorem [9]. Considering the families of realisations R and
the fixed set S, the theorem is:

Theorem 2. For any intersecting family R, for any k ≤ n/2,
|Rk| ≤

(
n−1
k−1

)
.

We introduce the notion of a shadow (∆) of a rank
set Rk to represent the set of realisations that take away
a single element. So ∆Rk = {r | |r| = k − 1, r ∪ {s ∈
S} ∈ Rk}. Conversely, the shade (∇) of Rk is the set of
realisations obtained by adding one element. The Kruskal-
Katona Theorem provides a lower bound on the shadow
of a rank set [10]. It provides a complicated bound on the
ratio between cardinalities of neighbouring ranks. Lovász
provides a simplified (but weaker) formulation [11], which
is sufficient for our purpose:

Proposition 1. For x ∈ R, if |Rk|=
(
x
k

)
, then |∆Rk| ≥

(
x
k−1

)
.

2.3 Probability
At least half of the realisations in R are manipulable (since
r and r cannot both be non-manipulable). Hence the pos-
sibility that an arbitrary decision scheme gets manipulated
is always non-zero. However, it may be the case that ma-
nipulable realisations are improbable. We can define the
probabilistic notion of ε-robustness to capture the idea that
the probability of being under a manipulable realisation, is
at most ε. To do so, we introduce probability in this section.

First, let random variable C model what the correct
decision is. The outcomes of C are from the set Q: c ∈ Q.
Let random variable R model the realisation we are under,
and its outcomes are from R: r ∈ R. Let random variable
I be the decision. Based on the law of total probability, the
probability of making the wrong decision is: p(I6=c | C=c) =∑

r∈R p(R = r | C = c) · p(I 6= c | R = r,C = c). Whether
a source is honest or not does not depend on C. Hence,
p(R = r | C = c) = p(R = r). Define the distribution Φ on R
s.t. Φ(r) = P (R = r). The distribution Φ provides a context
of the sources to a decision maker, by defining how probable
it is that certain sources are honest.

Some distributions Φ may benefit decisions more than
others. We define a specific well-defined class as monotonic:

Definition 7 (Monotonicity). A distribution Φ is monotonic
when r ⊆ r′ implies Φ(r) ≤ Φ(r′).

Let random variable F denote the received feedback, and
f : f ∈ F be its outcome. Given realisation r and the correct
decision c, all possible feedback is in the attack space a(c, r),
which is the support of F. The decision I takes the value of
D(f). p(I 6= c | F = f) = 1 iff D(f) 6= c. Hence: p(I 6= c |
R = r, C = c) =

∑
f∈a(c,r)∧D(f) 6=c p(F = f | R = r, C = c).

We use a shorthand notation to describe the probability
distribution of feedback in an attack space: β(r, c)(f) =
p(F = f |R = r, C = c). Since honest sources only report
the correct decision under the strong assumption, the dis-
tribution β(r, c) is purely determined by attackers. Different
β(r, c) describes different strategies of the attackers within
the space a(c, r).

With Φ and β, we can derive a general formula
of the probability of deciding incorrectly (or error rate)
Err(D ,Φ, β) = p(I 6= c | C = c):

Err(D ,Φ, β) =
∑
r∈R

∑
f∈a(c,r)∧D(f)6=c

Φ(r) · β(r, c)(f) (1)

Crucially, the error rate depends on the strategy of the
attackers, which we cannot make assumptions about.

2.4 Properties
We are interested in two properties of a decision scheme,
namely robustness and optimality. A decision scheme that
is robust and optimal has a guaranteed upper-bound on
manipulability, as small as possible. These are the properties
desired for secure-decision making.

Robustness means resistance to manipulation. We do not
want to assume any attack strategy to define robustness.
Instead, we consider all possible distributions β within a
relevant attack space. Robustness in a context Φ is then
determined by the maximal error rate w.r.t different attack
strategies:

EΦ(D) = maxβ (Err(D ,Φ, β)) (2)

Definition 8 (ε-robustness). Given a value ε, a set of sources S
and a distribution Φ of realisations, a decision scheme is ε-robust
when for all distributions β of feedback:

∀β Err(D ,Φ, β) ≤ ε.

Equivalently, we can say EΦ(D) ≤ ε. A simple computa-
tion exists for robustness:
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Theorem 3. If a decision scheme D is ε-robust, then∑
r∈R\RD

Φ(r) ≤ ε.

Proof. It suffices to prove that EΦ(D) =
∑

r∈R\RD
Φ(r),

meaning the maximal error rate is determined by how
probable it is to be under a manipulable realisation. Refer
to Definition 4, if r ∈ RD , then ∀c,f∈a(c,r)(D(f) = c).

Refer to the inner sum of Equation 1, if r ∈ RD (be-
ing non-manipulable Definition 4), then @f∈a(c,r) (D(f) 6=c),
and accordingly

∑
f∈a(c,r)∧D(f) 6=c β(r, c)(f)=0. Contrarily, if

r 6∈ RD (being manipulable), then ∃f∈a(c,r) (D(f)6=c). Let
β(r, c)(f) = 1 for that f . Then, trivially, the inner sum∑

f∈a(c,r)∧D(f)6=c β(r, c)(f)=1, reaching its maximum. And
accordingly, this choice of β makes Err(D , r, β) reaches its
maximum, which is

∑
r∈R\RD

Φ(r).

The proof suggests that the attacker can maximise the
error rate by always forcing a wrong decision when the
realisation is manipulable. Exactly which feedback they use
to accomplish this is irrelevant. This supports our idea that
one should reason about realisations rather than specific
feedback or strategy.

For a sufficiently large ε, many decision schemes will be
ε-robust. In general, we are interested in selecting a decision
scheme that can be claimed to be robust with a minimal ε;
i.e. the scheme that has maximal robustness. This idea is
captured by the optimality property:

Definition 9 (Optimality). For a given distribution Φ of reali-
sations, D is optimal when for all D ′, EΦ(D) ≤ EΦ(D ′).

Or, equivalently, an ε-robust scheme D is optimal if there
does not exist a scheme D ′ which is ε′-robust and ε′<ε.

3 MOST PROBABLE REALISATION

Before we propose a decision mechanism, consider Exam-
ple 1: f = ACC. Typically, with no adversaries, the focus
would be on determining the probabilities of A and C being
the right decisions, given some feedback e.g., p(C=A|F=f).
The weighted majority voting (WMV) mechanism3 does ex-
actly this – as it does not assume adversarial behaviour.
However, how probable the feedback is received depends
on the strategies of attackers of which we do not assume
any knowledge.

Multiple realisations are possible in the example: 1) only
s0 is honest; 2) both s1 and s2 are honest, and 3/4) either s1

or s2 is honest; 5) all the three are attackers (∅). In typical
WMV, only 1) and 2) are considered. In the mechanism we
propose, the decision follows the most probable realisation
behind the feedback. Formally:

Definition 10 (Most Probable Realisation (MPR); X ).
X (f) = argmaxc∈Omaxr∈R\{∅} : f∈a(c,r) Φ(r).

An important technical observation is that if we make
the correct decision for some feedback f , then any feedback
f ′ in which the correct feedback from f is present will also
lead to the correct decision, even if the remaining feedback
is possibly something completely different:

3The typical decision mechanism for extending Condorcet’s Jury
Theorem to arbitrary independent probabilities.

Lemma 2. Given feedbacks f and f ′, such that ∀i(fi ∈ {c, d}∧
(fi = c =⇒ f ′i = c)), if X (f) = c then X (f ′) = c.

Proof. Since every c in f is also a c in f ′:
∀r(f ′∈a(c, r) =⇒ f∈a(c, r)); and since, for whatever e 6= c,
every e in f ′ is a d in f : ∀e 6= c, r(f∈a(e, r) =⇒ f ′∈a(d, r)).
Therefore maxr∈R:f∈a(c,r) Φ(r) ≤ maxr∈R :f ′∈a(c,r) Φ(r) and
similarly maxr∈R:f∈a(d,r) Φ(r) ≤ maxe∈O,r∈R :f∈a(e,r) Φ(r).
Hence if c is maximal for f then it is also maximal for f ′.

This implies that the set of realisations yielded by MPR
is a maximal intersecting family:

Theorem 4. For every realisation r, r ∈ RX or r ∈ RX .

Proof. Define f as fi = c if si ∈ r and fi = d if si ∈ r. The
most probable realisation rmax yielding f is non-empty, so
∃si∈rmax(fi = c ∨ fi = d), hence X (f) = c or X (f) = d. Via
Lemma 2, X (f ′) = c for all f ′ ∈ a(c, r) – or X (f ′) = d for all
f ′ ∈ a(d, r); hence r ∈ RX or r ∈ RX .

3.1 Independent Sources

First, consider the scenario where the honesty of different
sources are independent e.g., when they are selected ran-
domly by the decision maker. Sometimes sources are treated
as interchangeable (e.g., when it is difficult to characterise
individual sources), the majority rule can be applied. Al-
though simple, it has been proved in Condorcet’s Jury The-
orem that the decision accuracy of majority rule improves
if there are more sources, and that accuracy (probability)
converges to 1 (infallibility)4, thus proving the effectiveness
of relying on crowd wisdom.

In practice, we may have knowledge about each source
and be able to evaluate their probability of being honest
individually, e.g., by evaluating witness trustworthiness [12]
(see Section 5.3). Intuitively, a decision should be more
inclined to feedback from a more probably honest source.

There are n sources, and each has a probability to be
honest p0, . . . , pn−1, p is the joint probability. Assuming
these n probabilities are mutually independent, Φ(r) =∏
s∈r ps ·

∏
s∈r(1 − ps), denoted as ϕn,p. In Figure 2(a), we

depict Example 1 with values p = (0.8, 0.7, 0.6); note, e.g.,
{s0, s1} = p0 · p1 · (1 − p2) = 0.8 · 0.7 · (1 − 0.6) = 0.224.
A realisation r containing source si, with pi < 0.5 will
never be the most probable realisation, since ϕn,p(r) =
ϕn,p(r\{si})· pi

1−pi < ϕn,p(r\{si}), and a(c, r\{si}) ⊇ a(c, r).
Hence, we assume without loss of generality that pi ≥ 0.5
for any source si. In Figure 2(b), we show an example
where p = (0.65, 0.6, 0.42) and p2 < 0.5. Notice that the
dashed area contains realisations that are more probable
than the ones with s2 added. Hence, we can simply focus
only on the dashed area (and multiply all probabilities by

1
0.58 to normalise). Let n,p (∀si , pi ≥ 0.5) define the context
of decision making and denote MPR under independence
assumption as Xn,p.

4Under the assumptions that sources are independent and report
correctly with a same probability of over a half.
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(a) Well-behaved example. (b) Example with p3 ≤ 1/2.

Fig. 2. Two examples of independent distributions ϕ.

3.1.1 Properties of Xn,p

First, notice Xn,p is monotonic (with assumption pi ≥ 1/2):

Proposition 2. Distribution ϕn,p is monotonic.

Proof. If r′ = r ∪ {sk}, then ϕn,p(r′) = ϕn,p(r) · pk
1−pk , and

pk ≥ 0.5. General case follows inductively.

Given a pair of complementary realisations r, r, Xn,p is
non-manipulable under the more probable one.

Lemma 3. If ϕn,p(r) > ϕn,p(r), then Xn,p is non-manipulable
under r.

Proof. Via Theorem 4, r ∈ RXn,p or r ∈ RXn,p . Take f , s.t.
fi = c if si ∈ r and fi = d if si ∈ r. Since ϕn,p is monotonic,
the maximising realisation for deciding d on f is r. As
ϕn,p(r) > ϕn,p(r), r is most probable for f , so Xn,p(f) = c.
Finally, via Lemma 2, for all f ′ ∈ a(c, r), Xn,p(f) = c.

Theorem 5. Xn,p is ε-robust for:

ε ≥
∑

r∈R|ϕn,p(r)>ϕn,p(r)

ϕn,p(r)

Proof. Combine Lemma 3 with Theorem 3.

Given the same set of sources whose probabilities of
being honest are independent (given ϕn,p), there does not
exist a decision scheme that is more robust than Xn,p, i.e.,
E(Xn,p) is minimal.

Theorem 6. Given n sources with probability of honesty p, Xn,p

is optimal.

Proof. Lemma 1 proves for any D , r, r and r̄ cannot co-exist
in RD . Hence, max |r| = 1/2|R|. RXn,p consists of realisations
that are at least as probable as their complementary ones.

While MPR is optimal, it turns out that a setting with
independent sources allows for lots of effective decision
schemes. Any decision scheme that has an attainable set
which is a maximal intersecting family does better than fifty-
fifty:

Theorem 7. For any R, such that A(R) and |R| = 2n−1,
En,p(R) ≤ 1/2.

Proof. Since A(R): if r ∈ R then r ∪ {s ∈ S} ∈ R. Rewrite∑
r∈R ϕ(r) ≥ |R|

|R| to:
∑

r∈R
∏
i∈r pi ·

∏
i∈S\r(1 − pi) ≥ |R|

2n ,
where n = |S|.

Take base case n = 1, so w.l.o.g. S = {s0}. If R = ∅,
then |R|2 = 0; if R = {{s0}}, then p0 ≥ 1

2 , because p0 > 1/2;

R = {∅} is disallowed by assumption; R = {∅, {s0}}, then
p0 + (1− p0) ≥ 2

2 = 1.
For the induction step, we have S ′ = S ∪ {sn}. Partition

R into R+
1 and R2, where R+

1 contains the realisations with
sn and R2 the realisations without sn. Let R1 be the set
of realisations from R+

1 with the source sn removed from
each realisation. By distributing out the terms pi and 1− pi,
we see:

∑
r∈R

∏
i∈r pi

∏
i∈S′\r(1− pi) = pn ·

∑
r∈R1

∏
i∈r pi ·∏

i∈S\r(1−pi)+(1−pi)·
∑

r∈R2

∏
i∈r pi ·

∏
i∈S\r(1−pi) which

is at least pn · |R1|
2n + (1− pn) · |R2|

2n , by induction hypothesis.
Since |R+

1 | = |R1|, and r ∈ R2 =⇒ r ∈ R+
1 by assumption,

|R1| ≥ |R2|. Since pn ≥ 1 − pn, via Jensens inequality: pn ·
|R1|
2n + (1− pn) · |R2|

2n ≥ 1/2 |R1|
2n + 1/2 |R2|

2n = |R|
2n+1 .

3.1.2 Relation between MPR and WMV
Speaking of multi-source decision making where sources are
assumed not to be equivalent, a typical decision scheme
is Weighted Majority Voting (WMV), which is popular in
the domain of social choice theory [13] and also some other
domains (refer to Section 5.1 for details).

WMV can be treated as an extension of a simple but
commonly known decision scheme: Majority Rule (MR or
DMR).

DMR(f) = argmaxcj

∑
si

sign(fi = cj)

MR selects the option which gain majority votes, treating all
the sources without distinction. This makes it not suitable
for decision tasks where sources should be distinguished.
WMV can be a solution sometimes by distinguishing source
weights. For example, when its used for voting, weights can
be determined by source importance []. And when its used
to decide which feedback option corresponds to the truth
(like Jury Theorems []), weights usually depend on source
reliability or competence. WMV selects the option suggested
by the sources of the maximal total weights, defined as
below:

DWMV (f) = argmaxcj

∑
si

wi · sign(fi = cj)

It is proved that WMV has optimal decision accuracy when
wi = log(qi/1−qi), where qi denotes the probability of source
si suggesting correctly [14] and qi are independent for
different sources.

WMV coincides with our scheme MPR sometimes but
they are not generally equivalent, which we detail below.

Where they coincide: Given same feedback and deci-
sion setting, WMV and MPR decide the same when they
both use the sources’ probabilities of being honest as input,
and that probabilities are independent and all above a half.

Theorem 8. Given n sources with pi > 1/2, i ∈ {1, . . . , n},
and pi mutually independent, ∀f,Xn,p(f) = DWMV (f) with
wi = log(pi/1−pi).

Proof. We need to prove that for any feedback, the most
probable realisation behind it suggests the decision which
receives the maximal total weights. First note that ∀si, wi>0.
Given f , let r∗ = argmaxc,r:f∈a(c,r) Φ(r), then we have
Φ(r∗) > Φ(r∗). This means

∏
si∈r∗ pi ·

∏
si∈r∗(1 − pi) >∏

si∈r∗ pi ·
∏
si∈r∗(1−pi). Apply logarithm on both sides and

after transposition, we can get
∑
si:si∈r∗ wi >

∑
si:si∈r∗ wi.
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Use c∗ : f∈a(c∗, r∗) to denote the decision suggested by
r∗, then the left side of the inequality cannot exceed the
total weights that c∗ receives, while the right side cannot be
smaller than the total weights that any other option receives.
Hence WMV would also pick c∗ as the decision.

Where they differ: By definition, WMV is not suit-
able for adversarial decision setting where sources can be
malicious and colluding (not independent). First, in WMV,
the input probability values (used for the weights) are
the sources’ probability of reporting the truth. However, a
malicious source has the choice of strategically reporting
the truth (e.g. to camouflage itself), or not. Hence, the
probability to report the truth depends on the strategy of
malicious users. The problem is that malicious users may
change their strategy depending on the decision scheme
that is used. In our MPR, the input probability values are
the sources’ probability that they are honest, to avoid this
problem. As a result, in MPR we find minimum probabilities
(probability can only go up when malicious users tell the
truth) and in WMV we find exact probabilities. Second, if
WMV were used with honesty values as input, then WMV
is likely non-optimal when there are sources with a pi < 1/2.
We use Example 1 and Figure 2(b) to illustrate the difference.
Suppose p = (0.65, 0.60, 0.42) and f1 = BAB, f2 = BAA. For
MPR, feedback of the third source is ignored and it trusts B
for both f1, f2. For WMV, we get w ≈ (0.27, 0.18,−0.14). It
trusts A for f1 and B for f2. Hence source s3 is dominating
the decision of WMV. Finally, observe that if sources are
colluding, then the probability that a source is malicious is
not independent from the probability that another source is
independent. As a result, the part of the proof of Theorem 8
that relies on the product no longer applies, as the proba-
bility of a realisation no longer equals the product of the
probabilities of each source being honest. The tools used in
WMV do not have ability to reason about collusion, whereas
MPR continues to work (but typically no longer remains
optimal).

In summary, while both dealing with multi-source deci-
sion making with source distinction, WMV is not suitable
for adversarial decision setting while MPR is. When sources
can be malicious, its infeasible to obtain the input WMV
needs and also its non-optimal using source honesty degrees
as input. MPR generalises much more nicely, as presented
in the following.

3.2 General Distributions of Sources
Independent probabilities of being honest may not be re-
alistic. For example, malicious sources may coordinate. In
the previous section, our model already allows malicious
sources to coordinate their feedback, by considering all
possible combinations of their feedback in an attack space.
But the dependence of feedback does not necessarily implies
the dependence of honesty degrees. For example, Alice and
Bob may be malicious with different attempts, but they can
still decide to report the same sometimes.

Attackers may be able to use other ways to coordinate,
like subverting the process in which they are selected. If
this is the case, the probability that source si is honest is no
longer independent from the probability that sj is honest,
indicating that their dependence is not only reflected in

the feedback. Consider Sybil attacks [15] where an attack
controls multiple compromised accounts. Finding that one
account is actually malicious increases the probability that
the others are malicious. Besides Sybil attacks, there may
be various ways in which honesty degrees of malicious
sources are correlated. They may want to band together and
target specific decisions – in which case there is a positive
correlation between sources being malicious; or they may
want to spread out their efforts among many decisions – in
which case the correlation is negative. In this section, we
do not assume independence of sources, and accordingly,
Φ is not a joint distribution of independent p-values. We
assume neither the form of source dependence nor its effect
to individuals. In fact, Φ can be any distribution over sets of
S.

How to obtain such a distribution Φ is outside the scope
of the paper. Multiple methods may be considered. A simple
example is where sources are conditionally independent
under some random variable modeling the trustworthiness
of the current environment. In this example, if s1 is ma-
licious, then it increases the conditional probability that
s2 is also malicious. More complex example could involve
clustering to identify possible clusters of attackers, or game
theory to model optimal attacker behaviour. We introduce
the notation XΦ to represent a specific decision scheme
(with Φ given) under the mechanism MPR. In this section,
we study the implications to MPR of using a more general
distribution Φ.

For general distributions, MPR keeps trusting the most
probable realisation, regardless of how sources are col-
luding. For WMV, the meaning of the individual weights
becomes questionable here. To reason about realisations
instead of specific sources or feedback is increasingly useful.

To present our results more effectively, we introduce the
function ψ(r) which is defined as ψ(r) = maxr′⊆r Φ(r′). The
function ψ is not typically a probability distribution, but
can still be used as input for MPR. The crucial idea is that
XΦ = Xψ :

Lemma 4. XΦ = Xψ .

Proof. Xψ(f) = argmaxc∈Omaxr∈R : f∈a(c,r)ψ(r) =

argmaxc∈Omaxr∈R : f∈a(c,r)maxr′⊆rΦ(r′) =

argmaxc∈Omaxr,r′∈R : r′⊆r∧f∈a(c,r′)Φ(r′) =

argmaxc∈Omaxr′∈R : f∈a(c,r′)Φ(r′) = XΦ(f)

Using the fact that XΦ and Xψ make the same decisions,
a minor modification to Theorem 5 is sufficient to generalise
the robustness of MPR mechanism to include collusion
cases:

Theorem 9. XΦ is ε-robust for:

ε ≥
∑

r∈R|ψ(r)>ψ(r)

Φ(r)

Proof. Follows from Lemmas 3, 4 and Theorem 5.

Note that Theorem 5 is a special case of Theorem 9,
where ∀r,Φ(r) = ψ(r). Since if ∀si, pi>1/2 and pi are in-
dependent, then ∀r′⊆r, Φ(r′) ≤ Φ(r).
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(a) With p=0.5 and n=11. (b) With p=0.7 and n=5.

Fig. 3. Decision making under collusive attacks.

MPR remains optimal even with collusion if it trusts
the more probable one in any pair of a realisation and its
complement:

Theorem 10. XΦ is optimal if ∀r s.t. ψ(r) ≥ ψ(r), Φ(r) ≥
Φ(r).

Proof. Apply Theorem 6, observing RXψ
= RXΦ .

An immediate corollary is that XΦ is optimal for any
monotonic distribution Φ. However, the condition can be true
for non-monotonic distributions. For example, Figure 4(a)
presents a case (extending Example 1) where sources are not
independent nor monotonic, but distribution Φ satisfies the
condition in Theorem 10. The function ψ only differs for two
values: {s2, s3} and {s1, s2, s3}. It is clear that 0.15 and 0.25
are both larger than 0.05, and that 0.05 and 0.25 are both
larger than 0. MPR is optimal by being non-manipulable
under the family {{s3}, {s1, s3}, {s2, s3}, {s1, s2, s3}} for a
robustness of 0.25 + 0.20 + 0.15 + 0.05 = 0.65.

The condition in Theorem 10 is not necessary for
XΦ to be optimal. Recall Example 1. Let Φ({s1}) =
0.6,Φ({s3}) = 0.4. XΦ is optimal by always trusting the
realisation {s1}. But ψ({s1, s2})=Φ({s1})>ψ({s3})=Φ({s3})
while Φ({s1, s2})<Φ({s3}).

Proposition 3. The optimality of Most Probable Realisation
decision mechanism does not always hold for general distributions
of sources where their honesty degrees can be dependent.

Proof. To provide a case where MPR (here XΦ is not optimal,
consider a distribution of realisations Φ as depicted in Fig-
ure 4(b). Observe that MPR is non-manipulable in the dotted
area, having a lower-bound accuracy of 0.4 + 0.1 = 0.5,
but simply following s3 provides a lower-bound accuracy of
0.4 + 0.2 = 0.6 as shown in the dashed area. The condition
of Theorem 10 is broken, since φ({s1, s2}) < φ({s3}) =
ψ({s3}) < φ({s1, s2}). It is MPR selecting {s1, s2} that causes
the suboptimality in this case.

Even non-optimal decision schemes have the property
that they are robust, even in the collusive setting. Hence,
while it may be possible to make better decisions, we still
have the property that the quality of our decisions is at least
as good as the computed robustness value. To illustrate this,
we have taken a good, but non-optimal decision scheme
(Algorithm 2 as defined later), and analysed it performance
under attacks that are increasingly far removed from the
worst-case attack. The results are in Figure 3. On the left-
hand side, at x = 0, the attacker always provides the
feedback that maximises the probability that the decision

(a) Non-monotonic example sat-
isfying the condition of Theo-
rem 10.

(b) Example where MPR is not
optimal.

Fig. 4. Non-independent distributions of realisations φ (ψ).

from Algorithm 2 is wrong. The x-axis denotes the proba-
bility that a source deviates from this worst-case scenario.
If x = 1, then the attacker’s feedback is most favourable
to us, and we can always decide correctly. The solid lines
represent attackers that deviate with independent probabil-
ity x, whereas the dash-dotted lines represent attackers that
deviate in collusion, with probability x. This illustrates that
our results concern the worst-case collusion attacks.

4 DECISION MECHANISMS UNDER COLLUSION

In the previous section, we presented that MPR may not
be optimal for general distributions of realisations. In this
section, we analyze the complexity of finding a generally
optimal decision scheme, for which some heuristics meth-
ods are also explored.

4.1 Computational Complexity
As long as we find a required attainable set, we can derive a
decision scheme (i.e., by referring to the set for a given feed-
back). For an arbitrary distribution Φ, we formally define
the problems of looking for a required attainable set in the
following (recall that Φ decides the number of sources n and
the set of all the realisations R), and study its complexity
and various properties.

The attainable set decision problem concerns whether
it is possible to find a decision scheme with ε-robustness,
given a distribution Φ. There are various ways to define a
distribution Φ (e.g. in Section 3.1 it is defined by p). Here,
we assume that the input Φ is a list of pairs of realisations
and their corresponding probability values, where every
non-zero value is listed. [({s0, s1}, 0.6), ({s1, s2}, 0.4)] is an
example input which describes the distribution that has
φ({s0, s1}) = 0.6, φ({s1, s2}) = 0.4, φ(r) = 0 otherwise.

Definition 11 (Attainable Set Decision Problem). Given a
distribution Φ over a set of realisations, and a positive real number
ε as input, the output is “true” if there exists a set of realisations
R ⊆ R s.t. A(R) ∧

∑
r∈R Φ(r) ≥ 1− ε, and “false” otherwise.

The optimal attainable set problem is the corresponding
optimisation problem:

Definition 12 (Optimal Attainable Set Problem). Given a
distribution Φ as input, the output is a set of realisations R ⊆ R
s.t. A(R) and ∀R′⊆R:A(R′)

(∑
r∈R Φ(r) ≥

∑
r′∈R′ Φ(r′)

)
.

Theorem 1 tells us that a set of realisations is attainable
iff any two realisations are pairwise intersecting, (i.e., their
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intersection is nonempty). This notion of being attainable
is similar to the concept of cliques and clique problems in
graph theory [16], [17], which may provide hints on our
study of Problems 11 and 12.

Let G = (V,E) denote an undirected graph, with V,E
representing the set of vertices and edges respectively. An
edge is an unordered pair of vertices {v, u}. Below we
prove the computational complexity of Problem 11 and
Problem 12, by reducing the clique decision problem [17].

Definition 13 (Clique [16]). Given an undirected graph G, a
clique is a subset of vertices C ⊆ V , where every pair of vertices
form an edge.

A problem associated with cliques is the clique decision
problem, which is one of the well-known Karp’s 21 NP-
complete problems [16]:

Definition 14 (Clique Decision Problem [17]). Given graph
G and a number k, the output is “true” if G contains a k−clique,
and “false” otherwise.

Definition 15 (Maximum Weighted Clique Problem). Given
graph G with weights on its vertices f : V → W , the output is a
clique with maximum total weight.

The maximum clique problem is a special case where
weights of all the vertices are equal.

It has been proved that the maximum weighted clique
problem is NP-hard [18]. If one could solve it, then the clique
decision problem and the maximum clique problem can also
be solved.

Theorem 11. The Attainable Set Decision Problem is NP-hard.

Proof. The input of the clique decision problem is the graph
G = (V,E), and an integer k ≤ |V |. Assume without loss
of generality, that the graph is connected (if the graph is
not connected, we can efficiently find the connected compo-
nents, and apply the reduction to each component), and that
there are at least 3 vertices. The reduction to an Attainable
Set Decision Problem is as follows:

Associate every edge e ∈ E with an information source
s ∈ S , so τ(e) = s. Associate every vertex v ∈ V with a
realisation r (τ(v) = r), so that τ(e) ∈ r iff e is adjacent to
v (v ∈ e). Note that if v 6= u, then τ(v) 6= τ(u), because
no vertices are adjacent to the same set of edges, since
our assumptions disallow individual vertices (empty set
of vertices) and pairs of vertices only connected with each
other (singleton set of their shared edge).

The Attainable Set Decision Problem with input Φ, s.t.
Φ(τ(v))=1/|V | and ε=k/|V | provides outputR iff {v|τ(v) ∈ R}
is a clique of size at least k, and “false” otherwise.

Observe that if {v|τ(v)∈R} = C is a clique in G, then
for every pair {u, v} ∈ C, {u, v} ∈ E by definition. This
means τ({u, v}) ∈ S , and thus τ(u) and τ(v) intersect. If
every pair in R intersects, then R is attainable. The number
of realisations with non-zero weight in R is |C|; and each of
those has weight 1/|V |.

Conversely, ifR is attainable and
∑

r∈R Φ(r) > k/|V |, then
there are at least k vertices in V such that τ(v) ∈ R. Since
every τ(u) and τ(v) intersect, there is some τ(e) ∈ S such
that τ(e) ∈ τ(u) and τ(e) ∈ τ(v), but then u ∈ e and v ∈ e,

so every pair of vertices is adjacent, giving a clique of size
at least k.

Corollary 1. The Optimal Attainable Set Problem is NP-hard.

Proof. It follows trivially from Theorem 11.

An important caveat here, is that the input size is the
number of realisations with non-zero probability. In the
construction we provide, the number of sources involved
is linear with the number of edges. The proof trivially
shows, therefore, that the pseudo-complexity in terms of
the number of sources n is also NP-hard. Below, we propose
some practical heuristics to solve the problem efficiently.

4.2 Heuristics and Optimality

We proved that it is NP-hard to find a generally optimal
decision scheme. In this section, we explore some greedy
heuristics for selecting the most probable attainable set
of realisations. Recall that this is equivalent to finding a
decision scheme with maximal robustness.

The first heuristic is the simplest type of greedy algo-
rithm. We start with the attainable set containing only the
realisation where every source is honest. Then, we add the
most probable realisation that does not break the attainabil-
ity property:

input : A distribution Φ and the sources S
output: A maximal attainable set of realisations R

1 R := {S};
2 while R changed do
3 C := {r | r 6∈ R,A(R ∪ {r})};
4 b := argmaxc∈C Φ(c);
5 R := R ∪ {b};
6 end

Algorithm 1: The basic greedy heuristic.

An example where Algorithm 1 performs poorly, is when
Φ({si}) happens to barely be the largest value. In this case,
the singleton {si} is added to R first, and afterwards only
realisations that contain si are attainable, so the result must
be R = {r | si ∈ r}. The early choice for {si} commits us to
all other choices.

We can change Algorithm 1 into Algorithm 1b by only
considering candidates C that can be added without com-
mitting to other choices. Substitute line 2 by:

2b C := {r | r 6∈ R,A(R ∪ {r}), ∀r′⊃rr′ ∈ R}

An example where Algorithm 1b performs badly is when
Φ(S \ {si}) is small, but larger than the other realisations of
rank n − 1 and Φ({si}) is arbitrarily large. Since the greedy
algorithm does not yet consider the valuable realisation
{si}, it picks an incompatible realisation.

Perhaps it is possible to balance the two concerns (not
committing and not seeing ahead). Instead of not being
able to add realisations that commit us to adding additional
realisations later, we take into account the opportunity cost
of doing so. The value of a realisation is the average value
of all realisations that we would be committed to adding.
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Instead of substituting line 2 by 2b, we would substitute line
3 by 3c to obtain Algorithm 1c:

3c b := argmaxc∈C
∑
c⊆r⊆S|r6∈R Φ(r)/

∑
c⊆r⊆S|r 6∈R 1

None of these heuristics are generally optimal. However,
interestingly, they are all optimal when Φ is monotonic:

Proposition 4. If Φ is monotonic, then Algorithms 1, 1b and 1c
are optimal.

Proof. Algorithm 1 always picks the larger realisation from
a complementary pair. Its output is therefore optimal. Since,
if r ⊆ r′, then Φ(r) < Φ(r′), the greedy choice is the same
every time in all three heuristics, hence they provide the
same (optimal) output.

Proposition 4 means that in scenarios where more hon-
est sources means more probable realisation, the proposed
schemes can be optimal. In other words, if it is ensured that
more favorable realisations are more probable, then it seems
to be easier to achieve optimality, which is reasonable in
practise.

Besides greedy algorithms, we can perform a local
search. Given an attainable set, we can add a realisation r,
remove all realisations that do not intersect with r, and add
the complements of the realisations that were removed. The
result will be an attainable set. We call this process swapping
in r. The local search simply looks for good candidates to
swap; and does so in a greedy fashion:

input : A distribution Φ, the sources S and an initial
attainable set of realisations R

output: A maximal attainable set of realisations R

1 while R changed do
2 C := {r | r 6∈ R};
3 b := argmaxc∈C

∑
c⊆r∨(c∈R∧c 6⊆r) Φ(r);

4 R := {r | b ⊆ r ∨ (r ∈ R ∧ b ∩ r 6= ∅)};
5 end

Algorithm 2: A greedy local search heuristic.

We can generalise the algorithm to consider swapping in
pairs of realisations, or even k-tuples of realisations. The
complexity of a single step – that is an iteration of the
main while loop – is O(Nk), where N is the number of
realisations, and k the size of the tuples.

The various heuristics are tested on various amounts of
sources of varying quality. In every graph, the solid line
represents majority rule, the dash-dotted line is MPR, the
+’s are Algorithm 1, the x’s are Algorithm 1b, the circles
are Algorithm 1c, and the dashed line is Algoithm 2. In
all graphs, the probability of each coalition is randomly
generated, for p = 0.5, these probabilities are uniformly
random, but for different p-values, the probabilities of coali-
tions are necessarily skewed depending on their size. In
Figure 5, we compare the practical strength of the heuristics,
with increasingly many sources on the x-axis, from n = 3
to n = 11. Since the size of Φ is exponential in n, full
analysis of heuristics for large n is infeasible. In Figure 5(a),
the marginal probability of honesty is p = 0.5 and in
Figure 5(b), it is p = 0.65. In Figure 6, we compare the
practical strength of the heurstics, with increasing p-values

(a) With p=0.5 and 3≤n≤11. (b) With p=0.6 and 3≤n≤11.

Fig. 5. Performance of heuristics as the number of sources varies.

(a) With n=5 and 0.4≤p≤0.8. (b) With n=11 and 0.4≤p≤0.8.

Fig. 6. Performance of heuristics as the quality of sources varies.

on the x-axis. In Figure 6(a), there are 5 sources, and in
Figure 6(b) there are 11. Majority rule is clearly inferior
to the other heuristics. This is not surprising, as it does
not take the probabilities of Φ into account. MPR generally
performs somewhat worse than the other heuristics, and the
local search algorithm (Algorithm 2) is generally the best.
As p increases, Φ naturally becomes more friendly, as larger
realisations become increasingly probable. As a result, the
distinction between the heuristics naturally decreases, as
p increases. Obviously, all heuristics increase in quality as
p increases. This is generally true for n values as well, if
p � 1/2. Surprisingly, if p = 0.5, then more sources result
in worse performance. If variance between probabilities of
realisations is removed, than the performance must be 0.5,
but given there is variance, heuristics can smartly select
positive outliers. We conjecture that this effect diminishes
as n increases, so we should expect convergence to 0.5.
Based on our experiments, we can conclude that MPR tends
to work reasonably well, especially if malicious users are
relatively rare. But if there are more malicious users, our
proposed heuristics may improve accuracy.

4.3 Source-Uniform Φ-Distributions

The general problem of finding a decision scheme with a
certain lower-bound robustness (or with optimal robust-
ness) is NP-hard. However, for some specific Φ, there are
polynomial-time solutions to find such decision schemes.
For example, we have already shown in Theorem 10 and
Theorem 6 that certain kind of Φ can make MPR be optimal.

In some contexts, there is no reason to distinguish dif-
ferent strangers. For instance, it does not matter whether
a rating came from unknown users “Larry182” or “Bob42”.
Below we consider a special scenario where the probabilities
of realisations are only influenced by “how many sources
are honest” but not by “who are honest” – called source-
uniform distributions. For example, consider the situation in
Figure 7(a). Realisations on the same rank are equiprobable.
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(a) Optimal DS is trivial here. (b) Majority rule is not optimal.

Fig. 7. Examples of source-uniform distributions φ.

Intuitively, since all sources are equal, there would not
be a reason to trust a minority over a majority; i.e. to use
the majority rule. Note that WMV defaults to the majority
rule, since all sources are equally weighted. It happens to
be optimal in Figure 7(a), as shown by the dashed line.
However, as seen in Figure 7(b), this is not always the case.
In that example, it is better to swap out a rank 2 realisation
(r ∈ R2) for its rank 1 complement. In the example, {s1, s2}
was swapped for {s3}, going from 0.55 to 0.6 – one of the
optimums. Unfortunately, in cases where the majority rule
is not optimal, the useful minority opinion can only be used
a small fraction of the time. We aim to quantify this below:

Lemma 5. Let R be a maximal attainable set of realisations of
n sources. For k < n

2 − 1, the ratio |Rk+1| : |Rk| is at least(
n−1
k

)
:
(
n−1
k−1

)
.

Proof. Since R is a maximal intersecting family, the rank
Rk+1 consists of (k + 1)-element realisations which are
supersets of the realisations in Rk.

Define A = {r|r ∈ Rk}, and B = {r|r ∈ Rk+1}. Trivially,
|A| = |Rk| and |B| = |Rk+1|. The elements in A and B have
cardinality n − k and n − k − 1, respectively. Since r ⊇ r′

iff r ⊆ r′, B is the set of (n − k − 1)-element subsets of
realisations in A. We can apply Proposition 1:

|Rk+1|
|Rk|

=
|B|
|A|
≥
(

x
n−k−1

)(
x

n−k
) =

n− k
x− n+ k + 1

According to Theorem 2, |Rk| ≤
(
n−1
k−1

)
=
(
n−1
n−k
)
. So

(
x

n−k
)

=

|A| = |Rk| ≤
(
n−1
n−k
)
. Therefore x ≤ n − 1, and thus x − n +

k + 1 ≤ k. Finally:

|Rk+1|
|Rk|

≥ n− k
x− n+ k + 1

≥ n− k
k

=

(
n−1
k

)(
n−1
k−1

)

It straightforwardly follows that the maximal ratio be-
tween a rank and the ones above it, is obtained by the values
dictated by the Erdös-Ko-Rado theorem (Theorem 2).

Corollary 2. For k < l < n
2 , when defined, the ratio |R`| : |Rk|

is maximal when |R`| =
(
n−1
`−1

)
and |Rk| =

(
n−1
k−1

)
.

This allows us to prove the main result on source-
uniform distributions. Namely that for some 0 < k ≤ n/2,
the optimal attainable set includes 0 realisations of the rank
j < k, and maximal for j ≥ k. The problem of finding the
optimum reduces to finding k out of n/2 possible values:

Theorem 12. If |r| = |r′| implies Φ(r) = Φ(r′), then any
optimal deterministic decision scheme D either has 0 or

(
n−1
k−1

)
realisations of size 0 < k < n/2.

Proof. Define v such that vk = (Φ(k)−Φ(n− k)) ·
(
n−1
k−1

)
, and

w as wk = |Rk|
(n−1
k−1)

. Due to Corollary 2, 0 ≤ wk ≤ 1, for all

0 ≤ k < n/2. From Lemma 5, we know w is monotonically
non-decreasing. Every attainable set corresponds to some
vector w on [0, 1]; and our goal is to maximise Sv(w) =∑

0≤i≤n/2 vk · wk =
∑

0≤i≤n/2(Φ(k)− Φ(n− k)) · |Rk|.
Suppose w′ maximises Sv and has wi as the first non-

zero element and wj as the last non-unit element. Changing
wi . . . wj by x changes Sv(w) linearly. Either we can increase
wi . . . wj by (1 − wj) while not decreasing Sv(w) or we
can decrease wi . . . wj by wi while not decreasing Sv(w).
Either wi becomes 0 or wj becomes 1. By repetition, we
can eliminate all non-zero, non-unit values, while staying
optimal. Such a w corresponds to a set of realisations where
each rank k < n/2 has 0 or

(
n−1
k−1

)
elements.

Theorem 12 defines what an optimal attainable set
should include, when realisations of the same size are
equally probable, thus proving a clue in finding the optimal
decision scheme. Interestingly, while the theorem provides
an optimal set of realisations, it does not provide a general
optimal decision scheme. A probabilistic decision scheme may
outperform the deterministic one. Take an example with 11
sources. Suppose there is a 0.12 probability that everyone
is honest, a 0.05 probability for each realisation of size 10,
and a 0.001 probability for each realisation of size 4 (for a
total of 0.12 + 11 · 0.05 +

(
11
4

)
· 0.001 = 1). Following the

deterministic strategy, we see that an optimal scheme is to
believe any group of size 4 or larger that contains s1 or any
group of size 10 or larger, for a probability of being correct
0.12 + 11 ·0.05 +

(
10
3

)
·0.001 = 0.79. An alternative strategy is

to uniformly randomly pick from any option endorsed by at
least 4 sources. If 11 or 10 sources are honest, the decision is
correct with probability 1, but if 4 sources are honest, there
are at most 2 different options endorsed by at least 4 sources
(3 ·4 > 11), so the decision is correct with probability 0.5, for
a total of 0.12 + 11 · 0.5 +

(
11
4

)
· 0.001 · 0.5 = 0.835 > 0.79. In

the future work, we would like to explore such probabilistic
decision schemes further.

5 RELATED WORK

Multi-source decision making comes in many shapes and
sizes. The purpose may be to make a collective decision or
a personal decision. The feedback may be guided by knowl-
edge, belief, preference or experience (or a mix thereof). For
instance, computational social choice theory includes prob-
lems such as whether a voting system is democratic [19], or
whether a majority vote is correct [20]. Ensemble methods in
machine learning are proposed to improve the learning per-
formance by aggregating the predictions of multiple learn-
ing algorithms [21]. Crowdsourcing (crowdsensing) hires a
group of non-expert workers (or sensors) for a decision mak-
ing task [22], [23], [24]. Multi-source information fusion like
group decision making (GDM) considers how to combine
diverse preferences or evidences [25]. Truth discovery aims
to find the true value of a data item, based on the sources
providing conflicting information [22], [26], [27], [28].
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The above domains share similarities in the sense of
aggregating feedback to derive a decision, but also differ
regarding for example the purpose of decision making (i.e.,
whether the decision is to respect source preference or to
figure out the truth), and whether they consider malicious
sources. In this section we discuss these in detail and also
how our work finds its position. Specifically, in Section 5.1,
we discuss collective decision-making scenarios where vot-
ing is a representative and source preference is the main
concern. In Section 5.3, we discuss personal decision-making
scenarios where decision correctness faced with diverse
source reliability is the main concern. And this section is
further divided into two parts based on whether source
unreliability results from malicious motivation.

5.1 Collective Decision Making Considering Diverse
Preference
In some scenarios, the goal of decision making is to re-
spect the preferences of individuals and derive a collec-
tive decision which is widely acceptable, e.g., voting for
democracy. This type of problems also include the classical
team problem [29] (team members sharing a same loss func-
tion work together to reach a joint decision), linear opinion
pool [30] (individual opinions are represented by probability
distributions which are aggregated using a linear function),
and the more recent LSGDM (large scale group decision
making [25], [31]). An underlying assumption is that the
experts or individual sources are usually reliable 5, con-
tributing diverse knowledge for decision making. In our
work, however, decisions to make are personal, rather than
a common one that affects the sources.

5.2 Personal Decision Making with Unreliable but Non-
malicious Sources
Sometimes, the goal of decision making with multiple
sources is to determine the truth or to choose the correct
decision, faced with conflicting feedback and diverse relia-
bility of sources, which is more similar to our setting. Such
a decision is usually “personal” and does not need to be
accepted by the sources. Different as the scenarios above,
source reliability is a main concern and their preference
is usually not defined or considered. Depending on the
scenarios, feedback of a source can be unreliable because
of insufficient experience, low competence or malice. In this
section, we consider unreliable but non-malicious sources
and in the next section, we consider malicious sources.

In some scenarios, unreliable feedback are assumed to be
from incompetent sources who are not strategic. Typically,
faced with conflicting feedback, sources competence is mod-
elled using probabilities of reporting accurately or weights.
For example, the epistemic branches of social choice theory,
and specifically, Jury Theorems, model individual compe-
tence and study the relation between the correctness of
decisions and the size of the crowd [4]. In ensemble learning
(e.g., classifier ensembles), usually different algorithms are
assigned different weights in aggregation based on their
prediction accuracy [21], [32], [33]. In LSGDM, Chen et al.
weight public opinion based on its distance to the expert

5Unreliable feedback may be considered, e.g., in LSGDM [25]

opinion before combining them [25]. In combining belief
functions, Yong et al., propose to assign less weights to
the sets of evidence that are more different or highly con-
flicting with the others [34]. Some approaches discount the
feedback before combining them e.g., trade-off rules [35],
discount rules [36]. Fengrui et al. propose a crowdsensing-
based framework for the collection and dissemination of the
information about the urban parking spaces [37]. They as-
sume unreliable reports are generated unintentionally. And
the reliability of the parking information is determined by
how knowledgeable a driver is about the parking area [37].

There also exist scenarios which does not explicitly
distinguish the reason behind feedback unreliability. For
example, in truth discovery, a common assumption is that
a source is more reliable if its feedback is closer to the
estimated truth [26], [28], regardless of whether the unre-
liability results from malice or other factors. Typically two
steps are iteratively used: evaluating the reliability of the
sources based on their distance to the truth and aggregating
their feedback based on the derived reliability values as the
truth.

Although we also consider source reliability, it differs
intrinsically by considering an adversarial setting, where
unreliable information or feedback results explicitly from
malicious sources rather than incompetent or faulty sources.
Malicious sources are a particular concern for security-
critical domains. They strategically adapt what they report
based on the decision mechanism, whereas honest but low-
competence sources report independently of the decision
mechanism. In an adversarial setting, the reliability of a
source cannot simply be modelled as how probable it
provides accurate feedback. Malicious sources may report
accurately sometimes as part of their strategies (e.g., to cam-
ouflage), the probabilities of which are typically unknown.

5.3 Personal Decision Making with Malicious Sources

Unreliable feedback can be introduced by malicious sources
who aim to manipulate decisions. In this section, we discuss
related works which explicitly consider malicious sources.

5.3.1 Data Poisoning Attacks in Crowdsourc-
ing/Crowdsensing
In crowdsourcing or crowdsensing, multiple sources (e.g.
workers, sensors or smart devices) may be employed for a
specific task such as providing labels for training a learning
algorithm, providing location-related information (spatial
crowdsourcing e.g., Uber and Waze [24], [28]), and provid-
ing sensing information in vehicular networks [24], [38] etc.
However, crowd sourced (or sensed) information can be
unreliable, due to insufficient knowledge, malfunction, or
malice.

There are studies specifically dealing with malicious
workers, sometimes named as data poisoning attackers [39],
[40] in this context. Mohsen et al. propose an iterative
filtering-based algorithm to defend against node collusion
attacks in wireless sensor networks [41]. Francesco et al.
take an approach which employs Mobile Trusted Partic-
ipants (MTPs, who regularly submit reliable reports that
are used to validate sensory reports of the others) to deal
with malicious users in crowdsensing. [42]. Three types of
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attacks are targeted: 1) Corruption attacks, where attackers
are assigned a fixed probability of reporting reliably; 2)
On-off attacks, where attackers are assumed to alternate
between reporting reliably and unreliably (thus similar to
Camouflage attacks [6]); and 3) Collusion attacks, where
attackers are assumed to report the same unreliable infor-
mation. Zonghao et al. model attackers as to maximize the
decision mistakes and they propose to filter sources with
high error levels before truth discovery [43]. Tahmasebian
et al. propose to detect and increase the answers for bound-
ary tasks, where the worker feedback can hardly reach a
consensus [44]. Yuan et al. propose a detection mechanism
that clusters workers with a similarity function and then
identify attackers by introducing golden tasks or questions
(pre-annotated tasks) [45]. Considering that Sybil attackers
may try to evade detection by identifying such tasks or coor-
dination, Wang et al. propose a probabilistic task assignment
method to camouflage golden tasks from Sybil workers [22].
Yu proposes a deep generative model based method to
identify Sybil attackers in crowdsourced navigation systems
(e.g., Waze) [46]. Our work differs from these approaches in
that we do not assume how malicious workers might behave
or what their motivations are. we do not assume that a more
unreliable worker should lie more often as in some truth
discovery-based approaches [22], [26], [27]. Our modelling
of source reliability (i.e., honesty) allows malicious sources
to choose feedback from the entire attack space with any
probabilities, assuming much less about malice behavior
and follows a security-by-design principle.

Besides detection-based approaches to deal with mali-
cious sources, there also exists plenty of research focusing
on establishing accurate trust evaluation mechanisms to e.g.,
achieve more reliable source recruitment or sensing service.
For exmaple, Jagabathula et al. propose two reputation
algoritms to distinguish honest but unreliable workers from
malicious workers, with the former taking deterministic
strategies while the latter taking arbitrary strategies [47].
And they filter out malicious workers. There are approaches
in crowdsensing where they evaluate trustworthiness of
sensing entities like vehicles considering privacy preserving,
to select or filter their sensing data, and do not consider
whether to aggregate these data or to derive a correct
decision from it (which is our focus). For instance, Ni et al.,
propose a mobile crowdsensing scheme where trust levels
of recruited users are employed to filter (with thresholds)
the sensing reports from their devices [48]. The selected
sensing reports are delivered to customers, whose feedback
is then used to update user trust levels. Whether to aggre-
gate the selected sensing reports is not considered. Chen
et al. proposes an adaptive trust management system for
social IoT system [49]. Nguyen et al. propose to evaluate
trust relationships between users, based on which more
trustworthy users can be recruited for a sensory task [50].
Liu et al. propose a trust evaluation mechanism to select
reliable data for data fusion in vehicular networks [38]. How
to aggregate data is not studied. Liu et al. propose a trust
management scheme for emergency message dissemination
in vehicular networks [51]. A vehicular who receives an
emergency message can validate its truthfulness and update
the reputation of the vehicle who broadcastered it. The
receiver only makes a decision if he trusts the broadcaster,

and how that decision is made is not considered. Cheng et
al. proposes a reputation management scheme to evaluate
reliability of sensing vehicles in vehicular networks [24].
And they do not consider how to evaluate the quality of
sensing data with vehicle reliability values. Considering the
existence of various trust evaluation mechanisms, in this
work we assume source trust values are given and focus
more on secure trust-based decision making part. Moreover,
while the approaches above typically filter out adversaries
with trust evaluation, we allow their existence (a.l.a their
honesty degrees are above a half). It has been proved to be
fallacious to discount or filter feedback that deviates from
the majority or from the first-hand evidence [52].

The above approaches generally take the perspective of
a defender whose aim is to reduce the influence of attacks,
which is the same as our perspective. There also exist
approaches focusing on designing attacks against existing
crowdsoucing quality control methods. Checco et al. pro-
pose a way to detect golden tasks, where malicious workers
collude and use a decentralised machine learning inferential
system [53] to classify tasks. Li et al. propose to attack
crowdsensing systems using Truthfinder (a classical truth
discovery framework) with a deep reinforcement learning-
based method [54]. Miao et al. propose attacks target-
ing at Dawid-Skene model based crowdsoucing: malicious
workers who purposely introduce wrong labels attempt to
camouflage themselves by agreeing with normal workers
sometimes [55]. And they formulate the mechanism as an
optimization problem which aims to maximize the attacking
successful rate and also attackers’ reliability degrees. Fang
et al. also formulate the attack as an optimization problem,
where the objective is to maximize the estimation errors for
data items that attackers choose [56].

For either defensive or offensive approaches, how much
attackers know about the decision-making system is an im-
portant consideration. Attackers may know a system quite
well s.t. they know how the aggregation mechanism works
and also what honest workers report (e.g., full-knowledge
attackers [56] or white-box attacks [39]), which is the same
as our setting of attackers. They may also know less: e.g,
only reports from part of honest workers (partial-knowledge
attackers [56]). Both full-knowledge attackers and partial-
knowledge attackers are considered in [39], [55], [56].

5.3.2 Fraudulent Online Reviews
There are some other scenarios which may not straight-
forwardly be modelled as multi-source decision making,
but are very related. A typical type of examples are online
review platforms like those in e-commerce (e.g., Amazon).
Reviews are usually recorded experience or opinions of
some users, and are supposed to provide reference to the
others or be used for recommendations. Similarly as in
crowdsourcing, some reviews may be fake or fraudulent,
generated by malicious entities like those hired from crowd-
turfing sites. But there is a main difference: online reviews
are generally not created for a specific decision-making task
as in crowdsourcing, but can potentially influence multiple
decisions, e.g., influencing multiple users and their choices
like whether to make a purchase choice.

There is plenty of research aiming to detect fraudulent
reviews or evaluate reviewers’ trustworthiness [57], [57],
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[58]. Shehnepoor et al. model reviews as a heterogeneous
network and spam detection as a classification problem [57].
Kumar et al. model fairness, goodness and reliability as
intrinsic properties of users, products and ratings respec-
tively. They then define several axioms to describe the
inter-dependency of these properties and further propose a
formulation to satisfy the axioms [59]. Graph-based models
like GNNs are very popular. Liu et al. propose a GNN-based
imbalanced learning for fraud detection [60]. The problem
of malicious reviews is closely related with crowdturfing,
where crowdsourcing sites are used to hire workers to
introduce fake reviews to a review platform [61]. Hernandez
et al. propose a method of fraud de-anonymisation based
on the maximum likelihood estimation method, to uncover
real identities of malicious workers that control the fraud
accounts in online review platforms [62].

Compared with the detection and filtering-based meth-
ods above, our work differs in several ways. First, to allow
the existence of malicious sources is a core principle, and
rather than attempting to detect or filter malicious feedback,
we minimise the probability to be manipulated by it. We do
not rely on some assumed features of malicious behaviour
and are in a more proactive position faced with unknown
malicious behaviour. Second, we always assume a white-box
attack scenario where attackers are aware of the decision
mechanism. This is typical for cyber-security applications
and will put a decision maker in a more proactive position.
Last but not the least, accurately estimating feedback or
source reliability is not the focus of our work, but minimis-
ing the probability of being manipulated is.

Finally, although not a typical form of “decision mak-
ing”, there is also issue of malicious input in the domains
of machine learning and recommender systems. For ex-
ample, there exists research studying malicious behaviour
of attempting to mislead a training algorithm (e.g., for
image classification or recommendation) by polluting its
training data e.g., data poisoning attacks in recommender
systems [63] and adversarial machine learning [60], [64],
[65], etc. For these approaches, manipulation is a crucial
concern. For a security critical system, a proof that the effect
of manipulation is minimal is – arguably – no less important
than a claimed accuracy under non-strategic feedback.

6 CONCLUSION

In this paper, our goal is to introduce a general methodology
for making decisions that are almost certainly correct in the
existence of malicious sources (attackers), which is crucial for
especially security-critical decision making. Sources provide
discrete feedback options to a decision maker, one of which
represents the truth and corresponds to the correct decision.
The influence that the feedback has on decisions is deter-
mined by the probability that a source is honest.

We defined ε-robustness and optimality. Based on rea-
soning about the distribution of source honesty, we pro-
posed the Most Probable Realisation decision mechanism.
When sources have an independent probability of being
honest, the probability of MPR deciding incorrectly is
bounded to a very small threshold ε. MPR is also proved
to be optimal, meaning that there is no mechanism with
smaller bound of inaccuracy. When sources are dependent

(e.g. due to collusion), MPR remains to be optimal under
a class of realisation distributions (monotonic distributions),
but is not generally optimal. We proved that in this case, it is
NP-hard to find a decision mechanism with a given bound
of inaccuracy, and thus also NP-hard to find the optimal
decision mechanism. We investigated some heuristics about
how to make good decisions. Finally, we looked at another
class of realisation distributions (source-uniform), where we
found the optimal deterministic decision scheme. With an
example, we demonstrate that a stochastic decision scheme
can outperform the optimal deterministic scheme (for some
non-monotonic distribution).

Whereas related work considers the probability that
certain feedback is truthful, we consider the probability
that the feedback is honest. Honest feedback is truthful,
but malicious (non-honest) feedback is not necessarily false.
As opposed to existing approaches, our provably robust
scheme is based on the entire attack space for malicious
users, allowing them to lie or be truthful in any way. Rather
than focusing on making the right decision with some given
feedback, our approach takes a step back and asks under
which circumstances we want to be non-manipulable – to
always make the right decision. Typically, we want to be
non-manipulable under the most probable circumstances.
A core contribution is the demonstration of a novel tech-
nique, namely the use of realisations. Realisations make it
possible to investigate whether a decision maker is manipu-
lable, without studying the actual manipulative strategies (or
studying combinations of feedback that change decisions).

Our approach can be generalised or applied to variations
of the problem. In particular, it is interesting to further for-
malise the stochastic decision schemes. Rather than having
a set of intersecting realisations, the objective is to have an
assignment of weight to realisations that follows a set of
rules. The deterministic model presented would be a special
case of the more general formalism. Furthermore, our model
can be extended to allow honest users to make mistakes,
which unlike malicious users, is not strategic behaviour.
Currently, we can conservatively model this as an increased
probability of malice – but a more precise formalisation
would be useful. Another direction for the work is to look
at sequences of decisions and feedback. Intuitively, if a
source has provided truthful feedback in the past, then its
honesty degree p-value should increase. However, a mali-
cious source may strategically provide truthful feedback to
increase its p-value (to camouflage). A malicious source that
never provides false feedback is not a threat, so there must
be a balance to be struck. A realisation-based approach may
lead to a formal mechanism to update p-values properly.

7 LIMITATION AND FUTURE WORK

In the interest of having a simple model and focusing
on provable decision correctness, we made the following
assumptions. First, we assume that honest sources would
simply report the truth, while in practise it is more com-
plicated. For example, as it is pointed out in [66], even if a
user is honest, his feedback can be biased in multiple ways.
It would be interesting to extend our decision schemes to
cover situations where bias from honest sources is consid-
ered. Honest sources may also make mistakes sometimes
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e.g., malfunctioned sensors. In [6], we made a detailed
discussion about the strong assumption of honesty in three
classes of applications i.e., those where it is reasonable,
those where it works as a modelling trick, and those where
a weaker assumption is more appropriate. Second, honest
sources in our setting share the same set of evidences,
and there is only one ground truth which corresponds to
the correct decision. And accordingly conflicting feedback
results only from the existence of malice. This is appropriate
for lots of security-critical decision scenarios like whether an
app is a malware, but not applicable where honest sources
have different observations or evidences 6. Last but not
the least, in our modeling sources do not have uncertainty
with their feedback, which takes the form of discrete and
finite options but not distributions or belief functions. But
in reality, we may need to allow the existence of uncertainty
in the modelling by using distributions or belief functions [].
In future work, we would like to explore a broader range of
scenarios by breaking the assumptions above to get closer
to more practical solutions.
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