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A B S T R A C T   

This study investigates the barriers to challenging others who post misinformation on social media platforms. We 
conducted a survey amongst U.K. Facebook users (143 (57.2 %) women, 104 (41.6 %) men) to assess the extent 
to which the barriers to correcting others, as identified in literature across disciplines, apply to correcting 
misinformation on social media. We also group the barriers into factors and explore demographic differences 
amongst them. It has been suggested that users are generally hesitant to challenge misinformation. We found that 
most of our participants (58.8 %) were reluctant to challenge misinformation. We also identified moderating 
roles of age and gender in the likelihood of challenging misinformation. Older people were more likely to 
challenge misinformation compared to young adults while, men demonstrated a slightly greater likelihood to 
challenge compared to women. The 20 barriers influencing the decision to challenge misinformation, were then 
grouped into four main factors: social concerns, effort/interest considerations, prosocial intents, and content- 
related factors. We found that, controlling for age and gender, “social concerns” and “effort/interest consider-
ations” have the significant impact on likelihood to challenge. Identified four factors were analysed in terms of 
demographic differences. Men ranked “effort/interest considerations” higher than women, while women placed 
higher importance on “content-related factors”. Moreover, older individuals were found to be more resilient to 
“social concerns”. The influence of educational background was most prominent in ranking “content-related 
factors”. Our findings provide important insights for the design of future interventions aimed at encouraging the 
challenging of misinformation on social media platforms, highlighting the need for tailored, demographically 
sensitive approaches.   

1. Introduction 

The development of social media has given rise to a new paradigm 
that influences every facet of society, including instant communication 
and the sharing of or obtain information across the world. This led to 
information starting to spread even before its accuracy could be verified, 
paving the way for the rise of misinformation. Many terms such as, 
disinformation, fake news and rumours are used interchangeably [1] to 
refer to incorrect information depending on different factors, such as the 
format (fake news is typically in a news format), intention (misinfor-
mation refers to false information with no intention of harm, whereas 

disinformation has the intention of deceiving), or the degree of uncer-
tainty about the accuracy of the information (rumours are information 
with doubt about their accuracy). Throughout this paper, we will use the 
term misinformation as it refers all false and unsubstantiated information 
that is not supported by evidence or expert opinions [2] regardless of the 
intention, form or veracity. 

Although misinformation is not a recent phenomenon [2,3] concerns 
over diffusion of misinformation and harmful consequences have 
increased recently following events such as the COVID-19 pandemic [4] 
and Ukraine-Russia war [5]. For example, a widespread false informa-
tion that drinking highly concentrated alcohol may sanitise the body and 
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kill the COVID 19 virus led to 800 deaths [6] and the inaccurate pre-
sentation of the Malaysian Airlines disaster of 2014 as a Ukrainian attack 
in Russia has contributed to the exacerbation of the Russia-Ukraine 
conflict [7]. 

There is a growing body of research that propose solutions to tackle 
the problem. In this regard, we adopted the categorisation introduced by 
van der Linden and Roozenbeek [8] to provide an overview of the po-
tential solutions as well as to demonstrate the solution on which our 
research focuses. The solutions can be divided into four categories: 
Algorithmic [9–11], legislative [12], psychological [8,13,14] and 
corrective [15–17]. Our current research primarily focuses on the 
corrective category, which we have expanded by including corrections 
made by social media users. 

Along with experts [18,19] and fact-checkers [20], social media 
users also play a paramount role in preventing the spread of misinfor-
mation by their corrective attempts. Studies have demonstrated that 
corrections coming from other users are an effective way to tackle the 
problem [15,21,22] and as effective as algorithmic corrections [15]. 
However, data from several studies showed that users on social media 
are reluctant to correct misinformation they encounter [16,23–27]. 

The paucity of the behaviour of challenging others who post misin-
formation poses a significant challenge in combatting misinformation 
propagation. When individuals refrain from speaking out, it can unin-
tentionally restrict exposure to alternative viewpoints. This can create 
an environment where misinformation continues to disseminate 
unchallenged. 

Given the significant negative impact of misinformation and the 
well-established effectiveness of social corrections to combat it, the 
identification of factors hindering users from challenging misinforma-
tion is a valuable endeavour towards mitigating the spread of misin-
formation. It is also a starting point for enhancing the current design of 
digital platforms and devising solutions to foster an environment that is 
more encouraging for social corrections. The implications of this study 
would inform users’ hesitancy factors beyond merely combatting 
misinformation such as hesitancy and barriers to acting against injustice 
and prejudice [28–30]. It aims to contribute to Human Computer 
Interaction (HCI) literature as it one of the first attempts to examine the 
concept of “online silence” in the context of misinformation and to 
inform the design of future social media to reduce it. 

In this paper, we investigate why people avoid or skip challenging 
misinformation when they notice in the online environment. We assess 
the extent to which the barriers identified in Gurgun, Arden-Close, Phalp 
and Ali [31] apply in the context of social media use. We also grouped 
these barriers into four factors and investigate the influence of de-
mographics on the likelihood to challenge. We elaborate on the findings 
and draw implications and provide insights that may inform the design 
for the future social media platforms where people find it easier and 
more comfortable to challenge misinformation. 

2. Background and motivation 

Although the concept of silence has received little attention in the 
HCI literature, it has been alluded in research on online harassment [32, 
33], racism [30], cyberbullying [34,35] and online discussions [36,37]. 
Previous research identified factors that motivate users to respond to 
misinformation [24,38,39] however, there is limited research exploring 
the barriers that prevent people from challenging misinformation 
online. 

Given the limited research on the barriers to challenging misinfor-
mation online, it might be beneficial to draw on insights from literature 
regarding silencing in offline environments. Previous studies have 
explored silence in various contexts and settings, including organisa-
tions [40–43], classrooms [44–46] and politics (abstention from poli-
tics) [47]. Evidence from the research in offline environments may pave 
the way for investigating the barriers to challenging misinformation, as 
it is a well-documented phenomenon in organizational and education 

literature. While Milliken, Morrison and Hewlin [40] provide insights 
into the reasons why employees choose to be silent on issues that 
concern them, Pinder and Harlos [48] developed a conceptual frame-
work regarding employee silence. Other studies have expanded on this 
framework [41] and tested it in different environments [49] such as 
aircrews [42]. 

However, translating the factors from offline to online environments 
introduces some considerations. For instance, in the online environ-
ment, anonymity, invisibility and lack of eye-contact contributes to the 
negative effects of online disinhibition [50], a phenomenon where in-
dividuals feel less restrained and may behave more aggressively due to 
the lowered perception of social norms [51]. Therefore, it can be ex-
pected that people may feel more comfortable due to the lack of visual 
cues. In a similar vein, research showed that behaviours in certain 
contexts may not directly correlate to real life behaviours. As an 
example, research on violent video games showed that in-game behav-
iour does not necessarily reflect real-life violence [52]. These charac-
teristics of online interactions suggest that barriers for silence or 
confrontation in offline environments may not be applicable in online 
context, and thus serve as the motivation for our research. 

In the online environment, silence has been defined using various 
terms and in different contexts. For example, “lurking” is used to refer to 
the behaviour of observing others and consuming information without 
actively engaging in online interactions [53,54]. This behaviour how-
ever is not inherently related to confrontation; it is a choice to observe 
without actively participating. The concept of “chilling effects” has been 
suggested as a form of social conformity which arises when the feeling of 
being watched limits an individual’s choices due to perceived social 
norms [55]. For the online realm, it refers to restricting one’s online 
self-presentation a result of peer-to-peer surveillance on social media 
[56]. The “bystander effect” is another term used to describe a behav-
iour of taking no action such as commenting or reporting or helping a 
victim in a problematic situation particularly when other people are 
present [57]. Silence is also explored across various contexts, including 
online learning environments [58], commenting on online news [59] 
and within the context of discussing ideas and posting content about 
political and social issues [60,61] All these terms address the concept of 
silence in the online environment. However, in our particular context, 
silence is defined as the act of refraining from challenging, avoiding 
responding and being reluctant to counter when encountering false infor-
mation. We did not use the terms such as “lurking”, “chilling effect” or 
“bystanders” as they may not comprehensively explain the behaviour of 
not challenging misinformation but may be influenced by different 
factors including but not limited to passive browsing, concerns related to 
self-presentation and a tendency to leave the responsibility to other 
people. In other words, in our context, silence refers to a deliberate 
avoidance and reluctance to engage in conversations to discuss, question 
the veracity of the post or correct it. 

The notion of silence in our paper intersects with but also differs from 
the well-known theory of the “spiral of silence”. The spiral of silence 
theory suggests that people are less likely to express their opinions when 
they perceive their opinions are in the minority (See Refs. [62,63]). 
According to this theory, an opinion becoming more prevalent induces a 
spiralling process in which those who perceive themselves as being in 
the minority become even more hesitant to speak out, even though, in 
fact, the minority might be in the majority. The theory posits that the 
crucial element of the opinion formation is the interplay between per-
sonal convictions and the perception of the social environment. This 
theory is linked to classical theories of social influence where people 
adjust their behaviour in accordance with the perceived social norms 
and remain socially accepted [64]. Contrary to the idea that the minority 
remains silent, minority influence suggests that deviant minorities resist 
adhering to normative pressures and challenge the majority position 
[65,66]. Minorities can influence if they promote a coherent and clear 
social reality that diverges from the majority group. In fact, research 
indicate that social change is frequently instigated by minorities, 
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individuals who challenge the status quo [67]. Therefore, our explora-
tion acknowledges that individuals in the minority may exhibit diverse 
behaviours such as remaining silent or actively advocating their 
perspectives. 

Spiral of silence theory proposes that, this reluctance to speak out is 
often driven by a fear of isolation when they do not conform to the 
prevailing opinion. Although studies explored the application of the 
spiral of silence theory in the context of misinformation and its effects 
[68,69], our investigation is not specifically focused on settings where 
users perceive themselves as in the minority. However, some reasons for 
not challenging misinformation are aligned with this theory such as 
feeling in the minority (“I want to avoid being viewed as odd”) and fear of 
isolation (“I want to avoid people who posted or endorsed the post isolating 
me”) 

We chose the term “challenging” rather than “correcting” deliber-
ately for this research. Firstly, the term “correcting” presumes that the 
correction made is the absolute truth, however, which may not always 
be the case, Sometimes the correction itself can be false information. 
Secondly, the term “challenging” serves a broader purpose than mere 
correction. It involves disagreements, questioning or disputes over the 
post in addition to corrections. Much as the online environment holds 
the promise of stimulating healthy debates, current social media was not 
designed as a sphere devoted to rational discussions. The tendency to 
foster relationships with similar people makes it easier to form “echo 
chambers” of “filter bubbles” where users are separated from adverse 
opinions [70]. In fact, in a public sphere like Facebook, people should be 
able to express their opinions and participate in constructive discus-
sions; however the presence of other members of the “online public” 
may hinder this interaction [71]. For example, on Facebook, where the 
entire conversation could be seen by every social contacts, heated in-
teractions and public discussions can be perceived as norm violations 
[72]. 

In an environment where the primary goal is not to challenge 
someone, disagree, or dispute over a content, doing so may be viewed as 
conflicts. Conflicts emerge when individuals hold opposing thoughts or 
beliefs on a topic that are perceived as risky and unfavourable in cy-
berspace [73,74]. There are five ways to handle a conflict including 
competing, collaborating, compromising, avoiding and accommodating 
[75]. Although this taxonomy was proposed for offline contexts and 
primarily within organisational settings, it remains applicable in the 
online environment. Lee [76] outlines various methods used by social 
media users to navigate confrontational situations online such as 
competitive-dominating strategies (e.g., flaming and denouncing), 
avoidance (e.g., withdrawal), and cooperative-integrating tactics (e.g., 
apologising, and mediating). Competitive strategies include the act of 
asserting one’s interest to win while the avoiding strategy consists of 
being silent and avoiding the issue and the person. Among all of them, as 
a conflict resolution style, cooperative-integrating strategy is the most 
favourably viewed as it involves compromising, sharing ideas, discus-
sion without evaluation and problem solving. Avoidance on the other 
hand is the least effective strategy as it does not address the issue [77]. 

In their work Tagg, Seargeant and Brown [78] discuss a paradox 
regarding social media users’ approach to discussions and their ten-
dency to avoid conflicts. In their study, the participants seemed to 
hesitate to engage in reasoned debate around different opinions. Instead, 
they either ignore conflicting opinions or they took measures such as 
removing content and friends from their feed. In other words, they 
reconstruct their feed only with the opinions that align with their own. 
The paradox is that while participants report that Facebook is not suit-
able for serious discussions, they still use the platform for political 
expression, but at the same time avoid engaging in controversial topics. 
This avoidance of expression on Facebook is also in contrast with 
research revealing that users are less inhibited when expressing them-
selves to strangers due to the lack of visual cues [51,79]. However on 
Facebook one could argue that people’s offline social roles and re-
sponsibilities can influence how they present themselves as they feel 

pressured to align with societal expectations [80] If users adopt the 
avoidance strategy as a conflict handling strategy and do not actively 
engage with opposing views, the platform is unlikely to achieve its goal 
of facilitating open discussions, allowing users to gain insights from 
different point of views. This prevents people from gaining a complete 
understanding of the situation and contributing to a culture of silence, 
which can in turn make it difficult for people to speak up about issues 
such as harassment or racism. By identifying the underlying reasons for 
this silence, we aim to encourage people to adopt 
cooperative-integrating tactics. 

While there are studies examining the user motivations to correct 
misinformation online [24,26,38], research investigating the barriers 
that prevent people from challenging misinformation remains limited. A 
qualitative study by Chadwick, Vaccari and Hall [81] showed that in-
dividuals’ adherence to the norm of conflict avoidance prevents people 
from engaging in conversations to correct the misinformation on per-
sonal messaging platforms. Another study investigating the obstacles 
that healthcare professionals face when they correct health misinfor-
mation identified three categories intrapersonal (e.g., the lack of time 
and the perception of limited positive outcomes), interpersonal (e.g., 
fear of being harassed and bullied), and institutional (e.g., a lack of 
institutional support and social media training) [82]. These studies focus 
on health-related topics either within personal messaging platforms 
such as WhatsApp or involves healthcare professionals using a qualita-
tive approach. While these findings provide valuable insights into the 
factors influencing the reluctance to challenge misinformation on social 
media, there may remain several variables, yet to explore in relation to 
why people may be hesitant. For instance, the level of relationship 
amongst the users and the level of behavioural privacy on personal 
messaging platforms differ across platforms [83]. While Facebook is 
regarded as a semi-public place, WhatsApp is considered to provide a 
higher level of behavioural privacy [83] and since it is used mainly to 
connect with people with whom one has strong ties, people feel more 
comfortable when sharing controversial opinions [84]. Therefore, in this 
study we aimed to take a broader and exploratory approach by 
extending the variables beyond those explored in previous research 
specifically within a semi-public online sphere with acquaintances and 
with a focus on non-health-related topics using a quantitative method. 
Demographic variables, such as gender and education, appear to be 
associated with opinion expression and corrections of misinformation in 
the online sphere [26]. Based on previous studies, younger individuals 
were more likely to engage in online participation on political, civic, 
cultural or health related issues. Those with higher levels of education 
were also more likely to engage in corrective behaviours related to 
health issues on social media [26]. However, to the best of our knowl-
edge no research has investigated the relationship between demographic 
variables and the reasons that prevent users from challenging 
misinformation. 

In sum, while previous studies have focused on the motivation to 
challenge and have not investigated barriers to challenging misinfor-
mation in the online sphere, as well as the roles of factors such as de-
mographics, our study takes a step further and contributes to the field by 
examining a wider range of social media users beyond healthcare pro-
fessionals and employing a quantitative approach to identify reasons 
from different domains regarding the barriers to speaking out. 

3. Research questions 

To address the aforementioned issues, this research aims to investi-
gate the following research questions.  

RQ1 How do social media users engage in challenging 
misinformation?  

RQ1. a What are the various demographic factors (age, gender and 
education) that might have an influence on the likelihood to 
challenge misinformation? 
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RQ2 To what extent are the barriers obtained from literature in 
different domains applicable to social media users’ inaction in 
challenging others who post misinformation?  

RQ2. a How can these barriers be grouped into a smaller set of factors? 
RQ3 Which of the identified factor(s) has/have a statistically signif-

icant impact on the likelihood to challenge misinformation?  
RQ4 What are the differences in the identified barriers based on 

gender, age and education? 

4. Method 

4.1. Participants 

A total of 250 adults living in the UK were recruited for the study. 
Participants were compensated for their involvement in completing the 
survey. Specific inclusion criteria were implemented, which included: 1) 
being 18 years of age or above; 2) using Facebook with authentic 
identity; and 3) having encountered misinformation on the platform. 

4.2. Data collection procedure 

Ethical approval for the research was obtained by the university’s 
research ethics committee. The survey was designed and conducted 
online using Qualtrics. Participants were provided with an explanation 
of the research objectives before the survey, and their consent was 
sought before proceeding. They were also informed regarding the 
confidentiality of the data, their freedom to participate and the right to 
withdraw the study as well as their free access to the study’s findings. 
The data collection period was between 31st May and July 7, 2022 
through Prolific™ (www.prolific.co), a well-established online platform 
for recruiting participants for research studies. 

4.3. Pilot test 

Prior to actual data collection a pilot test was conducted. An online 
draft questionnaire with the initial set of items was prepared and 
circulated to students and their network for feedback. 19 participants 
completed the pilot questionnaire. Several changes were made to make a 
priori items clearer. In order to assess face validity, we asked partici-
pants to elaborate on their thoughts and provide feedback. 

4.4. Questionnaire development 

The questionnaire included a broad range of questions regarding 
attitudes and behaviours towards challenging misinformation on Face-
book as well as demographic and personal characteristics of the re-
spondents. Facebook was chosen as the platform for this study as it is the 
most used online social network worldwide with approximately 2.91 
billion monthly active users [85] and is used by all age groups [86]. 
Additionally, 67 % of internet users claimed that they encountered fake 
news on Facebook [87]. Facebook is also a suitable platform to inves-
tigate the interpersonal relations with different social network. On 
Facebook people are connected with both strong ties (e.g., family, close 
friends or romantic partners) and weak ties (e.g., former co-workers or 
neighbours) [88], with the latter dominating Facebook [89]. In his 
seminal work, Granovetter [90] argued that weak ties are significant 
because they may serve as bridges to connect network nodes which are 
more likely to be sources of different and novel information. Weak ties 
have been linked to exposure to different opinions [91] and people find 
it more difficult to debate or confront individuals with whom they have 
a weak connection compared to those with whom they have strong ties 
[92]. Therefore, the survey questions regarding challenging misinfor-
mation focused on challenging or being challenged by an acquaintance 
on purpose, as it refers to weak ties. It is also a semi-public space where 
comments and likes are visible to more people than just friends -e.g., if 
someone comment on a friend’s profile that is open to public, everyone 

will see the comment. Our aim is to explore the concerns users have 
when challenging misinformation considering factors such as the in-
fluence of social dynamics and increased interactions, therefore, instead 
of a private space we choose a semi-public space. In addition to that, 
Facebook possesses features like “like”, “comment”, and “share” which 
are common and widely used across various social media platforms, the 
familiarity can enhance participants’ understanding and potentially 
findings may be more broadly applicable. 

We provided the definitions of the terms such as “misinformation”, 
“challenging” and “acquaintance” to participants before starting the 
survey to ensure that all participants have a clear understanding of these 
terms. Our objective was to mitigate any potential misinterpretation of 
the survey questions and thereby to enhance the reliability and validity 
of the data. 

4.5. Measures 

4.5.1. Demographic characteristics 
Participants reported demographic characteristics including age, 

gender and educational level. Identified gender and age were collected 
using an open-ended format. Educational level was categorised as pri-
mary (compulsory education), further education (vocational training 
and college), and higher education (university and postgraduate 
degrees). 

4.5.2. Likelihood to challenge misinformation 
After providing the definition of challenging misinformation, par-

ticipants were asked to rate how likely were they to publicly challenge 
misinformation shared by an acquaintance on Facebook [16,93] on a 
seven-point scale (1 = Extremely unlikely 7 = Extremely likely) (M =
3.30, SD = 1.94). We relied on self-reports because although the act of 
being silent itself is visible, the motivations behind it can be subjected to 
misinterpretation [94]. Therefore, self-reports were considered a more 
reliable measure of participants’ likelihood to challenge misinforma-
tion, as it allowed them to express their thoughts and intentions directly. 

4.5.3. Barriers to challenging misinformation 
To assess Facebook users’ reported barriers for not challenging 

misinformation we developed a list of 22 items. A practical approach 
was taken for this objective given the lack of literature and validated 
measures in this area. Initially, we examined relevant literature, 
generating items based on previously reported reasons for not chal-
lenging misinformation [24,81,82]. In addition to the barriers of these 
qualitative studies, we kept the scope of the items as broad as possible 
due to the exploratory nature of this study. Therefore, rather than 
including items directly related to barriers to challenging misinforma-
tion we tried to generate a range of reasons that might be related to 
online silence. In order to identify unexplored barriers, we searched 
literature on topics such as organisational behaviour, communication, 
human-computer interaction (HCI) and psychology to gain insights into 
why people remain silent in other settings. This resulted in the creation 
of several additional items. For example, we derived new items based on 
the framework developed by Milliken, Morrison and Hewlin [40]. The 
extensive investigation by Gurgun, Arden-Close, Phalp and Ali [31] 
about the potential barriers behind people’s reluctance to challenge 
misinformation was the basis for our question items. 

Given the exploratory nature of this work, our major objective was to 
gather as many different barriers as possible without making early as-
sumptions. These 22 items which relate to individuals’ barriers for not 
challenging misinformation were assembled into a questionnaire 
format. An overview of these items is given in Table 1. 

Participants were asked the following question: “If you choose not to 
challenge misinformation shared by an acquaintance, how much do 
each of the following reasons apply to you?”. They were asked to indi-
cate the extent to which the statements applied to them using a seven- 
point Likert-scale from “strongly not at all applicable” (1) to 

S. Gurgun et al.                                                                                                                                                                                                                                 

http://www.prolific.co


Technology in Society 76 (2024) 102444

5

“extremely applicable” (7). Items were randomly shuffled for each 
participant. In addition, participants were asked an open-ended question 
which gave them the opportunity to provide any other reasons that were 
not listed. 

4.5.4. Data analysis 
The study included both continuous and ordinal data, which was 

analysed using SPSS software version 28 (IBM SPSS Inc., Chicago, IL, 
USA). The sample size in this study is 250 which aligns with the sample 
size estimated using G*Power software [102] (a priori and post-hoc 
Power analysis are provided on OSF https://osf.io/cr3bd/). Further-
more, drawing from Green’s [103]work, a minimum sample size 50 + 8 
m, where “m” represents the number of predictors or independent var-
iables in a regression analysis, the minimum sample size considered 
appropriate for this study would be 98 which is considered sufficient for 
assessing the impact of the six predictors on the outcome. For correla-
tions, stability is achieved once the sample size reaches 250 [104]. To 
establish a benchmark, our sample size also aligns with comparable 
studies investigating the reasons for particular online behaviour and 
conducting factor analysis [105,106]. 

Both parametric and non-parametric tests were used as some data 
was not normally distributed. Descriptive statistics were used to describe 
the data and report frequencies. The Mann-Whitney U test was used to 

evaluate the difference between two groups, and the Kruskal-Wallis H 
test was used to observe the differences between more than two groups. 
Spearman’s rank-order correlations were run to measure the strength 
and direction of the association between two continuous or ordinal 
variables. A principal component analysis (PCA) was carried out to 
determine whether the items could be categorised into meaningful fac-
tors. The factor scores obtained from PCA were used as dependent 
variables to examine whether the barriers varied according to the de-
mographic characteristics of the respondents. Ordinal logistic regression 
was used to determine which factors had a statistically significant effect 
on the ordinal dependent variable. Independent samples t-tests, and one- 
way analyses of variance (ANOVA) were used to compare participants’ 
demographic variables and identified factors. 

5. Results 

5.1. Participant demographics 

In total, 250 participants completed the online survey. Data con-
cerning the participants’ gender, age and level of education are shown in 
Table 2. Most respondents were women (57.2 %), and the mean age was 
34.8 years (standard deviation (SD) = 10.96). Majority of respondents 
had at least a university education (N = 157). 

5.2. RQ1: To what extent social media users challenge misinformation? 

Participants were asked to indicate the platform where they 
encounter misinformation the most. Facebook emerged as the primary 
platform where 51 % (166 respondents) reported encountering misin-
formation. Following Facebook, Twitter and social network sites (as a 
general term to refer to various platforms) and Instagram were 
mentioned as the platforms where participants encountered misinfor-
mation most frequently. For a detailed breakdown of the counts and 
percentages of the platforms where participants encountered misinfor-
mation, please see Table 3 

Most participants (58.8 %) stated that they were unlikely to chal-
lenge (Extremely unlikely, unlikely and somewhat unlikely) others on 
Facebook (see Fig. 1). Participants aged 18–24 had the highest propor-
tion of respondents (75 %) who were unlikely to take the specific actions 
in the questions. Conversely, participants aged 45 and over had the 
highest proportion of respondents (57 %) indicating that they were 
likely to challenge misinformation. Moreover, respondents with a uni-
versity education or higher were more likely to challenge (Fig. 2). In 
general, most participants responded that they were unlikely to chal-
lenge misinformation. 

5.2.1. RQ1.a: Do demographics (age, gender and education) have influence 
on the likelihood to challenge misinformation? 

A Spearman’s rank-order correlation analysis revealed a statistically 
significant positive correlation between likelihood to challenge and age, 
rs (248) = 0.135, p < .05. Older participants were more likely to chal-
lenge misinformation than younger participants. Additionally, a Mann- 

Table 1 
References for potential barriers of not challenging misinformation.  

Item Reference 

1. I want to avoid being viewed as someone causing problems [40] 
2. I want to avoid being viewed as aggressive [40] 
3. I want to protect my image or reputation [40,95] 
4. I want to avoid damaging relationships with people who posted or 

endorsed the post 
[24,40] 

5. People won’t delete the post they shared anyway [24,40] 
6. Challenging is ineffective in mitigating misinformation [24] 
7. I want to avoid conflict with people who posted or endorsed the post [24,81] 
8. I want to avoid aggressive reactions from others [82] 
9. I want to avoid people who posted or endorsed the post isolating me [96,97] 
10. Others who posted or endorsed the post feel embarrassed [40] 
11. Others who posted or endorsed the post feel offended [40] 
12. Others who posted or endorsed the post will think that they are seen 

as untrustworthy 
[40] 

13. It provides no benefit to me [82] 
14. I want to avoid being viewed as odd [40,96] 
15. It is not my responsibility to correct [16,27] 
16. There are not enough tools on social media for corrections [98] 
17. It takes too much time [99] 
18. Other users will correct it anyway [16,27] 
19. It will be a waste of my effort [40,82] 
20. I don’t have enough information to correct [43] 
21. The issue addressed in the post is not important [100, 

101]. 
22. The issue addressed in the post is not relevant to me [24,99]  

Table 2 
Demographic characteristics of the participants (N = 250).    

N % 

Gender  
Woman 143 57.2 
Man 104 41.6 
Non-Binary 3 1.2 

Age  
18–24 44 17.6 
25–34 94 37.6 
35–44 67 26.8 
45+ 45 18.0 

Education  
Primary education 36 14.4 
Further education 57 22.8 
Higher education 157 62.8  

Table 3 
The counts and percentages of the platforms.  

Platform Counts % 

Facebook 166 51 
Twitter 48 15 
Social Network Sites 37 11 
Instagram 25 8 
Whatsapp 13 4 
Youtube 11 3 
Tiktok 10 3 
Reddit 6 2 
Online forum 5 2 
Snapchat, Line, Telegram, Quora 5 2  
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Whitney U test showed a marginally significant difference in challenging 
misinformation based on gender. There were three non-binary partici-
pants that were excluded from the analysis. Men reported being more 
likely to challenge misinformation (Mdn = 3,00) than women (Mdn =
2.00), U = 8499, z = 1.953, p = .051. Furthermore, a Kruskal-Wallis test 
was run to determine if there were differences in challenging misinfor-
mation based on educational level. Median likelihood to challenge 
scores were not statistically significantly different across education 
groups, χ2 (3) = 0.141, p = .932. 

5.3. RQ2: To what extent are the barriers obtained from literature in 
different domains applicable to social media users’ inaction in challenging 
others who post misinformation? 

Fig. 3 presents the descriptive data on the extent to which the reasons 
obtained from the literature apply to participants. The answer “I don’t 
have enough information to correct” was the most applicable reason 

Table 4 
Rotated structure matrix for PCA with varimax rotation of a four-component questionnaire.  

Items Rotated Component Coefficients 

Component 1 Component 2 Component 3 Component 4 Communalities 

SOCIAL CONCERNS (Cronbach’s alpha = 0.908) 
8. I want to avoid aggressive reactions from others .806 .136 .067 .114 .686 
2. I want to avoid being viewed as aggressive .799 .211 .223 .086 .740 
1. I want to avoid being viewed as someone causing problems .791 .222 .223 .195 .763 
7. I want to avoid conflict with people who posted or endorsed the post .762 .226 .136 .079 .656 
4. I want to avoid damaging relationships with people who posted or endorsed the post .738 .126 .286 .081 .648 
3. I want to protect my image or reputation .687 .218 .257 .054 .588 
14. I want to avoid being viewed as odd .567 .243 .380 .015 .526 
EFFORT/INTEREST CONSIDERATIONS (Cronbach’s alpha = 0.815) 
19. It will be a waste of my effort .214 .763 − .050 .107 .642 
17. It takes too much time .099 .716 .076 .126 .544 
13. It provides no benefit to me .137 .705 .065 .332 .631 
6. Challenging is ineffective in mitigating misinformation .262 .606 .055 − .239 .497 
5. People won’t delete the post they shared anyway .316 .602 − .022 − .176 .493 
15. It is not my responsibility to correct .132 .599 .272 .256 .516 
18. Other users will correct it anyway .156 .499 .173 .236 .359 
PROSOCIAL INTENTS (Cronbach’s alpha = 0.897) 
10. Others who posted or endorsed the post feel embarrassed .255 .067 .871 .067 .832 
11. Others who posted or endorsed the post feel offended .365 .053 .837 .086 .844 
12. Others who posted or endorsed the post will think that they are seen as untrustworthy .270 .108 .815 .006 .749 
CONTENT RELATED FACTORS (Cronbach’s alpha = 0.756) 
21. The issue addressed in the post is not important .078 .410 .150 .786 .815 
22. The issue addressed in the post is not relevant to me .073 .410 .165 .774 .800 
20. I don’t have enough information to correct .223 − .173 − .096 .644 .504 

Note: Major loadings for each item are bolded. 

Table 5 
The correlation analysis between likelihood to challenge, PCA generated factors and demographics.   

Age Gender Social concerns Effort/interest considerations Prosocial intents Content related factors 

Likelihood to challenge .135a 0.124 − .246b − .240b − 0.094 − 0.124 
Age  0.070 − .138a 0.009 − 0.015 − 0.039 
Gender   − .141a .165b − 0.072 − 0.097 
Social concerns    − 0.052 0.041 0.031 
Effort/interest considerations    1.000 0.063 0.030 
Prosocial intents      − 0.029  

a Correlation is significant at the 0.05 level (2-tailed). 
b Correlation is significant at the 0.01 level (2-tailed). 

Table 6 
Results of ordinal logistic regression analysis.       

95 % Wald 
Confidence 
Interval for Exp 
(B) 

Predictors B Wald χ2 
(1) 

p Exp 
(B) 

Lower Upper 

Gender(Woman) − 0.494 4.310 0.038 0.610 0.383 0.973 
Age 0.019 3.098 0.078 1.019 0.998 1.040 
Social concerns − 0.538 20.322 <.001 0.584 0.462 0.738 
Effort/interest 

considerations 
− 0.566 22.597 <.001 0.568 0.450 0.717 

Prosocial intents − 0.128 1.242 0.265 0.879 0.702 1.102 
Content related 

factors 
− 0.184 2.563 0.109 0.832 0.663 1.042 

Dependent variable: Likelihood to challenge  

Table 7 
Independent-samples t-tests results for gender-related differences in four factors.   

Women (N = 143) 
Mean (SD) 

Men (N = 104) 
Mean (SD) 

t (df) p-value 95 % CI of the Difference 

Social concerns 0.0755 (1.025) − 0.128 (0.96) 1.582 (245) 0.05 − 0.049–0.456 
Effort/interest considerations − 0.113 (1.047) 0.166 (0.92) − 2.179 (245) 0.03 − 0.532–0.026 
Prosocial intents 0.0721 (1.013) − 0.074 (0.963) 1.143 (245) 0.12 − 0.105–0.398 
Content related factors 0.112 (0.887) − 0.154 (1.118) 2.014 (190.123) 0.04 0.005–0.527  
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(partly applicable/applicable/extremely applicable) (88 %). The reason 
“I want to avoid aggressive reactions from others” was the second most 
applicable barrier reported by the participants (76 %). When asked to 
list any additional reasons they could think of, as an open-ended ques-
tion, seven participants mentioned five additional reasons for not chal-
lenging misinformation: the person who posts the misinformation is not 
reasonable or relevant (3), not wanting to come across as a “know-it-all” 
(2), thinking that the content was posted accidently (1), and seeing that 
others have already corrected the misinformation (1) (see Fig. 3). 

5.3.1. RQ2.a: Can these barriers be grouped into a smaller set of factors ? 
To determine whether the 22 barriers could be explained by a 

smaller number of variables, a Principal Component Analysis was per-
formed on 250 total data sets using SPSS®. Table 4 shows the results of a 
four-factor varimax rotated principal component analysis. We elimi-
nated two items (Item 9 and 16) due to the cross-loading with a differ-
ence lower than 0.20 between its primary and alternative factor loadings 
[107] and low communality (<0.3). The suitability of PCA was assessed 
prior to analysis. Inspection of the correlation matrix showed that all 
variables had at least one correlation coefficient greater than 0.3. The 
overall Kaiser-Meyer-Olkin (KMO) measure was 0.87 with individual 
KMO measures all greater than 0.7, which is good; or “meritorious” on 
Kaiser’s [108] classification of measure values. Bartlett’s test of sphe-
ricity was statistically significant (p < .0005), indicating that the data 
was likely factorisable. Our PCA extracted four components that had 
eigenvalues greater than one and which accounted for 64 % of the 
variance. A visual inspection of the scree plot revealed that four 

components should be retained [109]. Furthermore, a four-component 
solution met the interpretability criterion. As a result, four compo-
nents were retained. A Varimax orthogonal rotation was employed to 
aid interpretability. The factor loadings for the items were 0.40 or 
above. We label the four factors as follows: Factor 1 (37.1 % of total 
variance): “social concerns”; factor 2 (12.2 %): “effort/interest consid-
erations”, factor 3 (8 %): “prosocial intents” and factor 4 (6.6 %): 
“content related factors”. Component loadings and communalities of the 
rotated solution are presented in Table 4. 

5.4. RQ3: Which of the identified factor(s) has/have a statistically 
significant impact on the likelihood to challenge misinformation? 

A Spearman’s correlation was conducted to assess the relationship 
between the four factors, demographics and likelihood to challenge. 
Preliminary analysis showed the relationship to be monotonic. There 
was a statistically significant negative correlation between likelihood to 
challenge and “social concerns” rs (248) = − 0.246, p < .001 and be-
tween likelihood to challenge and “effort/interest considerations” rs 
(248) = − 0.240, p < .001. This indicates that people who were more 
likely to challenge were less concerned about these factors. “Social 
concerns” were negatively correlated with age and gender rs (248) =
− 0.138, p < .05 and rs (245) = − 0.141, p < .05 respectively, indicating 
as people age social concerns tend to decrease and men are less con-
cerned about their social image or risk of getting in conflict. There was a 
statistically positive correlation between “effort/interest consider-
ations” and gender rs (248) = − 0.165, p < .001, indicating that, men 

Fig. 1. The likelihood to challenge misinformation.  

Fig. 2. The likelihood to challenge misinformation based on gender, age and education.  
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were more likely to be concerned about whether their efforts would 
yield success (see Table 5). 

Following the correlation between the variables, a cumulative odds 
ordinal logistic regression with proportional odds was run to determine 
the effect of the identified factors (Social concerns, effort/interest con-
siderations, prosocial intents, content related factors) on the likelihood 
to challenge misinformation controlling for age and gender. In order to 
investigate the effect, we used the PCA generated factor scores as in-
dependent variables. The regression method has been used to generate 
factor scores. Unlike mean scores which give equal weight to each item 
and represent the central tendency, this method provides more accurate 
and meaningful representation of the factor as each item is weighted 
based on its regression coefficient, taking into account the strength of 
the relationship between the factor and each item [110]. 

The assumption of proportional odds was not met, as assessed by a 
full likelihood ratio test comparing the fit of the proportional odds 
model to a model with varying location parameters, χ2 (30) = 77.895, p 
< .05. Therefore, an examination of the assumption of proportional odds 
was undertaken by running separate binomial logistic regressions on 
cumulative dichotomous dependent variables. This examination showed 
that for most of the variables the assumption of proportional odds 

appears tenable. The deviance goodness-of-fit test indicated that the 
model was a good fit to the observed data, χ2 (1470) = 856.167, p = 1 
and the Pearson goodness-of-fit test indicated that the model was a good 
fit to the observed data χ2 (1470) = 1534.487, p = .118. The final model 
statistically significantly predicted the dependent variable over and 
above the intercept-only model, χ2 (6) = 52.194, p < .001. 

The odds of women considering likelihood to challenge was 0.610, 
95 % CI [0.383, 0.973] times that of men, a statistically significant ef-
fect, χ2 (1) = 4.310, p = .038. An increase in “social concerns” was 
associated with a decrease in the odds of likelihood to challenge, with an 
odds ratio of 0.584, 95 % CI [0.462, 0.738], χ2 (1) = 20.322, p < .001. 
Similarly, a decrease in likelihood to challenge was associated with an 
increase in the odds of “effort/interest considerations”, with an odds 
ratio of 0.568, 95 % CI [0.450, 0.717], χ2 (1) = 22.597, p < .001. 
“Prosocial intents” and “content related factor” did not significantly 
predict likelihood to challenge as the effect was not statistically signif-
icant χ2 (1) = 1.242, p = .265 and χ2 (1) = 2.563, p = .109 respectively 
(See Table 6) 

Fig. 3. Frequencies of barriers cited by users for not challenging misinformation on social media (%) (22 items).  
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5.5. RQ4: Are there any differences in the identified barriers based on 
gender and education? 

5.5.1. Gender 
There were 143 women and 104 men participants. Independent- 

samples t-tests were run to determine if there were any differences in 
the four factor scores (Social concerns, effort/interest considerations, 
prosocial intents, content related factors) between men and women. For 
all factors there were no outliers in the data, as assessed by inspection of 
a boxplot. Scores for each gender were normally distributed, as assessed 
by a Normal Q-Q Plot. The assumption of homogeneity of variances was 
violated for the “content related factors”, as assessed by Levene’s test for 
equality of variances (p = .019). However, for “social concerns”, “effort/ 
interest considerations” and “prosocial intents” there was homogeneity 
of variances, as assessed by Levene’s test for equality of variances (p =
.563, .082, 0.968 respectively). 

Data are mean ± standard deviation, unless otherwise stated. Scores 
for the “social concerns” were marginally higher for women (0.075 ±
1.025) than men (− 0.128 ± 0.96), but the difference of 0.203 (95 % CI, 
− 0.049 to 0.456) was not statistically significant t (245) = 1.582, p =
.11. For “effort/interest considerations”, scores were lower for women 
(− 0.113 ± 1.047) than men (0.166 ± 0.92), a statistically significant 
difference of − 0.279 (95 % CI, − 0.532 to − 0.026), t (245) = − 2.179, p 
= .03 d = − 0.28. For “prosocial intents”, scores were slightly higher for 
women (0.072 ± 1.013) than men (− 0.074 ± 0.963), but the difference 
was not statistically significant (mean difference = 0.146, 95 % CI, 
− 0.105 to 0.398), t (245) = 1.143, p = .12. Finally, for “content related 
factors”, a Welch t-test was run as the assumption of homogeneity of 
variances was violated. “Content related factors” scores were higher for 
women (0.112 ± 0.887) than men (− 0.154 ± 1.118), a statistically 
significant difference of 0.266 (95 % CI, 0.005 to 0.527), t (190.123) =
2.014, p = .04 d = 0.26 (see Table 7). 

5.5.2. Education 
An analysis of variance (ANOVA) was conducted to evaluate the 

differences in factor scores across three different education groups. 
There was one outlier in the data as assessed by inspection of a boxplot 
for values greater than 1.5 box-lengths from the edge of the box, which 
was removed from the analysis. Participants were classified into three 
groups: Primary education (n = 25), Further education (n = 67), and 

Higher education (n = 157. The data was normally distributed for each 
group, as evaluated by a Normal Q-Q Plot. Additionally, the homoge-
neity of variances was maintained, as determined by Levene’s test (p >
.05 for each of the four factor scores). 

The results showed no significant differences in means between ed-
ucation groups for “social concerns” (F = 0.542, p = .58), “effort/in-
terest considerations” (F = 0.096, p = .9), and “prosocial intents” (F =
1.540, p = .23). However, for “content related factors”, a significant 
difference in means was found (F = 5.741, p < .005). Tukey HSD post 
hoc tests revealed a significant mean difference in “content related 
factors” between further education and higher education. Individuals 
with further education level scored significantly higher on “content 
related factors” compared to those with higher education, with a mean 
difference of 0.485 (p < .05) (see Fig. 4). 

6. Discussion 

This study had three aims: (a) to examine the prevalence of 22 bar-
riers to challenging misinformation on social media among Facebook 
users, (b) to investigate whether these barriers could be classified based 
on specific factors, and (c) to identify demographic differences in the 
factors for not challenging misinformation. 

While social media appears to be a sphere where individuals feel free 
to express themselves, literature shows that when users encounter 
misinformation, they hold back from correcting others [16,23,24,27, 
81]. Our study aligns with these findings, with the majority of our 
participants stating a reluctance to challenge misinformation. Facebook 
was the most mentioned platform among social media users when it 
comes to encountering misinformation, with over half of our partici-
pants acknowledging Facebook as a significant source of 
misinformation. 

6.1. The role of age and gender in challenging misinformation 

Our findings showed that older people are more likely to challenge 
misinformation, which aligns with prior studies suggesting that younger 
adults typically have fewer discussions and conflicts about politics 
compared to older adults [74,111,112]. Thorson [113] demonstrates 
that young people perceive Facebook as too public to engage in political 
discussions and therefore adopt self-censorship strategies. However, our 

Fig. 4. Analysis of Variance (ANOVA) results for differences in four factors across education levels.  
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findings contrast with previous research about U.S. adults’ engagement 
in COVID-19 misinformation correction which suggested that older 
adults are less likely to correct others [26]. Several potential explana-
tions might account for these differences. One explanation could be the 
topics discussed. When the subject is health related, a concern that in-
fluences many people, might interact more than older people as they 
spend more time online [114]. A study on emerging adults showed that 
more time spent on social media, especially if they are engaged, is 
associated with increased interactions such as messaging or reacting to 
contents [115]. Therefore, when younger adults find a topic that en-
gages them, they are more likely to actively interact with the content e. 
g., by questioning the veracity. Another explanation can be from a 
cognitive perspective. Although older people spend less time on Face-
book, they tend to have more direct interactions when they are on the 
platform [116]. This direct interaction might be because as individuals 
get older, they generally become less self-conscious and have fewer 
experiences of shame, guilt and embarrassment [117], coupled with the 
fact that self-esteem tends to increase up to the age of 70 [118] which 
could make them feel more comfortable expressing their thoughts and 
feelings publicly. Younger individuals, on the other hand, are more 
active on social media and therefore are exposed to a high volume of 
information. Studies established that information overload makes it 
challenging for people to process and critically analyse each piece of 
information and can lead to an increased avoidance [119,120]. 

Our results also showed a marginally significant difference in terms 
of gender. Men showed a slightly greater likelihood to challenge 
misinformation compared to women. This finding aligns with previous 
studies suggesting that men are more likely to leave online comments 
whereas women are more likely to read but not participate in online 
discussions [121,122]. For example, when women engage with political 
discussions, they generally do so in a more subtle or less confrontational 
way relative to men [123]. Even when women encounter online 
harassment, they choose to ignore it rather than confronting the poster 
[32]. Although the gender difference is marginal in our study, research 
suggests that women feel more uncomfortable with confrontations than 
men. Further research is needed to explore gender differences in online 
experiences, needs and the barriers to challenging misinformation. 

6.2. Barriers to challenging misinformation 

People on social media do not often share misinformation with 
intention to mislead [124]. Indeed, the majority of people said they 
would need to be paid to share fake news since doing so would put their 
reputation at risk [125]. If content an individual shares is considered to 
be fake by others in their network, the sharer could potentially feel 
embarrassed [126]. Challenging others in this context, would serve as a 
measure to protect one’s reputation. Despite this, people on social media 
are not often enthusiastic about challenging others. Our study revealed 
that the major reason participants choose not to challenge misinfor-
mation was lack of information regarding the content. This finding is 
consistent with prior studies regarding the positive relationship between 
self-efficacy and being confident in one’s ability to identify and classify 
misinformation [127]. Self-efficacy theory highlights the relationship 
between an individual’s belief about their capability to perform a 
particular behaviour, outcome expectancy and behaviour [128]. Based 
on this theory, if individuals were not confident in their ability to pro-
vide information to challenge misinformation, they would be unlikely to 
perform the behaviour. Our findings support this proposition. Chal-
lenging behaviour is not solely determined by one’s intentions or will-
ingness; it is also influenced by the belief that one is capable and 
equipped enough to do so [128]. Users’ perception regarding their belief 
in their capacity to challenge is highly influential on their decision to 
challenge misinformation. 

Our study identified four factors to challenging misinformation: so-
cial concerns, effort/interest considerations, prosocial intents, content 
related factors. These findings build on a previous study conducted by 

Gurgun, Arden-Close, Phalp and Ali [31] which identified six factors 
based on the literature. According to the taxonomy identified by 
Ref. [31], there were six main reasons: Self-oriented, relationship-or-
iented, others-oriented, content-oriented, individual characteristics, and 
technical factors. While we grouped our list into different categories, 
they were not distinct from these. Reasons identified as self-oriented and 
relationship-oriented, which included avoidance of conflict or main-
taining a positive self-presentation, were grouped under a more general 
title “social concerns” in our study. Concepts related to efficacy or 
accountability that were named as self-oriented in Ref. [31] were 
grouped under the “effort/interest considerations” in this grouping. We 
did not investigate individual characteristics in this study. Although the 
categorisation may seem in line with previous study, a different 
grouping emerged, and technical factors were not heavily emphasised 
by the users. 

Social concerns refer to the concerns people have regarding their 
behaviour and how it affects their self-image or their relationship with 
other people. Based on social identity theory, interactions with alter-
native attitudes (out-group) are often accompanied by greater negative 
sentiment [129]. Conflict, negative evaluations, or being seen as a 
troublemaker can threaten one’s social identity and lead to potential 
rejection or exclusion from the group. Given that one of the most 
prevalent reasons people use social media is social interaction [130], 
belonging to groups, formation and maintenance of these social con-
nections are crucial for users. Concerns regarding the continuation of 
social capital leads to social pressure to preserve harmony. Together 
with the norms of civility, this pressure can influence people to conform 
to some norms in social media [131]. These norms include, writing 
positive comments on someone’s social media post [132] or not clicking 
“like” in a response to death-related content [133]. Regardless of how 
appropriate and required it seems, correcting, challenging, and dis-
agreeing with someone could be regarded as a personal attack [134, 
135]. Evidence suggests there is a tendency to withhold negative feed-
back [136,137] and users self-censor their online postings [138]. As 
people navigate their social networks with the intention of maintaining 
positive relationships [139,140], they prefer to avoid confronting when 
they are concerned about negative repercussions of challenging 
misinformation. 

How a person presents oneself to others is an important aspect of 
social interaction. In order to avoid presenting an unfavourable image, 
users carefully manage their online identities while being constrained by 
the expectations of their viewers [141]. In general, people are reluctant 
to convey negative information due to the discomfort associated with 
being the messenger of bad news [142]. People strive to present them-
selves favourably in order to get the approval of others, make a good 
impression and cultivate a positive self-image [143,144] and the moti-
vation to do so is accompanied by the fear of negative evaluations [145]. 
To avoid being negatively evaluated (e.g., aggressive, causing problems) 
people tend to self-silence and not challenge others. 

Effort/interest considerations includes the assessment of the effort 
required, the level of interest individuals have and the expected 
outcome. In the decision-making process people do a cost-benefit anal-
ysis which measures the positive or negative consequences of a behav-
iour. Protection motivation theory (PMT) [146] can provide insights for 
why people decide to adopt protective behaviours such as withholding 
opinions or not engaging with posts. According to this theory, two fac-
tors affect individuals’ protective behaviour: threat appraisal and coping 
appraisal. While threat appraisal refers to the severity of the conse-
quences, coping appraisal represents how one respond to the situation. 
PMT posits that individuals’ behaviours are based on a cost-benefit 
analysis where they weigh the costs of adopting preventive actions 
against the expected benefits of taking that action. In this case, the 
precautionary action, remaining silent, may outweigh the expected 
benefit. According to this theory, if people lack motivation or perceive 
the effort of challenging as wasteful, challenging misinformation might 
be seen as requiring too much time and effort. Additionally, if they do 
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not see direct personal advantages in challenging misinformation, they 
might be less inclined to invest cognitive effort. 

Prosocial intents are related to the intentions that refrain people from 
challenging misinformation due to concern for potentially harming 
others in any way. The empathy-altruism hypothesis can provide in-
sights regarding this behaviour. It proposes that individuals who expe-
rience empathic concern for others are more likely to engage in selfless 
acts to help and support them, even when there is no personal gain 
involved [147,148] In this case, people refrain from informing others 
that the content they share is incorrect due to desire to avoid embar-
rassing or offending them, as well as to avoid undermining their trust-
worthiness. Their prosocial intent arises from a desire to protect others 
from harm, even if it comes at a cost. 

Content related factors such its relevance or importance are also 
important when deciding to challenge or not to challenge. People do not 
challenge misinformation when they perceive the content is not relevant 
or important. This aligns with Petty and Cacioppo [149]’s work on issue 
involvement which demonstrates that when individuals have a higher 
level of involvement in a particular issue, the content becomes more 
influential in shaping their beliefs and important in shaping their 
cognitive responses. This suggests that, when individuals are involved in 
a topic they find personally relevant or important, they are more likely 
to challenge others due to their heightened concern for the accuracy of 
the information. This factor indicates the importance and relevance of 
the content as well as users’ assessment of whether they have knowledge 
related to that content to challenge. 

Two factors “social concerns” and “effort/interest considerations” 
had a significant impact on the likelihood to challenge after controlling 
for age and gender. “Prosocial intents” and “content related factors” did 
not significantly impact the likelihood of challenging misinformation. 
Although the item within “content related factors” was mentioned most 
by the participants as a barrier for challenging misinformation, when 
combined with other items in the factor, it did not significantly influence 
likelihood to challenge. One limitation of PCA is that, the factors 
extracted represent a latent variable that is a combination of the items, 
meaning the interpretation is based on the underlying construct 
captured by the factor rather than the individual items [150]. Even 
though the overall factor did not demonstrate a statistically significant 
impact, it is important to consider the item that was most mentioned by 
participants which had a strong influence on their decision to challenge. 

6.3. Demographic differences in the factors influencing likelihood to 
challenge 

We investigated potential differences in demographic factors that 
influence users’ likelihood to challenge misinformation on social media. 
The findings suggested that there is a weak negative correlation between 
age and “social concerns” such that as individuals grow older, they may 
become more willing to overcome social concerns and engage in chal-
lenging misinformation. As older individuals have more life experiences, 
they develop a stronger sense of confidence in their beliefs [118] that 
might make them less concerned about potential social repercussions. 

Gender differences were statistically significant in two out of the four 
factors examined. Women demonstrated lower “effort/interest consid-
erations” and higher scores in “content-related factors” compared to 
men. Men may place greater importance on assessing the potential 
outcome or success of their efforts when considering whether to chal-
lenge misinformation. They are more concerned about the perceived 
effort required and whether it will yield the desired result. Studies 
suggest that men tend to make technology-related choices based on 
practicality, with their decisions being influenced by the perceived 
usefulness, especially in the workplace, compared to women [151,152]. 
This is generally associated with the stereotypical view that men are 
more “pragmatic and task oriented than women [153]. On the other 
hand, women appear to prioritise the content itself when deciding to 
challenge misinformation. They place greater emphasis on factors such 

as the relevance or importance of the information and having enough 
information to challenge. One possible reason for this could be that as 
women are criticised more in online environments [32,121], they try to 
avoid criticism by deciding whether the subject is relevant to them or if 
they have knowledge about it before engaging in discussions. These 
differences underscore the importance of considering gender-specific 
factors and tailoring interventions to promote effective engagement in 
challenging false information. 

Social norms and perceptions of effectiveness: Societal expectations 
and cultural norms may also influence men’s decision-making process 
when it comes to challenging misinformation. Men may perceive their 
efforts as more effective or influential if they believe they have a higher 
likelihood of achieving the desired outcome. This perception may lead 
them to place greater importance on assessing the potential outcome or 
success before challenging misinformation. 

Educational background may have a limited impact on users’ “social 
concerns”, “effort/interest considerations”, and “prosocial intents”, but 
it has a statistically significant influence on evaluation of “content- 
related factors”. People with further education, which could include 
vocational training or college, show a higher tendency to evaluate 
content when faced with misinformation compared to people with a 
university degree and people with primary education. This may be 
because people with a university degree may feel confident when 
challenging misinformation as people with higher education tend to 
have better critical thinking ability [154,155]. Consequently, they do 
not see content-related factors as significant barriers to challenging 
misinformation. Conversely, people with primary education may have 
limited critical thinking skills, which could explain their lack of concern 
regarding this matter. 

6.4. Theoretical and practical implications 

This study showed that multiple factors can contribute to individuals 
refraining from challenging misinformation online. Our findings suggest 
that addressing the issue of silencing on internet when encountering 
misinformation requires a comprehensive approach that involves 
various barriers simultaneously, rather than focusing on a single key 
element. This adds to the existing literature about self-censorship on 
social media which focuses on the users’ perception of their audience 
[138,156] and social concerns and technical constraints [157]. There-
fore, identifying barriers contributes to a more holistic understanding by 
considering all relevant factors to make decisions that balance the po-
tential benefits and drawbacks of challenging misinformation, 
benefiting both users and researchers. 

One significant implication of this study is the recognition of social 
barriers to challenging misinformation. Addressing the widespread issue 
of misinformation extends beyond mere technical factors such as AI 
algorithms that creates echo chambers [158,159] and lack of fact 
checking mechanisms. Social factors also play significant role as barriers 
in effectively combating misinformation. As our study suggests, there is 
a prevalent concern among users who feel unsafe when expressing their 
opinions and stating the facts in the online sphere. Another common 
belief among users is lack of confidence in the potential success of their 
efforts. These findings highlight the necessity of an environment where 
people feel more secure in voicing the facts on social media and a culture 
that where challenging misinformation is widely accepted. 

From a technical perspective, social media platforms can introduce 
user-centric design strategies, tools and features that can enhance sense 
of security. Facilitating users’ easy access to reliable resources, incor-
porating easy fact-checking mechanisms and prioritising contents sup-
ported by credible sources (e.g. relevant links) can enhance users’ 
confidence in the knowledge they have, empowering them to challenge 
misinformation more confidently. Rather than solely focusing on 
increasing engagement, social media platforms’ algorithms can priori-
tise delivering quality content to users. Moreover, users’ critical 
thinking abilities can be improved by incorporating nudges, friction 
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[160] or prompts. Future research could explore specific design features 
that enhance users’ confidence when challenging misinformation. In 
order to cultivate a culture where challenging misinformation is not only 
accepted but actively encouraged, platforms can promote the desired 
behaviour by recognising and rewarding users who contributes. This can 
shape the behavioural norms and prevent the fear of repercussions. 

Additionally, rather than relying solely on platform-driven solutions, 
education and media literacy also have the potential to empower users 
in challenging misinformation [161]. Equipping users with the skills to 
discern and confront can also empower them to actively participate in 
conversations. 

Prior research efforts aimed at cultivating an environment conducive 
to constructive dialog. One such example involves integrating a dialog- 
based online argumentation interface into a comment section of a web 
page to promote structured argumentation [162,163] This approach 
aims to improve the quality of online discussions. Scholars also proposed 
guidelines and principles for fostering effective online discussions in 
various contexts, such as educational or collaborative platforms [164]. 
These efforts show the effectiveness of creating interfaces in encour-
aging users to participate in constructive, fact-based dialogues and 
improving their information literacy skills. Our study, in that sense, 
provides insights into the underlying factors behind people’s hesitation 
or reluctance to engage in such discussions that could contribute to 
design of social media. 

Establishing new norms on social media poses a significant chal-
lenge. However, making small changes in design, algorithms and edu-
cation can create an environment where users feel more informed and 
encouraged to challenge misinformation. This study aims to contribute 
to the development of future social media designs that can overcome the 
barriers to challenging misinformation. Such efforts could, conse-
quently, reduce the prevalence of misinformation. 

6.5. Limitations and further research 

This study has a number of limitations. There are at least three po-
tential threats to the ecological validity of our study. First of all, given 
the limitations of our sample, it is important to approach the analysis of 
our findings recognising that they are not nationally representative. 
Even though our sample size is consistent with previous research rec-
ommendations, a larger sample could provide a more thorough under-
standing and strengthen the reliability of our results. Therefore, it is 
important to regard this study as exploratory, rather than as a repre-
sentative sample of the entire population. Secondly, we provided a 
scenario to participants and asked them to imagine their responses. 
While this approach allows us to explore reactions, it may lack the 
authenticity of actual experience. Regarding sample size and represen-
tation, our research participants were active Facebook users who 
encountered misinformation. Therefore, our findings may not be 
representative of more passive users or users who never encountered 
misinformation which is a limitation for this study. Lastly, although we 
specifically relied on self-reports to investigate the reasons as they may 
not be easily deduced by observation, relying on self-reports may lack 
the naturalistic and dynamic elements of real-world situations. Partici-
pants’ responses in a controlled setting might differ from their actual 
behaviour and motivations in their natural environment. This also could 
be subject to recall bias [165] or social desirability bias [166] In addi-
tion, as this findings were obtained people from the U.K., it may not 
accurately represent the attitudes and behaviours of other populations 
and cultures. Previous research suggests that conflict resolution ap-
proaches vary between Western and Eastern societies [77]. Therefore, it 
is important to consider the cultural aspect of this topic. To address this, 
future research could use observational and experimental designs to 
assess participants’ actual behaviour in challenging misinformation. The 
barriers examined in this study represent only a limited number of 
barriers derived from relevant literature. Future research could explore 
additional barriers and factors. It is also important to recognize that this 

study focused specifically on Facebook, which may limit the general-
isability of the findings to other social media platforms. Different plat-
forms can have different barriers. Future research could explore the 
differences of the barriers across different platforms. While factor 
analysis is a useful technique for reducing the number of variables and 
identifying underlying dimensions, the factors cannot accurately reflect 
all variables within the factor [150]. Integrating qualitative research 
methods alongside quantitative factor analysis could provide a deeper 
understanding of underlying factors. 

7. Conclusion 

Challenging misinformation on social media is important in order to 
curb the spread of misinformation, yet there are various barriers that 
hinder people from doing so. This study highlights the importance of 
strengthening knowledge and fostering a more harmonious social media 
environment so that users do not feel restricted when they want to 
provide facts and challenge incorrect information. This study empha-
sises the need of recognising and overcoming different barriers by 
tailoring social media platforms in a way that empowers users and en-
hances their self-efficacy in challenging misinformation. Addressing 
these barriers can contribute to the cultivation of social media envi-
ronment where people feel safe and encouraged to challenge misinfor-
mation. The complex interplay of technical and social factors 
underscores the need for a comprehensive approach to challenge 
misinformation, one that addresses not just the systems facilitating its 
spread but also the societal and psychological forces that perpetuate it. 
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