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Chapter

A Review on Non-Volatile and
Volatile Emerging Memory
Technologies

Siddhartha Raman Sundara Raman

Abstract

As technology scaling is approaching a stand-still with architectural advancements
on modern day processors struggling to improve performance, coupled with the rise in
machine learning topologies demanding better performing processors, there is a press-
ing need to address the reasons behind today’s performance bottleneck. These reasons
include long access latency of memory technologies, scalability of memory designs,
energy inefficiency incurred by increased performance, and additional area overhead.
To explore these issues, a holistic understanding of existing memory technologies is
essential. In this chapter, a review of different memory designs starting from volatile
memory technologies such as Static Random Access Memory (SRAM), Dynamic Ran-
dom Access Memory (DRAM), NAND/NOR flash to emerging non-volatile memory
technologies such as Resistive Random Access Memory (RRAM), Magneto-resistive
random access memory (MRAM), Ferroelectric Field effect transistor (FeFET) is
presented, with specific consideration of tradeoffs involving area, performance, energy.

Keywords: memory, SRAM, DRAM, non-volatile memory, NAND/NOR, RRAM,
FeFET, MRAM

1. Introduction

Modern day systems typically consist of a central processing unit responsible for
performing arithmetic and logical operations on the data stored in memory. This
architecture is called the Von-Neumann architecture, wherein there are dedicated
logic and arithmetic units inside the CPU and the data is read/written from/into
memory, and has been the foundational architecture for high performance CPUs till
date. A brief background of these CPUs suggest that these processors have undergone
tremendous improvements beginning from in-order CPUs that execute the instruc-
tions in program order, to modern-day out-of-order CPUs that execute instructions as
soon as they are ready to execute and still give an impression to the software that the
instructions were executed in-order. This has resulted in an increased performance,
with frequencies ranging as high as GHz. However, the major bottleneck from
improving the performance further has been the tremendously low memory perfor-
mance [1, 2], often referred to as the memory-wall bottleneck. To alleviate this, an in-
depth analysis of existing/emerging memory technologies is required to understand
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the problems in each of the technologies and further propose solutions. Therefore, in
this chapter, we give a brief overview on the existing technologies and the solutions
proposed in the literature to understand the tradeoffs made between energy, area and
performance. The technologies described are (i) Static Random Access Memory
(SRAM), (ii) Dynamic Random Access Memory (DRAM), (iii) NAND/NOR flash (iv)
Resistive Random Access Memory (RRAM), (v) Magneto-resistive Random Access
Memory (MRAM), (vi) Ferroelectric Field effect Transistor (FeFET). The major
reason behind choosing these devices as the case study for non-volatile memories is
that there has been a tremendous growth in the recent times about potential of
replacing the existing memory topologies with these devices, as they offer bitcell
density advantage.

2. Memory technologies

The memory technologies can be classified into volatile and non-volatile memory
technologies depending on whether the data is retained in memory in the absence of
power supply. From an architectural perspective, processors use caches made of
SRAM that are responsible for fast memory accesses and main-memory made of
DRAM optimized for density/cost. The hard disk/secondary storage are made of non-
volatile memory technologies like NAND Flash and are further optimized for higher
density/lower cost.

2.1 Volatile memory technology

The major memory technologies that are present in the modern-day computers are
made of SRAM, DRAM and embedded DRAM (eDRAM). SRAMs have been the
workhorse of high performance caches, as they have low access latencies as compared
to other memory technologies. Commodity DRAMs have been used in main memory
storage, as they have the advantages of high density and a simple bitcell structure.
Embedded DRAMs have started to gain traction for caches as they offer higher
performance (than commodity DRAM) and high density with a simple bitcell struc-
ture, which will be discussed in detail in this section.

2.1.1 Static random access memory (SRAM)

SRAMs are classified into 6 T, 7 T, 8 T,9 T and 10 T structures [3]. The most
commonly used SRAM bitcells are the 6 T and 8 T bitcells. Both these bitcells make use
of a cross-coupled inverter as the storage element. The 6 T structure is used when
overall SRAM area is constrained with high-performance requirements. However, the
8 T structure is used in high-performance cache designs, wherein there are no density
constraints, because they have the advantage of performing read after write in back-
to-back cycles [4]. This section elaborates the tradeoffs in both these designs with
respect to performance, area and energy.

21116 T SRAM

This design makes use of a shared read-write port, thereby ensuring that either
read/write can be performed in a cycle, therefore making it a 1R(read) W (write) port
design. 6 T SRAMs shown in Figure 1 consists of a cross-coupled inverter with pull-up
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Figure 1.
a) 6 T SRAM, with a shared read/write port, b) 8 T SRAM with decoupled read and write ports.

PMOS transistors named P1, P2 and pull-down NMOS transistors named N1, N2 and
the NMOS access transistors named A1, A2. In the case of a write operation, data is
written onto the bitcell by conditioning the bit lines (BL) to the data value that needs
to be stored in the bitcell [5]. For instance, for writing 1’ onto the bitcell, BL is driven
high with a voltage of Vcc and BL’ is driven low with a voltage of 0. WWL voltage is
driven high so that the DATA node holds a value of ‘1’ and DATA’ node holds a ‘0’.
This operation can be split further into 2 phases, namely the initiation and completion
phase. The initiation of writing ‘1’ onto the DATA node begins by writing ‘0’ onto the
DATA'’ node, as the NMOS access transistor Al can pass a good ‘0’, as opposed to
NMOS access transistor A2 passing a good 1’. Thus, DATA’ going low would imply
that the PMOS P2 is slowly being turned ON, thus helping A2 to further write a good
‘1’ onto the bitcell, even though A2 does not pass a good ‘1’ during the completion
phase. In order to accomplish a good initiation, the access transistor marked A1l should
have a high drive strength as compared to PMOS P1 so that BL’ is written successfully
onto the DATA’ node. In the case of writing a ‘0’ onto DATA node, A2 initiates the
process and is completed by the PMOS P1 driving DATA node to Vcc [6]. In this case,
the design constraint is that the drive strength of A2 must be greater than the drive
strength of P2 to accomplish a successful completion. Generalizing this, the initiation
is brought about by the node storing ‘1’ and completed by the node storing ‘0’ in the
case of a write operation.

The read is preceded by a precharge operation, wherein the BL is precharged to
Vcc. During the read operation, with ‘0’ being stored in the bitcell, the BL discharges
through A2, with the WWL turned ON and the difference in voltage between BL and
BL’ is measured using a sense amplifier, that is sensitive to voltage differences as low
as 100 mV [7, 8] in the modern-day SRAM design. The sense amplifier is typically
realized by another cross-coupled inverter design, that is designed to offer precise
outputs even in the presence of process variations, often leading to design complexity/
overhead. The design constraint during the read operation is that the NMOS transistor
should be strong enough to hold the DATA node at ‘0’ even though BL attempts to
write a ‘1’ through the access transistor A2.

During the retention phase, the WWLs and BLs are turned OFF and data leaks
from the node storing ‘1’ [7]. This occurs because of the voltage difference between BL
and DATA node, with the possibility of a bit-flip, making SRAMs volatile. One com-
mon approach is to drive the WL to slightly negative voltages to reduce the leakage
through the access transistor. Furthermore, the bitcell Vcc cannot be reduced to 0
even during retention, as this would lead to corruption of bitcell contents. Therefore,
the bitcell Vcc needs to be maintained at a minimum voltage, leading to an increased
power consumption of the processor [7]. This voltage limits the minimum operating
voltage of the overall processor design and is often referred to as Vmin. The issues
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with 6 T SRAM design can be summarized as complex design constraints required for
read, write, retention operation in 6 T SRAMs, the need for a separate precharge cycle
before the read operation.

2.1.1.2 8 T SRAM

In an attempt to relax the design constraints for read operation and to amortize the
cost of a precharge cycle by performing another “useful” task simultaneously, 8 T
SRAMs were proposed [6]. These have decoupled read/write ports, wherein the access
transistors Al and A2 are used during the write operation and the transistors RN1 and
RN2 are used during the read operation, as shown in Figure 1. The major advantage of
8 T SRAM is that precharge of RBL attached to the read port can be done in parallel to
the write operation done using the access transistors A1, A2. This can be extremely
useful in caches, wherein a commonly seen operation is a read followed by write, for
which precharge can be overlapped with write, thereby making the read-after-write a
2 cycle operation, as opposed to it being a 3 cycle operation. Furthermore, because the
read port transistors are decoupled from write port transistors, the read is indepen-
dent of the strength of the N2 and A2 transistors, unlike the 6 T SRAM scenario,
thereby enabling better design characteristics. The write/retention operation in this
scenario is the same as that of 6 T SRAM [9].

The read operation progresses as: (1) RBL is precharged, (2) RWL is turned ON (3)
RBL discharge is sensed. Unlike the case of 6 T SRAM, 8 T SRAM involves full swing
discharge of RBL during a read operation, therefore enabling realization of the sense
amplifier using digital logic gates like a simple 2-input AND gate, with one input being
connected to RBL and the other input connected to a reference voltage driven to Vcc.
Furthermore, this form of sensing is called single ended sensing as RBL’ is not utilized
in sensing, unlike the case of 6 T. A design optimization for improving performance is
that instead of sharing the RBL across all the rows in a column, RBL that is sensed for
read in the case of 8 T SRAM, is shared across only a few rows in the column
(indicated as local RBL), although there is still a RBL shared across all rows in the
column (called the global RBL). During the precharge operation, “global RBL” is
initially precharged to Vcc, which further precharges “local RBL” to Vec [10]. How-
ever, during the read operation, local RBL discharges and the global RBL is used as the
reference voltage for the sensing operation. This decoupling of global and local RBL
helps in reducing the discharge latency/read time improving the performance further,
as there is lesser capacitance to discharge as opposed to having a higher capacitance,
when discharging a complete column [11].

2.1.2 Dynamic random access memories (DRAM)

Commodity DRAMs, used as the main memory storage structure, has the advan-
tages of high storage density owing to its small bitcell size. The bitcell is made of 1T1C
(1 Transistor, 1 Capacitor) structure (Figure 2) [12], with the capacitor used as the
storage element. The capacitor is typically a deep trench capacitor, with its capaci-
tance value in the order of 10s of fF, in order to store the charge with minimal leakage.
However, it is still a volatile memory because of the discharge from the “leaky capac-
itor”, requiring periodic refreshes to refresh the data that is stored. This bitcell is
optimized for cost, but is manufactured separately, integrated with the processor on a
separate chip, leading to long latencies for DRAM accesses [13].
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2.1.2.11T1C

The write operation is accomplished by turning on the WL and driving the BL to
the necessary voltage value, thereby charging the bitcell capacitor. The read operation
is carried out by first precharging the BL to Vcc/2, turning on WL and using a sense
amplifier to sense the voltage drop/increase on the BL [14]. It is important to note that
the read operation naturally carries out the refresh operation as the sense amplifier is
connected to the BL, therefore driving SN to the sensed value. This refresh action is
important because the read of the bitcell is disruptive, as the SN voltage changes
during the discharge of BL. For instance, during read of ‘0’, SN settles to a value
between 0-Vcc/2 and during read of 1, SN settles to a value between Vcc/2-Vec. The
disadvantage of this design is that the discharge of BL is susceptible to process varia-
tions and may lead to inaccurate computations, if the data is not restored/refreshed
back by the sense amplifier. During the retention phase, WL is turned off/driven to
negative voltages to reduce the leakage through the access transistor.

2.1.2.2 2T1C

Although the commodity DRAMs still make use of 1T1C structure, bitcells have
been proposed to eliminate the disruptive read. One such bitcell is 2T1C DRAM
(Figure 2), that makes use of decoupled read and write ports, These are also called the
gain cell DRAM, that make use of WWL and WBL to write a value onto SN and using
RBL, RWL to read a value from SN. The write operation is similar to that of 1T1C.
Prior to a read operation, the RBL is precharged to ‘0’ in the case of PMOS being the
read port transistor. During the read operation of a bitcell storing ‘0’, RWL is turned
ON and RBL is charged through the read-port transistor, which is further sensed using
a sense amplifier. Similarly, in the case of storing ‘1’, BL does not discharge as the
PMOS read port transistor is OFF. However, the major disadvantage with this design
is that the available margin for sensing the RBL voltage is limited during a read
operation. This can be explained as: Assume there are ‘m’ rows in a single column that
share the same RBL, with RWL corresponding to the unselected/selected rows in a
column driven low/high and are storing a ‘0’/‘1’. In such a scenario, RBL charges
towards Vcc, because the selected row’s WL is turned ON. However, as RBL is
ramping up towards the threshold voltage of the read port transistor, the unselected
rows experience a path towards gnd through the read port transistor, thereby
discharging the RBL differential that was developed and constraining the sense mar-
gin to be equal to the threshold voltage of the read port transistor making it suscepti-
ble to process variations. In the case of NMOS being used as read port transistor, RBL
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is precharged to Vcc and the selected/unselected row’s RWL driven high/low. In
this case, the RBL voltage saturates at Vcc-Vt because of the leakage from the
unselected rows, with Vt being the threshold voltage of the NMOS read port
transistor [15].

2.1.2.33T1C

Although 2T1C offers non-disruptive read mechanism, there was a need to
improve the design in terms of resilience to process variations with increased sense
margin. To accomplish this, 3T1C structure was proposed with 2 read port transistors
(NMOS transistors) and 1 write port NMOS transistor, as seen in Figure 2, similar to
that of 8 T SRAM. In this case, the write operation is similar to 1T1C design and the
read operation is preceded by precharge operation, with RBL precharged to ‘Vec’.
During a read operation, RWL is turned ON and RBL starts to discharge, with the
additional transistor enabling read-out with higher sense margin by not allowing the
unselected rows to discharge the RBL further, unlike 2T1C. This is accomplished by
driving RWL of unselected rows to ‘0’, ensuring that the RBL does not discharge
through the unselected rows. However, both the 2T1C and 3T1C bitcells need separate
refresh cycles, leading to increased power/energy, as the read operation does not
imply a refresh operation because of the presence of a separate write and read bit lines
(unlike the case of 1T1C) [16].

The major issues with the DRAM are the long access latencies, reduced number of
metal layers for routing the DRAM wires, thereby limiting the bandwidth of the
memory array [17]. To improve the performance of the DRAM design, embedded
DRAMs that have the advantage of monolithic integration with the logic transistors
were proposed, Furthermore, these have the advantage of stacking multiple layers and
eDRAMs can be stacked in a 3D fashion, allowing increased bandwidth as compared to
DRAMs, thereby enabling them to be used in last level caches. These can be
designed in similar variants like 1T1C, 2T1C and 3T1C eDRAMs. However, the major
disadvantage is that the eDRAMs use back end of the line (metal layers) based bitcell
capacitor and scaling the capacitance to higher values is extremely difficult, thereby
degrading the retention time of Silicon-based eDRAMs. Therefore, these offer the
advantage of improved performance at the cost of lesser retention time. To further
improve the retention time and reduce the leakage of eDRAMs, few novel
materials based devices like Indium Gallium Zinc Oxide eDRAMs have been pro-
posed, which have extreme low leakage with moderate ON currents have been
proposed [18, 19].

2.2 Non-volatile memory technology

Non-volatile memories are important for storing large amount of data that need to
be saved for years together, as they retain data even in the absence of voltage supply.
These are used extensively in hard disk/solid state drives (SSD) in the modern pro-
cessors. The technology used in the SSDs is the NAND/NOR flash memory technol-
ogy, as they have the advantage of easy integration, highly dense bitcell structure,
stackable across 3D layers with minimal design effort, low cost/bit technology. This
was a major replacement to old-age magnetic memory technology such as floppy, hard
disk drives(HDD), which incur extremely long latency operations. The performance
of NAND/NOR flash memories is better than the HDD, but worse than the already
discussed SRAM/DRAM technology. This section begins by discussing the tradeoffs in
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the flash memory technologies and further extends to emerging non-volatile memory
technologies including Resistive Random Access Memory, Magnetic Random Access
Memory.

2.2.1 Flash memory
2.2.1.1 NAND/NOR flash

NAND flash gets its name from the fact that the transistors are connected serially,
similar to the pull-down transistors present in a CMOS NAND configuration. NAND
has higher density, requires high write voltage, offers high write performance, low
read performance as compared to NOR flash. The write operation is classified into
programming (writing a ‘0’) and erasing (writing a ‘1’) by modulating the threshold
voltage of the transistor that is being written into [20]. The NAND flash technology
makes use of a floating and a separate control gate (CG), marked as 2 lines in Figure 3
transistor as the storage element, with CG trapping the electrons onto the floating gate
using Fowler-Nordheim tunneling. In the case of programming, a high voltage is
applied on the control gate and this allows the electrons in the channel between source
to drain to get attracted onto the floating gate of the transistor, thereby depleting the
channel of electrons, effectively increasing the threshold voltage of the transistor,
resulting in a storage of ‘0’ [22]. In the case of storing a ‘1’, the electrons that were
trapped during the program phase are released by driving the control gate with a
negative or O voltage. This results in the channel receiving more electrons, thereby
decreasing the threshold voltage of the transistor. In the case of NAND flash, there are
header and footer transistors that are used during the write and read operations [22].

During the write operation (program), the BL is driven to ‘0’(0 V), WL
corresponding to the selected row is driven high (for instance, ~20 V), with the other
rows in the column driven with a voltage sufficient to pass the BL voltage onto the
source of the row of transistors that are being written into and the gate to source
voltage for selected cell is high to ensure that the tunneling happens. Furthermore, the
header device is turned ON (for instance, ~4 V) to ensure that the BL voltage is
passed onto the selected row. On the unselected columns, the BL is driven high (for
instance, ~4 V), and as the NMOS transistors are not good at passing ‘1’(for instance,
~4 V), the header transistor goes into sub-threshold region, (as the drain = Vcc,
source = Vcc-Vt, gate being at Vt). Thus, shutting down of the header transistor
enables a non-disruptive operation on the unselected columns. In the case of

) O b) _WL1 9 WL o _ 1E02
Heag| Header SL 1 BL < 1.E-05 ]
w1 2 i 5
WL For1 1 BL 3 1.E08 |pESET SET
WL2 o2 _WL3| 1.E-11
= R1 4 2 0 2 4
Foot Voltage (V)
Footer SL
a1 NOR flash
Figure 3.

a) NAND and b) NOR flash, ¢) RRAM bitcell (1T1R) d) RRAM I-V characteristics [21].
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programming, similar to other memory technologies, only a row is programmed,
whereas in the case of erasing, a block of memory is erased. In other words, a memory
array completely is erased [23].

During the erasing scenario, BL is initialized to O to ensure that all intermediate
source and drain voltages are at 0 and are then left floating. SL can be left floating and
the WL of the floating gate transistors are kept at 0 to ensure that the trapped
electrons are ejected out of the floating gate into the channel for an entire memory
array of cells. The header and footer word lines are turned ON, thereby ensuring that
the source/drain voltages are 0 [24].

In the case of reading from NAND flash, the read is similar to programming in that
the granularity of read is still a row of bitcells, unlike the case of erasing. The read of
NAND flash can be accomplished by turning on the WLs of unselected rows to pass
voltage, with BL driven high and SL driven low. The gate of the selected row is driven
low and the current at the BL is measured across all columns to identify the read value
from a row of cells. Furthermore, the major reason for NAND flash being used
extensively for SSDs is the possibility of storing multiple levels in a bit-cell. There
have been proposals suggesting storage of as high as, 1024 levels in a single bitcell.
However, the major disadvantage of the flash technology is the voltages needed for
operation can be extremely high in the order of 20 V for programming, to capture
electrons into the floating gate, limiting the power on the design and thereby it suffers
from thermal bottleneck issues. The future of this technology lies in the ability to stack
multiple layers with minimal coupling coefficient between layers. From a point of
view of NOR flash, it is used only in microcontroller/internet of things based applica-
tion space in older technology nodes and is still premature when it comes to usage in
advanced technology, with a density as high as NAND flash [25].

2.2.2 Resistive random access memory (RRAM)

These are a class of emerging memory technology that rely on the principle of
distinguishing the memory contents on the basis of resistance of the bitcell. The idea
of using resistance based memory is helped by the fact that a variety of oxides exhibit
resistive switching, i.e. the resistance changes as a function of the voltage applied
between them (like HfO,, TiO;) and these binary metal oxides are easily compatible
with CMOS [26]. There are different RRAM variants like that of conductive bridge
RRAM and oxide RRAM (detailed in this section). The conductive bridge RRAM (also
known as electrochemical metallization memory) makes use of a metal ion for the
formation of filament and rely on the movement of metal ions to determine the
resistance of the device and subsequent switching. The oxide RRAM bitcell consists of
metal (top electrode)-insulator-metal (bottom electrode) (R1 marked in Figure 3),
with the insulator being the above-mentioned oxides and rely on formation or break-
ing of oxide filament to store ‘1’(set) and ‘0’(reset), with Joule heating predicted to be
the reason for filament rupture [27]. There are 2 types of RRAM namely the unipolar
and bipolar RRAM, distinguished on the basis of voltages necessary to perform
switching. It is important to understand the device characteristics to understand the
applications and tradeoffs of the bitcell. In the case of bipolar switching, which is the
most common usage of RRAM, the switching would involve applying positive voltages
between the top and bottom electrode to perform “set operation” and applying nega-
tive voltages between the top and bottom electrode to perform the “reset operation”.
In the case of unipolar RRAM based switching mechanism, only positive voltage is
sufficient to undergo set-reset and reset-set changes. Figure 3 describes the I-V
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characteristics for a bipolar switching RRAM, wherein the set voltage is high in the
range of for instance, 3-3.2 V and the reset voltage is in the range of -ve for instance,
3-3.2 V [21]. The set and reset voltages need not be in the similar range and the set
voltage can be considerably higher than the reset voltage, depending on the oxide
insulator between the two electrodes. However, there are other devices of RRAM that
have been proposed in the literature to reduce RRAM set/reset voltage to as low as for
instance, 1V [21]. With the initial state of the RRAM assumed to be in reset, the
voltage is increased from O to the voltage necessary for setting, forming the filament
necessary for conduction across RRAM, thereby allowing a low resistance path
between the top and the bottom electrodes, shown as the set operation. Increasing the
voltage beyond the set voltage strengthens the filament formation, and does not
increase the current, marked by the saturation of current. In devices, wherein the
current keeps increasing, a compliance current is maintained to restrict the increasing
current to a certain threshold. In the case of decreasing the voltage from beyond set
voltages towards 0, the current keeps decreasing, with a voltage of O still holding the
filament, thereby having a non-zero current when the voltage comes back to 0. On
decreasing the voltage in the negative directions, the current initially starts increasing
till the voltage becomes equal to the reset voltage. On reaching the reset voltage, the
current saturates and programs it into reset mode (that is, the filament formation is
broken). Once the reset voltage is achieved, decreasing the voltage below the reset
voltage breaks down the filament, thereby decreasing the current flowing through and
increasing the resistance between the electrodes. These are non-volatile memory
because the filament does not break/form if the current state is an already formed/
broken filament, even when left without supplying voltage to retain the contents of
the bitcell [6, 21].

It is important to understand the memory topology that is present to obtain a
bitcell that can be used for storing. Similar to commodity DRAM structure, the RRAM
based memory makes use of 1T1R structure wherein the access transistor has a WL
that is responsible for accessing the bitcell. In the case of setting RRAM (storing ‘1’), a
high voltage is applied on the BL node with SL node closer to 0, so that there is enough
differential across the RRAM to obtain the filament, with WL turned ON. In the case
of resetting RRAM (storing ‘0’), a high voltage is applied on the SL node with BL node
closer to 0, breaking the filament formed by the set process. The design constraint in
the case of setting is that the voltage at WL needs to be high enough to allow a high
voltage through the access transistor, as NMOS based access transistors are not good at
allowing ‘1’ and saturates at Vcc-Vt. This should be taken into account when identi-
tying the right BL voltage for setting. During the reset process, driving BL with a
negative voltage is not preferred as the unselected rows in the same column would
have WL equal to 0 and having a high negative voltage on the BL would mean a high
negative voltage between the gate and the source of unselected rows, causing Gate
Induced Drain Leakage (GIDL). Hence, SL is driven with a positive value, making
sure that the difference between voltage at the top and bottom node is negative,
thereby resetting the filament formation. In the case of read, the voltage at RBL is
driven to a predefined value and based on the amount of current flowing through the
bitcell, the contents of the bitcell are identified. In the case of set mode, since the
RRAM is in a lower resistance state, the amount of current sensed on the BL would be
higher, indicating 1’ and in the case of reset mode, since the RRAM is in a higher
resistance state, the amount of current would be low, indicating ‘0’ [28]. During a
read operation, the constraint is that the read voltage should not be high enough to
alter the state of the bitcell and just a “disturb voltage” is sufficient to accomplish a
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successful read. The ratio of high resistance state’s resistance to low resistance

state’s resistance determines read margin of RRAM. In the case of RRAMs having
high ratio of OFF to ON resistance, read margin is high and is resilient to process
variations. Similar to the NAND flash, RRAM can be used effectively to store multiple
levels in a single bitcell thereby adding to the advantage of dense bitcell. The disad-
vantages of RRAM involve the higher set/reset voltages, high read/write latency and
lower endurance (~ 10° cycles) as compared to the conventional SRAM/DRAM
technology.

2.3 Magneto-resistive random access memory (MRAM)

MRAM, like the RRAM also belongs to a class of memory technology that relies on
the resistance of different states to store different contents onto the bitcell and builds
concepts from magnetism/Spin Hall effect to modulate the bitcell resistance, hence
the name magneto-resistive memory [29]. There are different types of MRAM namely
the spin transfer torque (STT MRAM), Spin orbit torque MRAM (SOT MRAM)
distinguished on the basis of the mechanism used for writing into the bitcell. The
advantage of the bitcell as compared to RRAM is that the endurance of the bitcell is
extremely high (in the order of ~ 10" cycles) with the write voltage slightly lower
and lower write latency as compared to RRAM [30]. However, the disadvantage of
this device lies in the complexity of integrating the different parts of the device
together and the ratio of OFF to ON resistance is lower as compared to RRAM.
However, the complexity of fabrication of the device has been taken care of, as STT
MRAMs (Figure 4) are ready for mass production. The magnetic tunnel junction
(MT]J) which is the primary storage element for STT-MRAM, consists of 3 layers
namely pinned, spacer layer and free layer with the relative orientation between the
pinned and free layer determining the magneto-resistance of the device. The pinned
layer has the magnetic moment pointed in one direction and does not change with
application of external voltage. On the contrary, free layer’s magnetic moment can be
changed with the application of external voltage. If the magnetic moment of pinned
layer and free layer point in the same direction, the magneto-resistance is low, and the
resistance is high, when the magnetic moments point in the opposite direction. Similar
to the case of RRAM, the direction of current determines the switching of MRAM and
the current flow from pinned layer to free layer is responsible for switching the free
layer from parallel (Low resistance - ‘1’) to antiparallel (High resistance - ‘0’) state.
The current flow from free layer to pinned layer is responsible for switching from

L WL . (ii) a) b
(i) Pinned layer HZO+ILD j Recessed
w channel

ak MT) Spacer layer I , Ms;\n cap1
—> c
* FeFET M)FM cap MFM 2
E WH
—
BL MFM cap3
Free layer
Figure 4.

(i)STT-MRAM and (ii) FeFET bitcell.
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antiparallel to parallel state. A read operation is accomplished by applying a voltage at
the BL and SL and the current through the MTJ (through single-ended sensing) is an
indication of the magneto-resistance of the device [31, 32].

2.4 Ferroelectric field effect transistor (FeFET)

It belongs to a class of technology that makes use of capacitor to store data, similar
to DRAM. It is a promising non-volatile memory (NVM) technology as it is dense,
similar to RRAM, offers high speed as compared to RRAM and ease of manufacturing
as they are compatible with mature CMOS technology nodes. The disadvantages of the
existing design include the high program/erase voltage as compared to other NVM
designs (order of 4 V) and the lower retention time because of the innate depolarizing
field in these devices [33]. FeFETs were formerly realized using a ferroelectric HZO
(Hafnium Zinc Oxide) that is sandwiched between the metal and the typical oxide
dielectric, as in the case of MOSFET, with the voltage division between the HZO
capacitor and dielectric oxide (interlayer dielectric - ILD) for the voltage applied at
the gate determining the bitcell content as shown in Figure 4a. The major disadvan-
tage is that the voltage drop across dielectric oxide is high and the voltage drop across
HZO is minimal, thereby increasing the voltage needed for performing the write
operation. Furthermore, there are innate fabrication difficulties to introduce the HZO
layer between the gate and interlayer dielectric. To overcome the higher write voltage
for FeFET, recessed FeFET was proposed, which increases the voltage drop across
HZO, by making a geometry of the source-drain channel to be circular, concentrating
the incoming electric field to a smaller region of area. FeMFET tries to overcome the
integration difficulties faced by recessed FeFET, by integrating ferroelectric capacitor
separately/independently at the gate (Figure 4b). This allows optimization of ferro-
electric capacitor separately from that of MOSFET and write voltage can be reduced
by decreasing the aspect ratio between ferroelectric capacitor and the interlayer
dielectric of MOSFET (Figure 4c). However, the disadvantage of the design is that it
introduces a floating node in between HZO capacitor and interlayer dielectric capac-
itance that is susceptible to noise, process variations and can reduce the retention time
as the depolarizing field increases [34]. Furthermore, it also affects the read voltage
considerably, if there is leakage from the unselected cells in the same column. Fur-
thermore, multiple ferroelectric capacitors can be connected in parallel at the gate to
make sure that write voltage can be reduced because of the increase in capacitance of
the ferroelectric capacitor, thereby making sure that most of the voltage drop is across
the ferroelectric capacitor and not across the MOSFET. However, this approach is not
scalable to larger voltage ranges and requires 3 cycles for a write operation. The write
operation in these bitcells are accomplished by applying a voltage at the gate, and the
voltage across the ferroelectric capacitor is an indication of the bitcell content. In the
case of read, a read disturb voltage is applied on the top terminal of the ferroelectric
capacitor, causing a voltage division, thereby enabling a higher voltage at the gate of
the MOSFET, thereby implying a higher current through the FET which would imply
‘1’ and ‘0’ if the current through the MOSFET is lower [35-37].

3. Conclusion

In this chapter, we discussed the different memory technologies starting from volatile
memories like Static Random Access Memory (SRAM), Dynamic Random Access

11



Computer Memory and Data Storage

Memory (DRAM) to non-volatile memories like NAND/NOR flash, resistive random
access memories (RRAM), magneto-resistive random access memories (MRAM)), ferro-
electric field effect transistor (FeFET) with specific reference to write, read and retention
operations in each of these designs and the design constraints associated with them.

Acknowledgements

I would like to acknowledge Kavya for providing valuable feedback in writing this
chapter.

Author details

Siddhartha Raman Sundara Raman
The University of Texas, Austin, USA

*Address all correspondence to: s.siddhartharaman@utexas.edu

IntechOpen

© 2023 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0),
which permits unrestricted use, distribution, and reproduction in any medium, provided

the original work is properly cited.

12



A Review on Non-Volatile and Volatile Emerging Memory Technologies

DOI: http://dx.doi.org/10.5772/intechopen.110617

References

[1] Raman SRS, Wen F, Pillarisetty R,

De V, Kulkarni JP. High noise margin,
digital logic design using Josephson
junction field-effect transistors for
cryogenic computing. IEEE Transactions
on Applied Superconductivity. 2021,

Art no. 1800105;31(5):1-5. DOI: 10.1109/
TASC.2021.3054347

[2] Pedram A, Richardson S,

Horowitz M, Galal S, Kvatinsky S. Dark
memory and accelerator-rich system
optimization in the dark silicon era. IEEE
Design Test. 2016;34(2):39-50

[3] Kulkarni JP, Roy K. Ultralow-Voltage
Process-Variation-Tolerant Schmitt-
Trigger-Based SRAM Design. IEEE
Transactions on Very Large Scale
Integration (VLSI) Systems. 2012;20(2):
319-332. DOI: 10.1109/
TVLSI.2010.2100834

[4] Kim CH et al. A forward body-biased
low-leakage SRAM cache: Device, circuit
and architecture considerations. IEEE
Transactions on Very Large Scale
Integration (VLSI) Systems. 2005;13(3):
349-357

[5] Pavlov A, Sachdev M. CMOS SRAM
Circuit Design and Parametric Test in
Nano-Scaled Technologies: Process-
Aware SRAM Design and Test. Vol. 40.
Springer Science Business Media; 2008

[6] Sundara Raman SR, Nibhanupudi
SST, Kulkarni JP. Enabling In-memory
computations in non-volatile SRAM
designs, in IEEE Journal on Emerging
and Selected Topics in Circuits and
Systems. 2022;12(2):557-568. DOI:
10.1109/JETCAS.2022.3174148

[7]1 Nibhanupudi SST, Raman SRS,
Kulkarni JP. Phase transition material-
assisted low-power SRAM design, in
IEEE Transactions on Electron Devices.

13

May 2021;68(5):2281-2288. DOI:
10.1109/TED.2021.3067849

[8] Wicht B, Nirschl T, Schmitt-
Landsiedel D. Yield and speed
optimization of a latch-type voltage
sense amplifier. IEEE Journal of
Solid-State Circuits. 2004;39(7):
1148-1158

[9] Morita Y et al. An area-conscious low-
voltage-oriented 8T-SRAM design under
DVS environment. In: 2007 IEEE

Symposium on VLSI Circuits. IEEE; 2007

[10] Verma N, Chandrakasan AP. A
65nm 8T sub-Vt SRAM employing
sense-amplifier redundancy. In: 2007
IEEE International Solid-State Circuits

Conference. Digest of Technical Papers.
IEEE; 2007

[11] Chang L et al. An 8T-SRAM for
variability tolerance and low-voltage
operation in high-performance caches.
IEEE Journal of Solid-State Circuits.
2008;43(4):956-963

[12] Farmahini-Farahani A et al. NDA:
Near-DRAM acceleration architecture
leveraging commodity DRAM devices
and standard memory modules. In: 2015
IEEE 21st International Symposium on

High Performance Computer
Architecture (HPCA). IEEE; 2015

[13] Nibhanupudi SST, Sundara Raman
SR, Cassé M, Hutin L, Kulkarni JP. Ultra-
low-voltage UTBB-SOI-based, pseudo-
static storage circuits for cryogenic
CMOS applications, in IEEE Journal on
Exploratory Solid-State Computational
Devices and Circuits. Dec. 2021;7(2):
201-208. DOI: 10.1109/]JXCDC.2021.
3130839

[14] Ishiuchi H et al. Embedded DRAM
technologies. In: International Electron



Computer Memory and Data Storage

Devices Meeting. IEDM Technical
Digest. IEEE; 1997

[15] Belmonte A et al. Capacitor-less,
long-retention (; 400s) DRAM cell
paving the way towards low-power and
high-density monolithic 3D DRAM. In:
2020 IEEE International Electron
Devices Meeting (IEDM). IEEE; 2020

[16] Koob JC et al. Design and
characterization of a multilevel DRAM.
IEEE Transactions on Very Large Scale
Integration (VLSI) Systems. 2010;19(9):
1583-1596

[17] Ali MF, Jaiswal A, Roy K. In-memory
low-cost bit-serial addition using
commodity DRAM technology. IEEE
Transactions on Circuits and Systems I
Regular Papers. 2019;67(1):155-165

[18] Raman SRS, Xie S, Kulkarni JP.
Compute-in-eDRAM with backend
integrated indium gallium zinc oxide
transistors. In: 2021 IEEE International
Symposium on Circuits and Systems
(ISCAS). Daegu, Korea: IEEE; 2021.
pp. 1-5. DOI: 10.1109/ISCAS51556.2021.
9401798

[19] Sundara Raman SR, Xie S, Kulkarni
JP. IGZO CIM: Enabling In-memory
computations using multilevel
Capacitorless indium-gallium—
zinc-oxide-based embedded DRAM
technology, in IEEE Journal on
Exploratory Solid-State Computational
Devices and Circuits. June 2022;8(1):
35-43. DOI: 10.1109/
JXCDC.2022.3188366

[20] Compagnoni CM et al. Reviewing
the evolution of the NAND flash
technology. Proceedings of the IEEE.
2017;105(9):1609-1633

[21] Boppidi PKR, Raman SS, et al. Pt/Cu:
ZnO/Nb: STO memristive dual port for
cache memory applications. In: AIP

14

Conference Proceedings. Vol. 2265. No.
1. AIP Publishing LLC; 2020

[22] Micheloni R, Crippa L, Marelli A.
Inside NAND Flash Memories. Springer
Science Business Media; 2010

[23] Li Y, Quader KN. NAND flash
memory: Challenges and opportunities.
Computer. 2013;46(8):23-29

[24] Goda A. Recent progress on 3D
NAND flash technologies. Electronics.
2021;10(24):3156

[25] Bez R et al. Introduction to flash
memory. Proceedings of the IEEE. 2003;
91(4):489-502

[26] Wong H-SP et al. Metal-
oxide RRAM. Proceedings of the IEEE.
2012;100(6):1951-1970

[27] Shen Z et al. Advances of RRAM
devices: Resistive switching
mechanisms, materials and bionic

synaptic application. Nanomaterials.
2020;10(8):1437

[28] Ielmini D. Modeling the universal
set/reset characteristics of bipolar RRAM
by field-and temperature-driven
filament growth. IEEE Transactions on
Electron Devices. 2011;58(12):4309-4317

[29] Tehrani S et al. Progress and outlook
for MRAM technology. IEEE
Transactions on Magnetics. 1999;35(5):
2814-2819

[30] Huai Y. Spin-transfer torque MRAM
(STT-MRAM): Challenges and
prospects. AAPPS Bulletin. 2008;18(6):
33-40

[31] Fong X et al. KNACK: A hybrid spin-
charge mixed-mode simulator for
evaluating different genres of spin-
transfer torque MRAM bit-cells. In: 2011



A Review on Non-Volatile and Volatile Emerging Memory Technologies
DOI: http://dx.doi.ovg/10.5772 /intechopen.110617

International Conference on Simulation
of Semiconductor Processes and Devices.
IEEE; 2011

[32] Fong X et al. Spin-transfer torque
memories: Devices, circuits, and
systems. Proceedings of the IEEE. 2016;
104(7):1449-1488

[33] Diinkel S et al. A FeFET based super-
low-power ultra-fast embedded NVM
technology for 22nm FDSOI and beyond.
In: 2017 IEEE International Electron
Devices Meeting (IEDM). IEEE; 2017

[34] Yurchuk E et al. Charge-trapping
phenomena in HfO2-based FeFET-type
nonvolatile memories. IEEE
Transactions on Electron Devices. 2016;
63(9):3501-3507

[35] Raman SRS, Nibhanupudi SST,

Saha AK, Gupta S, Kulkarni JP.
Threshold selector and capacitive
coupled assist techniques for write
voltage reduction in metal-ferroelectric—
metal field-effect transistor. IEEE
Transactions on Electron Devices. 2021;
68(12):6132-6138. DOI: 10.1109/
TED.2021.3121348

[36] Lee K, Bae J, Kim S, Lee ], Park B,
Kwon D. Ferroelectric gate field-effect
transistor memory with Recessed
Channel. IEEE Electron Device Letters.
2020;41(8):1201-1204

[37] Muller J, Boscke TS, Schroder U,
Hoffmann R, Mikolajick T, Frey L.
Nanosecond Polarization Switching and
Long Retention in a Novel MFIS-FET
Based on Ferroelectric HfO,. IEEE
Electron Device Letters. 2012;33(2):
185-187

15



