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ABSTRACT
High Performance Computing (HPC) is the ability to process data
and perform complex calculations at extremely high speeds. Current
HPC platforms can achieve calculations on the order of quadrillions
of calculations per second with quintillions on the horizon. The
past three decades witnessed a vast increase in the use of HPC
across different scientific, engineering and business communities,
for example, sequencing the genome, predicting climate changes,
designing modern aerodynamics, or establishing customer pref-
erences. Although HPC has been well incorporated into science
curricula such as bioinformatics, the same cannot be said for most
computing programs.

This working group will explore how HPC can make inroads
into computer science education, from the undergraduate to post-
graduate levels. The group will address research questions designed
to investigate topics such as identifying and handling barriers that
inhibit the adoption of HPC in educational environments, how to
incorporate HPC into various curricula, and how HPC can be lever-
aged to enhance applied critical thinking and problem solving skills.
Four deliverables include: (1) a catalog of core HPC educational
concepts, (2) HPC curricula for contemporary computing needs,
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such as in artificial intelligence, cyberanalytics, data science and
engineering, or internet of things, (3) possible infrastructures for
implementing HPC coursework, and (4) HPC-related feedback to
the CC2020 project.

CCS CONCEPTS
• Social and professional topics → Computer science educa-
tion; Computing education;
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1 MOTIVATION
Current High Performance Computing (HPC) resources provide
the ability to process data and perform complex calculations at
quadrillions of calculations per second, orders of magnitude faster
than ordinary high-speed computers [9]. HPC can be performed
on dedicated supercomputers typically containing thousands of
compute nodes working together to complete one or more tasks in
parallel, or in recent years, large numbers of inexpensive commod-
ity computers configured in parallel or distributed settings, with
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the Hadoop ecosystem representing an open-source archetype [1].
Further, "virtual" supercomputers consisting of distributed, inter-
connected cloud resources have also been leveraged for extremely
low-cost and on-demand HPC.

The exascale era, with quintillions of calculations per second,
promises to revolutionize many aspects of not just computing, but
science in general [13]. As Gray noted [5], scientific discovery
has moved from the empirical and theoretical paradigms through
computational modeling/simulation to the fourth paradigm of data-
intensive exploration, for which HPC is the keystone. Only HPC
strategies [7] make it possible to have modern climate prediction,
healthcare, structural designs, aerodynamic designs, management
of natural resources, arts and entertainment, social interaction, just
to name a few. Many people, including many computing educators,
don’t realize how much HPC impacts their daily lives.

More specifically, HPC is essential for today’s "hot" computing
areas such as Artificial Intelligence (AI), Cyberanalytics (CA), Data
Science and Engineering (DSE) [12], and the Internet of Things
(IoT). The symbiosis between AI and HPC is demonstrated by the
HPC community’s support for the anticipated AI revolution and the
concomitant expectations that AI will drive improvements in HPC
hardware and algorithms [4]. Baz [2] makes a strong case, with
examples, for HPC in IoT while Perrin et al. [11] make a similar
case for HPC in data analytics. In fact, one could argue legitimately
that deep learning would not be feasible without the availability
of different HPC frameworks [14]. The use of HPC and AI for
Cyberanalytics has also become commonplace [8].

HPC education presents unique challenges. Almost all HPC ap-
plications implement some form of parallelism that is an inherently
difficult concept to grasp. Additionally, a substantial portion of HPC
education seems ad hoc, and would benefit from a more structured
approach. Finally, new approaches are needed to advance the ed-
ucation of disciplinary specialists [7]. To progress toward these
goals, the working group will investigate how HPC education can
be delivered to the next generation of faculty and students.

2 WORKING GROUP OBJECTIVES
There have been prior efforts in bringing HPC into computing
education [6, 7]. An ITiCSE 2010 working group [3] also addressed
questions such as what aspects of parallelism should students learn;
how these concepts and practices could be incorporated into the
computing curriculum; what resources might be needed; and what
systemic obstacles exist to prevent adoption. HPC has been well-
incorporated into many bioinformatics and computational biology
curricula [10], but not uniformly or adequately into computing
programs as yet.

This working group will extend earlier work [6, 7] by addressing
the following: What efforts are needed to prepare computing and
other STEM researchers, educators, and practitioners to include
HPC coursework as part of the curriculum? How can educators
scale-up or scale-out successful HPC education approaches? What
obstacles and barriers inhibit HPC acceptance and how might ed-
ucators overcome them? How can HPC help to enhance applied
critical thinking and problems-solving skills of computing students?

Building on the background and motivation already mentioned,
this working group seeks to:

(1) Catalog HPC elements such as multi- and many-core pro-
gramming; distributed memory, shared memory, and hybrid
models; accelerators including graphical processing units,
FPGAs, Xeon Phi and Quantum processing units; parallel
and distributed file systems, and supercomputers.

(2) For each of the contemporary application areas (such as such
as AI, DSE or IoT), catalog best practices and examples of
how educators can incorporate HPC.

(3) Explore infrastructures for implementing HPC coursework
with a focus on simple and low-cost solutions.

(4) Develop HPC recommendations for modern computing cur-
ricula and provide feedback to the CC2020 project.
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