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AN INVERSE SPECTRAL PROBLEM FOR NON-SELF-ADJOINT
JACOBI MATRICES

ALEXANDER PUSHNITSKI AND FRANTIŠEK ŠTAMPACH

Abstract. We consider the class of bounded symmetric Jacobi matrices J with
positive off-diagonal elements and complex diagonal elements. With each matrix
J from this class, we associate the spectral data, which consists of a pair (ν, ψ).

Here ν is the spectral measure of |J | =
√
J∗J and ψ is a phase function on the

real line satisfying |ψ| ≤ 1 almost everywhere with respect to the measure ν.
Our main result is that the map from J to the pair (ν, ψ) is a bijection between
our class of Jacobi matrices and the set of all spectral data.

1. Overview and Background

1.1. Overview. A Jacobi matrix is an infinite tri-diagonal matrix of the form

J =


b0 a0 0 0 0 · · ·
a0 b1 a1 0 0 · · ·
0 a1 b2 a2 0 · · ·
0 0 a2 b3 a3 · · ·
...

...
...

...
...

. . .

 , (1.1)

where aj 6= 0 and bj are real or complex numbers, known as the Jacobi parameters.
Throughout the paper, we assume that aj and bj are bounded:

sup
j≥0

(|aj|+ |bj|) <∞; (1.2)

this is equivalent to the boundedness of J as a linear operator on the Hilbert space
`2(N0), N0 = {0, 1, 2, . . . }.

The vast majority of the literature on Jacobi matrices is devoted to the case of
self-adjoint J :

aj > 0, bj ∈ R, ∀j ≥ 0. (1.3)

Here aj 6= 0 is essential, while aj > 0 is a normalisation condition and can be
replaced, for example, by aj < 0 for all j or by aj having any prescribed sequence
of signs (see Remark 1.3 below). Let µ be the spectral measure of J corresponding
to the first vector δ0 = (1, 0, 0, . . . ) of the standard basis in `2(N0) (see (1.6) be-
low). The inverse spectral problem for bounded self-adjoint Jacobi matrices can be
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2 ALEXANDER PUSHNITSKI AND FRANTIŠEK ŠTAMPACH

succinctly stated as follows: there is a bijection between all bounded Jacobi matri-
ces J satisfying (1.3) and all non-degenerate probability measures µ with bounded
support. Here non-degenerate means having infinite support, i.e. not reducing to a
finite linear combination of point masses. We recall this bijection and its context
in Section 1.2 below.

The main result of this paper is an extension of this inverse spectral problem to
the case of bounded non-selfadjoint Jacobi matrices satisfying

aj > 0, bj ∈ C, ∀j ≥ 0. (1.4)

Here again aj > 0 can be replaced by aj having any prescribed sequence of complex

arguments (see Remark 2.5). Denote |J | =
√
J∗J and let ν be the spectral measure

of |J | corresponding to the vector δ0. We prove that there is a bijection between
all bounded Jacobi matrices J satisfying (1.4) and all pairs (ν, ψ), where ν is a
non-degenerate probability measure on [0,∞) and ψ ∈ L∞(ν) is a certain auxiliary
function, which we call a phase function, satisfying the constraint |ψ(s)| ≤ 1 for
ν-a.e. s > 0. In Section 2 we introduce the spectral data (ν, ψ) and state precisely
our main result and its consequences. Proofs are given in Sections 3–7. In Section 8
we consider an example.

1.2. Bounded self-adjoint Jacobi matrices. To set the scene, here we recall
classical results on direct and inverse spectral problem for bounded self-adjoint
Jacobi matrices. For the details, we refer e.g. to [2] or to [14] and the literature
cited therein.

Under the assumptions (1.2) and (1.3), J is a bounded self-adjoint operator on
`2(N0). The spectral theory of J is intimately connected to the theory of orthogonal
polynomials. The usual approach in the theory of orthogonal polynomials is to fix
a finite measure µ on the real line and to apply the Gram-Schmidt procedure
to the sequence of powers 1, x, x2, . . . with respect to the metric of L2(µ). This
produces the sequence of normalised orthogonal polynomials pj. The Jacobi matrix
J appears as the matrix of coefficients in the three-term recurrence relation

b0p0(x) + a0p1(x) = xp0(x),

aj−1pj−1(x) + bjpj(x) + ajpj+1(x) = xpj(x), j ≥ 1,
(1.5)

with p0 = 1. This means that one starts with µ and determines J , i.e. µ 7→ J . In
order to motivate what comes next, we need to take a slightly different view on
the subject, starting from J as an operator on `2(N0) and then coming to µ as
the spectral measure of J , i.e. J 7→ µ. Below we recall the key statements of the
theory presented in this light.

We denote by δj, j ≥ 0, the vectors of the standard basis in `2(N0) and 〈·, ·〉
the standard inner product in `2(N0) linear in the first argument and anti-linear
in the second one. The spectral measure µ of a bounded self-adjoint Jacobi matrix
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J is the probability measure

µ(∆) = 〈χ∆(J)δ0, δ0〉, (1.6)

where ∆ ⊂ R is a Borel set and χ∆ the indicator function of ∆. Since µ is compactly
supported in R (on the spectrum of J), it is uniquely determined by its moments

〈Jmδ0, δ0〉 =

∫ ∞
−∞

smdµ(s), m ≥ 0. (1.7)

Recall that a vector w is said to be a cyclic vector for a bounded self-adjoint
operator T on a Hilbert space if the set of finite linear combinations of Tmw,
m ≥ 0, is dense. If a cyclic vector for T exists, the spectrum of T is said to be
simple. The direct spectral problem for self-adjoint Jacobi matrices can be stated
as follows:

Theorem 1.1 (Direct spectral problem, self-adjoint case). Let J be a bounded
self-adjoint Jacobi matrix. Then δ0 is a cyclic vector for J . Consequently, J is
unitarily equivalent to the operator of multiplication by the independent variable in
L2(µ).

The fact that δ0 is cyclic for J is readily seen from the identity pj(J)δ0 = δj,
j ≥ 0, which follows from (1.5) by induction. The second claim of Theorem 1.1 is
nothing but a particular case of the spectral theorem, see e.g. [19, Section VII.2,
Lemma 1]. In the theory of orthogonal polynomials, this claim is sometimes referred
to as the spectral theorem for orthogonal polynomials or Favard’s theorem, see [18,
Thm. 2.5.2] or [20, Theorem 1.3.7]. The identity pj(J)δ0 = δj also readily implies
that the polynomials pj defined by (1.5) with p0 = 1, satisfy the orthogonality
relation ∫ ∞

−∞
pj(s)pk(s)dµ(s) = δj,k, j, k ≥ 0. (1.8)

It turns out that the image of the mapping J 7→ µ consists of all non-degenerate
compactly supported probability measures µ on R. Moreover, this mapping is also
injective. Both properties can be rephrased as the inverse spectral problem for J
in the following form:

Theorem 1.2 (Inverse spectral problem, self-adjoint case).

(i) Uniqueness: A bounded self-adjoint Jacobi matrix J (satisfying aj > 0 for all
j ≥ 0) is uniquely determined by its spectral measure µ.

(ii) Surjectivity: For any non-degenerate (i.e. not reducing to a sum of finitely
many atoms) probability measure µ with a bounded support, there is a bounded
self-adjoint Jacobi matrix J such that µ is the spectral measure of J .

In other words, there is a one-to-one correspondence J ↔ µ between the sets of
operators and measures specified in Theorem 1.2. See e.g. [14, Theorems 3.5 and
A. 6] for the proof and [2] for the comprehensive theory behind it.
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Moreover, the map J 7→ µ is easily seen to be a homeomorphism with respect
to appropriate topologies. A sequence of bounded self-adjoint Jacobi matrices JN
converges strongly to a bounded self-adjoint Jacobi matrix J if and only if the
spectral measures µN are supported in a compact set (independent of N) and
converge weakly to the spectral measure µ:∫ ∞

−∞
f(s)dµN(s)→

∫ ∞
−∞

f(s)dµ(s), ∀f ∈ C(R),

as N →∞.

Remark 1.3. Condition aj > 0 for all j ≥ 0 in (1.3) is merely a normalisation
condition. The whole theory can be developed for the class of Jacobi matrices J
with arbitrary aj 6= 0 and a fixed sequence of signs of aj. In fact, the procedure of
reconstruction of J from µ produces the sequences bj, a

2
j , and after this the signs

of aj can be prescribed in an arbitrary way. For example, taking m = 1, 2 in (1.7),
we find ∫ ∞

−∞
sdµ(s) = b0 and

∫ ∞
−∞

s2dµ(s) = b2
0 + a2

0,

which determines b0 and a2
0.

2. Main results

2.1. Bounded non-self-adjoint Jacobi matrices. The purpose of this paper is
to prove suitable analogues of Theorems 1.1 and 1.2 for a class of bounded Jacobi
matrices with complex Jacobi parameters. In the rest of the paper, the matrix
J is given by (1.1), where aj and bj are bounded and satisfy (1.4). Assumption
aj > 0 is the simplest normalisation condition on the arguments of aj and can be
replaced by requiring that aj 6= 0 have any prescribed sequence of arguments, see
Remark 2.5 below.

Crucially for our construction, J is symmetric with respect to transposition. In
other words, with C denoting the usual complex conjugation C : x 7→ x on `2(N0),
we have CJ = J∗C. Such matrices are called C-symmetric, see e.g. [9, 10]; we will
say more on the C-symmetry structure below.

2.2. The spectral measure ν and the direct spectral problem. Let us con-
sider the positive semi-definite operators J∗J and JJ∗. The operators J are in
general not normal, i.e. J∗J 6= JJ∗. (It is easy to see that J is normal if and only
if Im bj is a constant independent of j.) As is standard, we write

|J | =
√
J∗J and |J∗| =

√
JJ∗;

the square roots are taken in the sense of the usual functional calculus for self-
adjoint operators. Consider the measure

ν(∆) = 〈χ∆(|J |)δ0, δ0〉, (2.1)
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i.e. the spectral measure of the bounded self-adjoint operator |J | corresponding to
the element δ0. Using the fact that complex conjugation C effects an anti-unitary
equivalence between |J | and |J∗| and leaves δ0 invariant, we see that ν can be
alternatively written as

ν(∆) = 〈χ∆(|J∗|)δ0, δ0〉.
Note that the measure ν is normalised by ν(R) = 1. The measure ν is uniquely
defined by its even moments

〈(J∗J)nδ0, δ0〉 =

∫ ∞
0

s2ndν(s), n ≥ 0. (2.2)

Our first (simple) preliminary result is an analogue of Theorem 1.1, i.e. the direct
spectral problem for J . In order to state it, we recall the notions of multiplicity of
spectrum and maximality. A bounded self-adjoint operator T is said to have the
spectrum of multiplicity ≤ m, if T is unitarily equivalent to an orthogonal sum
of no more than m operators with simple spectrum. A vector w is said to be an
element of maximal type with respect to a bounded self-adjoint operator T , if for
any Borel set ∆ ⊂ R we have the implication

χ∆(T )w = 0 ⇒ χ∆(T ) = 0.

If T has a pure point spectrum, then the maximality of w means that the projection
of w onto any eigenspace of T is non-zero.

Theorem 2.1 (Direct spectral problem, non-self-adjoint case). For any bounded
Jacobi matrix J satisfying (1.4), the spectrum of |J | has multiplicity ≤ 2 and δ0

is an element of maximal type with respect to |J |. In particular, if the spectrum of
|J | is simple, then δ0 is a cyclic element for |J |.

The proof is given in Section 3.

2.3. The phase function: definition.

Theorem 2.2 (Definition of ψ). For any bounded Jacobi matrix J satisfying (1.4),
there exists a unique function ψ ∈ L∞(ν) with ψ(0) = 1 such that |ψ(s)| ≤ 1 for
ν-a.e. s ≥ 0 and

〈Jf(|J |)δ0, δ0〉 =

∫ ∞
0

sf(s)ψ(s)dν(s), ∀f ∈ C(R). (2.3)

We note that ψ(0) = 1 is just a normalisation condition which ensures the
uniqueness of ψ. Furthermore, if ν({0}) = 0, i.e. if Ker J = {0}, this condition is
not needed. The phase function ψ is uniquely defined by the moments (compare
with (2.2))

〈J(J∗J)nδ0, δ0〉 =

∫ ∞
0

s2n+1ψ(s)dν(s), n ≥ 0, (2.4)

and the normalization ψ(0) = 1.
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Theorem 2.2 uses no specific features of Jacobi matrices. In fact, it holds true
for any bounded C-symmetric operator J and for any vector δ0 with Cδ0 = δ0. We
provide two proofs of Theorem 2.2 in Section 3. The first proof is self-contained
and uses no theory of C-symmetric operators. The second proof is based on the
refined polar decomposition for C-symmetric operators, see e.g. [10, Theorem 2]; it
emphasizes the link with the theory of C-symmetric operators and may be useful
for possible generalizations.

2.4. The main result. The spectral data of J is the pair

Λ(J) := (ν, ψ),

where ν is defined by (2.1) and ψ is the phase function of Theorem 2.2. Our main
result is

Theorem 2.3 (Inverse spectral problem, non-self-adjoint case).

(i) Uniqueness: Any bounded Jacobi matrix J satisfying (1.4) is uniquely defined
by its spectral data Λ(J).

(ii) Surjectivity: Let ν be a probability measure with a bounded infinite support in
[0,∞). Let ψ ∈ L∞(ν) be a function such that |ψ(s)| ≤ 1 for ν-a.e. s ≥ 0
and ψ(0) = 1. Then (ν, ψ) = Λ(J) for a bounded Jacobi matrix J satisfying
(1.4).

The proof of part (i) is given in Section 5. The proof of part (ii) is given in
Section 6.

It follows from the theorem that the spectral mapping Λ : J → (ν, ψ) is a bi-
jection between the sets described in the statement of the theorem. In fact, this
bijection is a homeomorphism with respect to suitable topologies. We will say that
a sequence of spectral data (νN , ψN) converges weakly to the spectral data (ν, ψ)
(all (νN , ψN) and (ν, ψ) satisfy the constraints of Theorem 2.3(ii)) if the measures
νN are supported in a compact set (independent of N) and for any continuous
function f on R we have the two relations∫ ∞

0

f(s)dνN(s)→
∫ ∞

0

f(s)dν(s),∫ ∞
0

f(s)ψN(s)dνN(s)→
∫ ∞

0

f(s)ψ(s)dν(s)

as N →∞.

Theorem 2.4 (Homeomorphism). The bijection J 7→ Λ(J) is a homeomorphism
with respect to the strong operator topology on the set of operators J and the
topology of weak convergence on the set of spectral data. In other words, JN → J
strongly if and only if Λ(JN)→ Λ(J) weakly.

The proof is given in Section 7.
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Remark 2.5. It is easy to adapt Theorem 2.3 to the case when the off-diagonal
Jacobi parameters aj are not assumed to be positive but instead their complex
arguments are prescribed. In this case, the spectral mapping Λ is a bijection be-
tween the set of bounded Jacobi operators with a prescribed sequence {arg aj}∞j=0

and the set of pairs (ν, ψ) as described in Theorem 2.3(ii). In Section 6.7 we will
comment on the very few places in the proofs that would change in this setting.

2.5. Specific classes of J. Here we characterise specific classes of Jacobi matrices
J in terms of their phase function.

Theorem 2.6.

(i) The spectrum of J∗J is simple if and only if |ψ(s)| = 1 for ν-a.e. s ≥ 0.
(ii) J is self-adjoint if and only if ψ(s) is real-valued for ν-a.e. s ≥ 0.

(iii) We have bn = 0 for all n if and only if ψ(s) = 0 for ν-a.e. s > 0.
(iv) J is self-adjoint and the spectrum of J2 is simple if and only if ψ(s) = ±1

for ν-a.e. s > 0.
(v) If J is normal (i.e. J∗J = JJ∗) and the spectrum of |J | is simple, then

J = |J |ψ(|J |).

The proof is given in Section 7.

Remark. 1. We mention without proof that claim (i) of Theorem 2.6 can be
strengthened as follows: the spectrum of |J | is simple on a Borel set ∆ ⊂ [0,∞)
(i.e. the spectrum of the restriction of |J | onto Ranχ∆(|J |) is simple) if and
only if |ψ(s)| = 1 for ν-a.e. s ∈ ∆.

2. Formula J = |J |ψ(|J |) from part (v) of Theorem 2.6 is essentially the polar
decomposition of J . This gives some intuition into the phase function ψ.

If J is self-adjoint, we can define both the spectral measure µ as in (1.6) and
the spectral data (ν, ψ). Let us discuss the connection between these parameters.
For a measure µ, we set

µ̃(∆) := µ(−∆), ∆ ⊂ R, −∆ = {−x : x ∈ ∆}. (2.5)

Theorem 2.7. For J = J∗ we have

dµ(s) =
1 + ψ(s)

2
dν(s), s ≥ 0,

dµ̃(s) =
1− ψ(s)

2
dν(s), s > 0.

The proof is given in Section 7.

2.6. The phase function: geometric interpetation. Here we give a geometric
interpretation of the phase function by considering the simple case when s > 0 is
a singular value of J , i.e. when the subspace

E(s) := Ker(J∗J − s2I)
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is non-trivial. By Theorem 2.1, the dimension of E(s) equals 1 or 2. Along with

E(s), we also consider E(s) = Ker(JJ∗ − s2I). Note that x ∈ E(s) if and only if

x ∈ E(s) and in particular the dimensions of E(s) and E(s) coincide.
Let x ∈ E(s); applying J to the equation J∗Jx = s2x, we find JJ∗(Jx) = s2(Jx),

i.e. Jx ∈ E(s). Thus, J acts from E(s) to E(s). Moreover, for each x ∈ E(s) we
have

‖Jx‖2 = 〈J∗Jx, x〉 = s2‖x‖2,

i.e. 1
s
J acts as an isometry from E(s) onto E(s). The phase function ψ(s) is a

parameter of this isometry, chosen as follows.
Let us first consider the case dimE(s) = dimE(s) = 1; then in order to describe

the above isometry, we only need to specify the “angle of rotation”. This angle is
specified by reference to a pair of distinguished vectors in E(s) and E(s). Let hs
be the projection of δ0 onto E(s) and hs be the projection of δ0 onto E(s). We
have

ν({s}) = ‖hs‖2 = ‖hs‖2 > 0

by Theorem 2.1. In this case ψ(s) can be identified with the unimodular complex
number in the identity

1
s
Jhs = ψ(s)hs.

Next, consider the case dimE(s) = 2. Let us consider the matrix of 1
s
J with respect

to the basis hs, h
⊥
s in E(s) and hs, hs

⊥
in E(s). Then ψ(s) can be identified with

the top left entry of this matrix. In other words,
1
s
〈Jhs, hs〉 = ψ(s).

Since 1
s
J is an isometry, we have |ψ(s)| ≤ 1.

2.7. Analogues of orthogonal polynomials for non-self-adjoint J. Recall
the recursive definition of classical orthogonal polynomials (1.5). When the Ja-
cobi parameters are allowed to be complex it is natural to study solutions of the
antilinear eigenvalue problem

Jq(s) = sq(s) (2.6)

for s ≥ 0 (note the complex conjugation in the r.h.s.) and the infinite column
vectors

q(s) = (q0(s), q1(s), . . . ) and q(s) = (q0(s), q1(s), . . . ),

where qj(s) ≡ qj(s). We fix the initial condition q0 = 1 and introduce the sequence
of polynomials qj defined uniquely (since aj 6= 0) by the recurrence

b0q0(s) + a0q1(s) = sq0(s),

aj−1qj−1(s) + bjqj(s) + ajqj+1(s) = sqj(s), j ≥ 1.
(2.7)

Clearly, if the Jacobi parameters aj and bj are real and aj > 0, the polynomials qj
coincide with the usual orthogonal polynomials pj.
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A consideration of the antilinear eigenvalue problem (2.6) for complex symmetric
matrices goes back at least to Takagi [21] and has been studied in greater generality
for C-symmetric unbounded operators with compact resolvent in [10]; it also plays
an important role in the inverse spectral theory for compact Hankel operators (see
e.g. [1, 11]). Our goal here is to point out an orthogonality relation for polynomials
qj in terms of the spectral data (ν, ψ) corresponding to the Jacobi matrix J with
the Jacobi parameters aj and bj.

Theorem 2.8. Let J be a bounded Jacobi matrix satisfying (1.4), and let qj(s) be
the polynomials defined by (2.7) with q0 = 1. Then, for all j, k ≥ 0, we have the
orthogonality relation

1

2

∫ ∞
0

〈(
1 + Reψ(s) −i Imψ(s)

i Imψ(s) 1− Reψ(s)

)(
qj(s)
qj(−s)

)
,

(
qk(s)
qk(−s)

)〉
C2

dν(s) = δj,k,

or alternatively,∫ ∞
0

〈(
1 ψ(s)

ψ(s) 1

)(
qe
j(s)
qo
j (s)

)
,

(
qe
k(s)
qo
k(s)

)〉
C2

dν(s) = δj,k,

where

qe
j(s) :=

qj(s) + qj(−s)
2

and qo
j (s) :=

qj(s)− qj(−s)
2

.

The proof is given at the end of Section 7.

Remark. If J = J∗, then we see from Theorem 2.7 that the orthogonality relation
for qj ≡ pj from Theorem 2.8 simplifies to the standard form (1.8).

2.8. Relation to self-adjoint block Jacobi matrices. The key idea of our
approach is in passing from non-self-adjoint J to a self-adjoint block 2× 2 Jacobi
matrix

J =


B0 A0 0 0 0 · · ·
A∗0 B1 A1 0 0 · · ·
0 A∗1 B2 A2 0 · · ·
0 0 A∗2 B3 A3 · · ·
...

...
...

...
...

. . .

 , Aj =

(
0 aj
aj 0

)
and Bj =

(
0 bj
b̄j 0

)
.

We relate the spectral data (ν, ψ) of J to the 2×2 spectral measure of J. After that,
we use available results on the inverse spectral problem for block Jacobi matrices
J. We review these results in Section 4.

2.9. Related literature. In [16], Guseinov considers complex Jacobi matrices J
(without the condition aj > 0) and defines the generalised spectral function P as
the linear functional on polynomials defined by (in our notation)

P [f ] = 〈f(J)δ0, δ0〉.
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He then establishes a bijection between all complex Jacobi matrices and all linear
functionals P of a certain class. Although P [f ] is reminiscent of our 〈f(|J |)δ0, δ0〉,
it is difficult to relate these quantities; moreover, no effective parameterisation of
the admissible set of generalised spectral functions P is suggested in [16].

In [17], Huhtanen and Perämäki consider a class of measures ρ in the complex
plane that they call biradial. With every biradial measure they associate a bounded
Jacobi matrix J (with aj > 0) such that (in our notation)

〈(J∗J)nδ0, δ0〉 =

∫
C
|z|2ndρ(z),

〈J(J∗J)nδ0, δ0〉 =

∫
C
z|z|2nψ(z)dρ(z),

for every n ≥ 0. Clearly, this is related to (2.2), (2.4); however, because the class of
biradial measures ρ is “too wide”, the map from ρ to J turns out to be surjective
but not injective.

The direct and inverse spectral theory for finite and semi-infinite non-self-adjoint
Jacobi matrices with rank-one imaginary part is developed in [3]. The language
used in [3] is quite different from ours and in particular the focus is on the spectrum
of J rather than |J |.

In the survey [4], non-self-adjoint symmetric Jacobi matrices are reviewed from
the point of view of their connection to formal orthogonal polynomials, i.e. the
polynomials defined recursively by (1.5).

A lot of work has been done recently towards establishing Lieb-Thirring inequal-
ities for complex Jacobi matrices, see e.g. [15] and references therein. In this line of
research, one deals with eigenvalue estimates for tri-diagonal non-self-adjoint and
not necessarily symmetric matrices that are compact perturbations of the standard
Jacobi matrix J0 corresponding to aj = 1 and bj = 0 for all j.

As already mentioned, Jacobi matrices satisfying (1.3) belong to the class of C-
symmetric operators. There has been much work on the theory of these operators,
see e.g. [9, 10] or the survey [8]. We do not explicitly use any of the theory of
C-symmetric operators, even though the C-symmetric structure is crucial for our
construction.

There are some similarities between the construction of this paper and the in-
verse spectral theory for compact non-self-adjoint Hankel matrices, developed in
[11, 12]. The common feature is that Hankel matrices are C-symmetric. However,
it turns out that in order to have uniqueness, the spectral data needs to contain
more information, and moreover the surjectivity question for non-compact Hankel
matrices is much more complicated, see [13].

3. Direct problem: proofs of Theorems 2.1 and 2.2

3.1. The distinguished element of maximal type. Let us first prove Theo-
rem 2.1. Before embarking on the proof, we need a definition and two lemmas. If
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x, y ∈ `2(N0) and T is a bounded operator in `2(N0), we will denote by spanT (x, y)
the minimal closed invariant subspace of T containing both x and y. In other words,
spanT (x, y) is the closure of the set of all finite linear combinations of elements
Tmx and T ny over m,n ≥ 0.

Lemma 3.1. We have span|J |(δ0, J
∗δ0) = `2(N0). In particular, the multiplicity of

the spectrum of |J | is ≤ 2.

Proof. Since |J | =
√
J∗J , it suffices to prove that spanJ∗J(δ0, J

∗δ0) = `2(N0).
Further, since J∗δ0 = b0δ0 + a0δ1, it suffices to prove that spanJ∗J(δ0, δ1) = `2(N0).
Let us prove that all elements of the standard basis belong to spanJ∗J(δ0, δ1);
clearly, the required statement will follow from here.

It is straightforward to see that J∗J is a five-diagonal matrix, with non-zero
elements in the second sub-diagonal (and second super-diagonal); in particular,

[J∗J ]j+2,j = ajaj+1 6= 0.

For example,

J∗Jδ0 = a0a1δ2 + (linear combination of δ0 and δ1).

It follows that δ2 ∈ spanJ∗J(δ0, δ1). Next,

J∗Jδ1 = a1a2δ3 + (linear combination of δ0, δ1, δ2),

and therefore δ3 ∈ spanJ∗J(δ0, δ1). Continuing in the same way, we find that δj ∈
spanJ∗J(δ0, δ1) for all j ≥ 1. The proof is complete. �

Lemma 3.2. For any bounded Borel function f , we have

Jf(|J |) = f(|J∗|)J and J∗f(|J∗|) = f(|J |)J∗.

Proof. For all n ≥ 0, we have J(J∗J)n = (JJ∗)nJ . Taking linear combinations,
we obtain the relation Jg(J∗J) = g(JJ∗)J for any polynomial g. By a standard
approximation argument, we deduce the same relation for any bounded Borel
function g. This can be rewritten as Jf(|J |) = f(|J∗|)J with f(s) = g(s2). The
second relation is obtained by interchanging J and J∗. �

Proof of Theorem 2.1. The first claim of the theorem (the spectrum of |J | has
multiplicity ≤ 2) has already been established in Lemma 3.1.

As is well known [5, Theorem 7.3.4], any self-adjoint operator has elements of
maximal type. Let w be an element of maximal type for |J |. Let us prove that
δ0 is also of maximal type. Suppose that for some Borel ∆ ⊂ [0,∞) we have
χ∆(|J |)δ0 = 0 or equivalently δ0 ⊥ Ranχ∆(|J |). Denote v = χ∆(|J |)w. For all
m ≥ 0, we have δ0 ⊥ |J |mv, or equivalently

v ⊥ |J |mδ0, m ≥ 0. (3.1)

Further, for any m ≥ 0, we have

〈v, |J |mJ∗δ0〉 = 〈w, χ∆(|J |)|J |mJ∗δ0〉 = 〈w, |J |mχ∆(|J |)J∗δ0〉.
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Using Lemma 3.2 for f = χ∆, we continue

〈w, |J |mχ∆(|J |)J∗δ0〉 = 〈w, |J |mJ∗χ∆(|J∗|)δ0〉 = 〈w, |J |mJ∗χ∆(|J |)δ0〉 = 0

for any m ≥ 0. Thus, v ⊥ |J |mJ∗δ0 for all m ≥ 0. Putting this together with
(3.1), we find v ⊥ span|J |(δ0, J

∗δ0), and so by Lemma 3.1 we conclude that v = 0.
Recalling the definition of v, we find χ∆(|J |)w = 0; by the maximality of w this
yields χ∆(|J |) = 0. The proof of the maximality of δ0 is complete.

Finally, the last claim of the theorem (if the spectrum of |J | is simple, then
δ0 is cyclic) follows from the general statement [5, Theorem 7.3.2(c)]: If T is a
self-adjoint operator with simple spectrum, then any element of maximal type is
cyclic for T . �

3.2. The first proof of Theorem 2.2. Step 1: Let f be a continuous function
vanishing in a neighbourhood of the origin. Let us prove the bound

|〈Jf(|J |)δ0, δ0〉| ≤
∫ ∞

0

s|f(s)|dν(s). (3.2)

We write f(s) = |f(s)|1/2f(s)1/2, where

f(s)1/2 :=

{
f(s)/|f(s)|1/2, if f(s) 6= 0,

0, if f(s) = 0.

With this notation, for s > 0 we set

g(s) = s1/2|f(s)|1/2, h(s) = s−1/2f(s)1/2,

and g(0) = h(0) = 0. With this definition, both h and g are bounded and contin-
uous on [0,∞) and f(s) = g(s)h(s). From here, using Lemma 3.2 at the second
step, we find

〈Jf(|J |)δ0, δ0〉 = 〈Jg(|J |)h(|J |)δ0, δ0〉 = 〈g(|J∗|)Jh(|J |)δ0, δ0〉
= 〈Jh(|J |)δ0, g(|J∗|)δ0〉. (3.3)

Furthermore,

‖Jh(|J |)δ0‖2 = 〈J∗Jh(|J |)δ0, h(|J |)δ0〉 =

∫ ∞
0

s2|h(s)|2dν(s) =

∫ ∞
0

s|f(s)|dν(s),

‖g(|J∗|)δ0‖2 =

∫ ∞
0

|g(s)|2dν(s) =

∫ ∞
0

s|f(s)|dν(s).

Putting this together and using Cauchy-Schwarz for the right hand side of (3.3),
we obtain (3.2).

Step 2: Clearly, 〈Jf(|J |)δ0, δ0〉 is a linear functional in f , and the previous step
shows that it is bounded on a dense set in L1(sdν(s)) with norm ≤ 1. From here we
obtain the desired representation (2.3) with a unique ψ ∈ L∞(sdν(s)) satisfying
|ψ(s)| ≤ 1 for ν-a.e. s > 0. The value ψ(0) does not affect the r.h.s. of (2.3) and can
be set arbitrarily. We set ψ(0) = 1 to satisfy the requirement of the theorem. This
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ensures the uniqueness of ψ as an element of L∞(ν). The proof of Theorem 2.2 is
complete. �

3.3. The second proof of Theorem 2.2. Here we prove a slightly more general
statement than Theorem 2.2. In order to state it, we need to introduce the following
notation. Let H0 (resp. H0) be the minimal closed invariant subspace of |J | (resp
|J∗|) containing δ0, and let P0 (resp. P0) be the orthogonal projection onto H0

(resp. H0) in `2(N0).

Proposition 3.3. There exists a unique function ψ ∈ L∞(ν) with ψ(0) = 1 such
that |ψ(s)| ≤ 1 for ν-a.e. s ≥ 0 and for all f ∈ C(R),

P0Jf(|J |)δ0 = |J∗|ψ(|J∗|)f(|J∗|)δ0, (3.4)

P0J
∗f(|J∗|)δ0 = |J |ψ(|J |)f(|J |)δ0. (3.5)

Taking the inner product of both sides in (3.4) with δ0, we readily arrive at
Theorem 2.2.

Proof of Proposition 3.3. First note that identities (3.4) and (3.5) are complex
conjugated to each other. Therefore it suffices to prove (3.4).

Step 1: Existence of ψ ∈ L2(ν) satisfying (3.4). The refined polar decomposition
of the C-symmetric Jacobi operator J yields the formula

J = CI|J |, (3.6)

where I is an antilinear involutive partial isometry which commutes with |J |;
see [10, Theorem 2] for details.

Pick an arbitrary f ∈ C(R) and apply both sides of (3.6) to the vector f(|J |)δ0:

Jf(|J |)δ0 = CI|J |f(|J |)δ0. (3.7)

It follows from the identity C|J | = |J∗|C that

Cg(|J |) = g(|J∗|)C
for any g ∈ C(R). Similarly, from the commutation relation I|J | = |J |I, one infers
that

Ig(|J |) = g(|J |)I
(the complex conjugation of g is due to the antilinearity of I). Hence we may
rewrite (3.7) as

Jf(|J |)δ0 = |J∗|f(|J∗|)CIδ0.

Next we apply the projection P0 to both sides of the last identity. Since H0

reduces |J∗|, i.e. P0|J∗| = |J∗|P0, we have the commutation relation

P0 g(|J∗|) = g(|J∗|)P0

for any g ∈ C(R). From here we find the identity

P0Jf(|J |)δ0 = |J∗|f(|J∗|)P0CIδ0. (3.8)
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Since P0CIδ0 ∈ H0 and δ0 is a cyclic vector for operator |J∗| restricted to H0,
there exists ψ ∈ L2(ν) such that

P0CIδ0 = ψ(|J∗|)δ0.

Plugging this into (3.8), we obtain (3.4).
Step 2: The function ψ satisfies |ψ| ≤ 1 ν-a.e. and ψ(0) = 1. This argument is

similar to the first proof of Theorem 2.2. Consider the norms on both sides of (3.4).
For the left hand side we have

‖P0Jf(|J |)δ0‖2 ≤ ‖Jf(|J |)δ0‖2 = 〈J∗Jf(|J |)δ0, f(|J |)δ0〉 =

∫ ∞
0

s2|f(s)|2dν(s),

and for the right hand side

‖|J∗|ψ(|J∗|)f(|J∗|)δ0‖2 =

∫ ∞
0

s2|ψ(s)|2|f(s)|2dν(s).

Combining this, we find∫ ∞
0

s2|ψ(s)|2|f(s)|2dν(s) ≤
∫ ∞

0

s2|f(s)|2dν(s)

for all f ∈ C(R) and therefore |ψ(s)| ≤ 1 for ν-a.e. s > 0. The value ψ(0) does not
affect (3.4) and can be set arbitrarily; to comply with the claim of the theorem,
we set ψ(0) = 1.

Step 3: The uniqueness of ψ. Suppose (3.4) holds true with ψ = ψ1 and with
ψ = ψ2 where ψ1 and ψ2 are two elements of L2(ν). Taking the inner product with
δ0 and observing that the left hand side of (3.4) is independent of ψ, we find∫ ∞

0

sψ1(s)f(s)dν(s) =

∫ ∞
0

sψ2(s)f(s)dν(s)

for all f ∈ C(R). It follows that sψ1(s) = sψ2(s) for ν-a.e. set of s ≥ 0. We
conclude that ψ1(s) = ψ2(s) for ν-a.e. s > 0. Finally, we have ψ1(0) = ψ2(0) = 1
by our normalisation assumption. This proves the uniqueness of ψ. �

4. Block Jacobi matrices

4.1. Self-adjoint block Jacobi matrices. Here we recall the basics of the spec-
tral theory of self-adjoint block Jacobi matrices

J =


B0 A0 0 0 0 · · ·
A∗0 B1 A1 0 0 · · ·
0 A∗1 B2 A2 0 · · ·
0 0 A∗2 B3 A3 · · ·
...

...
...

...
...

. . .

 , (4.1)

where the Jacobi parameters Aj, Bj are 2×2 matrices, and A∗j denotes the adjoint
of Aj. In general, the Jacobi parameters can be N ×N matrices for any fixed N ,
but here we are interested in the 2×2 case. As a main source, we use the survey [6].
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The matrices Bj are assumed to be self-adjoint and Aj non-singular, i.e.,
detAj 6= 0. In addition, we also suppose that

sup
j
‖Aj‖ <∞ and sup

j
‖Bj‖ <∞,

where ‖ · ‖ can be any norm on the space of 2 × 2 matrices. Then J, regarded as
an operator on the Hilbert space `2(N0;C2), is bounded and self-adjoint. Recall
that the elements of `2(N0;C2) are sequences X = (X0, X1, X2, . . . ), where every
coordinate Xj is a vector in C2 and

∑∞
j=0 ‖Xj‖2

C2 <∞, where ‖ · ‖C2 is the usual

Euclidean norm in C2.
Two block Jacobi matrices J and J′ are called equivalent, J ∼ J′, if

J′ = D(U)∗JD(U),

where D(U) is a block diagonal matrix

D(U) =


U0 0 0 0 · · ·
0 U1 0 0 · · ·
0 0 U2 0 · · ·
0 0 0 U3 · · ·
...

...
...

...
. . .

 , (4.2)

and U = {Uj}∞j=0 is a sequence of 2× 2 unitary matrices with U0 = I, the identity
matrix. We will denote by [J] the equivalence class containing J.

Further, we denote by P0 : `2(N0;C2)→ C2 the orthogonal projection onto the
first coordinate, i.e.,

P0 : X = (X0, X1, X2, . . . ) 7→ X0.

The spectral measure M of J is the 2 × 2 matrix-valued measure uniquely deter-
mined by the relation

P0f(J)P∗0 =

∫ ∞
−∞

f(s)dM(s)

for all continuous functions f on R.
We wish to define the corresponding space L2(M). For a C2-valued polynomial P

on the real line, set

‖P‖2
L2(M) :=

∫ ∞
−∞
〈dM(s)P (s), P (s)〉C2 .

Theorem 4.1. [6, Thm. 2.11] For any bounded non-singular (i.e. detAj 6= 0)
block Jacobi matrix J, the corresponding measure M is non-degenerate, i.e.
‖P‖L2(M) 6= 0 for any non-zero C2-valued polynomial P . Let L2(M) be the com-
pletion of the set of such polynomials with respect to the norm ‖·‖L2(M). Then J
is unitarily equivalent to the operator of multiplication by the independent variable
in L2(M).
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For a scalar measure M, non-degeneracy in the above sense means that the
measure does not reduce to the sum of finitely many point masses. For matrix
measures, this condition is more subtle, as can be seen by looking at the direct
sum of a degenerate and non-degenerate scalar measure. See [6, Lemma 2.1] for
a more detailed discussion.

It is straightforward to see that two equivalent Jacobi matrices J and J′ give rise
to the same spectral measure; here it is important that U0 = I in (4.2). Moreover,
we have

Theorem 4.2. [6, Thm. 2.11]

(i) Uniqueness: The equivalence class [J] is uniquely defined by the spectral mea-
sure M of J.

(ii) Surjectivity: Let M be a non-degenerate 2 × 2 matrix-valued measure with
compact support on R. Then there exists a non-singular (i.e. detAj 6= 0)
2× 2 block Jacobi matrix J such that M is the spectral measure of J.

4.2. The matrices J, J and J. For a bounded Jacobi matrix J satisfying (1.4),
let us define the block Jacobi matrix J as in (4.1) with the Jacobi parameters

Aj =

(
0 aj
aj 0

)
and Bj =

(
0 bj
b̄j 0

)
. (4.3)

We claim that J, as an operator in `2(N0;C2), is unitarily equivalent to the off-
diagonal operator-valued matrix

J :=

(
0 J
J∗ 0

)
on `2(N0)⊕ `2(N0).

Verification of this claim is just a matter of rearranging the standard basis in
`2(N0;C2). Indeed, let

E↑j =

(
1
0

)
δj and E↓j =

(
0
1

)
δj, j ≥ 0,

be the vectors of the standard basis of `2(N0;C2). Let

V : `2(N0;C2)→ `2(N0)⊕ `2(N0)

be the isometric isomorphism defined by the formulas

V E↑j := δj ⊕ 0 and V E↓j := 0⊕ δj, j ≥ 0.

Then one readily verifies that

J = V ∗JV. (4.4)

Using this unitary equivalence, let us express the spectral measure of J in terms
of J. Let P0 : `2(N0) ⊕ `2(N0) → C2 be the orthogonal projection onto the two-
dimensional subspace spanned by δ0 ⊕ 0 and 0 ⊕ δ0. Explicitly, if u, v ∈ `2(N0),
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then

P0 : u⊕ v 7→
(
u0

v0

)
∈ C2.

Clearly, we have P0 = P0V and P0V
∗ = P0. From here and (4.4) we find

P0f(J)P∗0 = P0V
∗f(J)V P∗0 = P0f(J)P∗0 =

∫ ∞
−∞

f(s)dM(s). (4.5)

4.3. The computation of P0JmP∗0. For any n ≥ 0, a direct computation yields

J2n =

(
(JJ∗)n 0

0 (J∗J)n

)
and J2n+1 =

(
0 J(J∗J)n

J∗(JJ∗)n 0

)
.

Taking into account the complex symmetry of J , we find for all n ≥ 0 that

P0J2nP∗0 = P0J
2nP∗0 =

(
ω2n 0
0 ω2n

)
, (4.6)

where
ω2n := 〈(J∗J)nδ0, δ0〉 = 〈(JJ∗)nδ0, δ0〉,

and similarly

P0J2n+1P∗0 = P0J
2n+1P∗0 =

(
0 ω2n+1

ω2n+1 0

)
, (4.7)

where
ω2n+1 := 〈J(J∗J)nδ0, δ0〉 = 〈J∗(JJ∗)nδ0, δ0〉.

Below we will use these formulas.

4.4. A combinatorial lemma for P0JmP∗0. Let J be as in (4.1) with detAj 6= 0
for all j; here we do not assume the structure (4.3) of the Jacobi parameters Aj,
Bj. In what follows, we will need induction arguments that involve the expressions
P0JmP∗0. The dependence of these expressions on the Jacobi parameters Aj and
Bj is combinatorially complicated. Here we prepare an auxiliary statement on this
point.

Lemma 4.3. For all n ∈ N, one has

P0J2nP∗0 = A0A1 · · ·An−2An−1A
∗
n−1A

∗
n−2 · · ·A∗1A∗0 + Y2n

and
P0J2n+1P∗0 = A0A1 · · ·An−1BnA

∗
n−1 · · ·A∗1A∗0 + Y2n+1, (4.8)

where Ym is a Hermitian 2× 2 matrix given by a finite sum of products of exactly
m matrices from the lists

B0, . . . , Bn−1;A0, . . . , An−2;A∗0, . . . , A
∗
n−2, if m = 2n,

B0, . . . , Bn−1;A0, . . . , An−1;A∗0, . . . , A
∗
n−1, if m = 2n+ 1.

Furthermore, for m = 2n + 1, each product in the sum for Ym contains at least
one term from the list B0, . . . , Bn−1.
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Proof. From the very definition of the matrix multiplication, we have

P0JmP∗0 =
∞∑
j1=0

∞∑
j2=0

· · ·
∞∑

jm−2=0

∞∑
jm−1=0

J0,j1Jj1,j2 · · · Jjm−2,jm−1Jjm−1,0.

Taking into account the tridiagonal structure of J, i.e., Jk1,k2 = 0 whenever |k1 −
k2| > 1, this expression can be rewritten as

P0JmP∗0 =
∑
j∈Dm

J0,j1Jj1,j2 · · · Jjm−2,jm−1Jjm−1,0, (4.9)

where the finite multi-index set Dm is defined as

Dm =
{
j = (j1, j2, . . . jm−1) ∈ Nm−1

0 | (∀i ∈ {1, 2, . . . ,m})(|ji − ji−1| ≤ 1)
}

and j0 = jm = 0.
The multi-indices from Dm can be considered as labelings of certain paths well

known in enumerative combinatorics [7] (the Dyck path is a relevant but not exact
term here). One can think about elements of Dm as of paths that start at the
level 0, i.e., j0 = 0, and then from a node i− 1 can

• go up: ji = ji−1 + 1,
• go down: ji = ji−1 − 1,
• stay horizontal: ji = ji−1.

There are two more limitations on the paths: the end point has to be again at the
level 0, i.e., jm = 0, and the level of any node is always greater or equal to 0, ji ≥ 0
(paths cannot go to negative levels); see Figure 1 for an illustration.

0 1 2 3 4 5 6 7 8 9 10 11 12 13

Figure 1. An example of the path corresponding to multi-index
(1, 1, 0, 0, 1, 1, 2, 3, 3, 2, 2, 1) ∈ D13; the respective term from the
sum (4.9) is the product A0B1A

∗
0B0A0B1A1A2B3A

∗
2B2A

∗
1A
∗
0.

Let us first consider the even case m = 2n. It is not difficult to realize that the
only path in D2n that reaches level n is the path that goes from 0 up to the middle
and then down back to 0; the corresponding multi-index j∗ ∈ Dm is

j∗ = (1, 2, 3, . . . , n− 1, n, n− 1, . . . , 3, 2, 1), if m = 2n,



INVERSE SPECTRAL PROBLEM FOR NON-SELF-ADJOINT JACOBI MATRICES 19

see Figure 2 for an illustration. Recalling the notation Jk,k = Bk and Jk,k+1 =
J∗k+1,k = Ak, we see that the sum in (4.9) equals

P0JmP∗0 = A0A1 · · ·An−2An−1A
∗
n−1A

∗
n−2 · · ·A∗1A∗0 +

∑
j∈D2n\{j∗}

J0,j1Jj1,j2 · · · Jj2n−1,0.

Since no other paths (apart from j∗) reach level n, the sum over indices D2n \ {j∗}
contains only the products of 2n matrices from B0, . . . , Bn−1, A0, . . . , An−2, and
A∗0, . . . , A

∗
n−2, as claimed.

Next, consider the odd case m = 2n + 1. Here there are several paths reaching
level n, but we single out the one going up to level n, having one horizontal step
at level n and then going down back to 0:

j∗ = (1, 2, 3, . . . , n− 1, n, n, n− 1, . . . , 3, 2, 1), if m = 2n+ 1,

see Figure 2. Now the sum in (4.9) equals

0 1 2 3 4 5 6 0 1 2 3 4 5 6 7

Figure 2. Examples of labelings j∗ = (1, 2, 3, 2, 1) ∈ D6 (left) and
j∗ = (1, 2, 3, 3, 2, 1) ∈ D7 (right); the corresponding terms from
sum (4.9) are A0A1A2A

∗
2A
∗
1A
∗
0 (left) and A0A1A2B3A

∗
2A
∗
1A
∗
0 (right).

A0A1 · · ·An−1BnA
∗
n−1 · · ·A∗1A∗0 +

∑
j∈D2n+1\{j∗}

J0,j1Jj1,j2 · · · Jj2n,0.

There are other paths in D2n+1 \ {j∗} that reach level n. However, none of them
contains a horizontal step at level n; in other words, the corresponding sum over
the indices D2n+1 \ {j∗} does not depend on Bn. Moreover, since the total number
of steps in any path is odd in this case, it is easy to see that every path will have
at least one horizontal step, which means that every term in the sum over indices
D2n+1 \ {j∗} will contain at least one matrix B0, . . . , Bn−1.

To summarise: if we put

Ym :=
∑

j∈Dm\{j∗}

J0,j1Jj1,j2 · · · Jjm−1,0,

then the claims on the structure of Ym follow. Finally, it is clear that Ym is a Her-
mitian matrix, for it is a difference of two Hermitian matrices P0JmP∗0 and the
extracted term. �
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5. Uniqueness: proof of Theorem 2.3(i)

5.1. Proof of uniqueness: plan. Let J be a bounded Jacobi matrix satisfying
(1.4) and let Λ(J) = (ν, ψ). Consider the self-adjoint block matrix J with the
Jacobi parameters (4.3). Our plan of the proof of Theorem 2.3(i) is as follows.

(i) Prove that the spectral data (ν, ψ) uniquely determine the 2 × 2 matrix
spectral measure M of J;

(ii) Use Theorem 4.2(i) to infer that M uniquely determines the equivalence class
[J];

(iii) Prove that the equivalence class [J] uniquely determines the coefficients aj,
bj.

This logic can be represented by the diagram

J → (ν, ψ) → M → [J] → (Aj, Bj) → (aj, bj).

5.2. Step (i): M is uniquely determined. Let us prove that the spectral data
Λ(J) = (ν, ψ) uniquely determines the spectral measure M of the self-adjoint
block Jacobi matrix J. By (4.5), it suffices to check that the spectral data uniquely
determines the 2 × 2 matrix P0f(J)P∗0 for any continuous function f . By the
Weierstrass approximation theorem, it suffices to check that the spectral data
uniquely determines P0f(J)P∗0 for any polynomial f . Finally, we see that it suffices
to check that the spectral data uniquely determines the 2× 2 matrix P0J

mP∗0 for
any m ≥ 0.

Recalling (4.6), (4.7), we see that it suffices to check that the quantities ω2n,
ω2n+1 are uniquely determined by (ν, ψ) for every n ≥ 0. But this follows directly
from (2.2), (2.4):

ω2n = 〈(J∗J)nδ0, δ0〉 =

∫ ∞
0

s2ndν(s), (5.1)

ω2n+1 = 〈J(J∗J)nδ0, δ0〉 =

∫ ∞
0

s2n+1ψ(s)dν(s). (5.2)

We have checked that the spectral data uniquely determines the spectral measure
M of J.

5.3. Step (ii): [J] is uniquely determined. By Theorem 4.2(i), the spectral
measure M uniquely determines the equivalence class [J].

5.4. Step (iii): the Jacobi parameters aj, bj are uniquely determined. It
remains to show that only one matrix from the equivalence class [J] has the Jacobi
parameters of the form

Aj =

(
0 aj
aj 0

)
with aj > 0 and Bj =

(
0 bj
bj 0

)
,

for all j ∈ N0. To this end, we will use the following lemma whose proof is elemen-
tary.
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Lemma 5.1. Suppose (
0 a
a 0

)
U =

(
0 a′

a′ 0

)
,

where a > 0, a′ > 0, and U is a 2× 2 unitary matrix. Then a = a′ and U = I.

Suppose J′ is equivalent to J, i.e.,

J′ = D(U)∗JD(U), (5.3)

and the Jacobi parameters of J′ are

A′j =

(
0 a′j
a′j 0

)
with a′j > 0 and B′j =

(
0 b′j
b
′
j 0

)
,

for all j ∈ N0. Inspecting the first row of the matrices in (5.3), we find

B′0 = B0 and A′0 = U∗0A0U1.

Since U0 = I, it follows from Lemma 5.1 that A′0 = A0 and U1 = I. Inspecting the
second row in (5.3), we get

B′1 = B1 and A′1 = U∗1A1U2.

Since U1 = I, it follows from Lemma 5.1 that A′1 = A1 and U2 = I; and so on.
Continuing this way, by induction we prove that B′j = Bj and A′j = Aj for all
j ≥ 0. Thus, the equivalence class [J] uniquely determines the Jacobi parameters
aj > 0 and bj ∈ C. The proof of Theorem 2.3(i) is complete. �

6. Surjectivity: proof of Theorem 2.3(ii)

6.1. The set-up. Let ν and ψ be given; we need to construct the corresponding
matrix J . Our plan is as follows:

(i) Define a 2× 2 matrix valued measure M by∫ ∞
−∞

(f1(s) + sf2(s))dM(s) =

∫ ∞
0

(
f1(s) ψ(s)sf2(s)

ψ(s)sf2(s) f1(s)

)
dν(s) (6.1)

for any even continuous functions f1, f2.
(ii) Prove that M is non-degenerate in the sense of Theorem 4.1.

(iii) Use Theorem 4.2(ii) to assert the existence of a bounded block Jacobi matrix
J with the spectral measure M.

(iv) Prove that the equivalence class [J] contains a matrix with the Jacobi param-
eters of the form

Aj =

(
0 aj
aj 0

)
with aj > 0 and Bj =

(
0 bj
bj 0

)
. (6.2)

(v) Consider the Jacobi matrix J with the parameters aj and bj as above. Check
that J has the required spectral data, i.e. Λ(J) = (ν, ψ).
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This logic can be represented by the diagram:

(ν, ψ) → M → [J] → (Aj, Bj) → (aj, bj) → J.

6.2. Step (i): definition of M. Definition (6.1) can be rewritten as follows:

dM(s) =
1

2

(
1 ψ(s)

ψ(s) 1

)
dν(s) for s ≥ 0, (6.3)

dM(s) =
1

2

(
1 −ψ(−s)

−ψ(−s) 1

)
dν̃(s) for s < 0, (6.4)

where ν̃ is as in (2.5). The matrices in (6.3), (6.4) are positive semidefinite. From
here it is clear that M is a non-negative matrix-valued measure. Since ν has
bounded support, the same is true for M.

6.3. Step (ii): non-degeneracy of M. The following lemma is crucial for our
proof of surjectivity.

Lemma 6.1. Let M be as in Step (i). Then M is non-degenerate.

Proof. Let P =

(
p
q

)
be a C2-valued polynomial and suppose that ‖P‖L2(M) = 0,

i.e. ∫ ∞
−∞
〈dM(s)P (s), P (s)〉C2 = 0. (6.5)

We need to check that P = 0. Let us fix a Borel representative of ψ ∈ L∞(ν)
defined for all s ≥ 0 and satisfying |ψ(s)| ≤ 1 for all s ≥ 0. With ψ denoting this
representative, we set

F (s) :=
1

2

〈(
1 ψ(s)

ψ(s) 1

)(
p(s)
q(s)

)
,

(
p(s)
q(s)

)〉
+

1

2

〈(
1 −ψ(s)

−ψ(s) 1

)(
p(−s)
q(−s)

)
,

(
p(−s)
q(−s)

)〉
; (6.6)

this is a bounded non-negative Borel function defined for all s ≥ 0. Let us define
the Borel set

S0 := {s ≥ 0 : F (s) = 0}.
By (6.3), (6.4), we can write (6.5) equivalently as∫ ∞

0

F (s)dν(s) = 0.

From here it follows that S0 has a full ν-measure, i.e. ν(S0) = 1.
Denote

S1 := {s ≥ 0 : |ψ(s)| = 1} and S2 := {s ≥ 0 : |ψ(s)| < 1};
these are disjoint Borel sets with [0,∞) = S1 ∪ S2. The 2× 2 matrix in (6.3) has
rank one on S1 and rank two on S2.
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Let us split S0 into a union of two disjoint Borel sets

S0 = (S1 ∩ S0) ∪ (S2 ∩ S0).

We claim that at least one of the two sets S1∩S0 and S2∩S0 is infinite. Indeed, if
both of these sets are finite, then S0 is also a finite set. But then we find that ν is
supported on the finite set S0, i.e. ν is a finite linear combination of point masses
supported in S0. This contradicts our assumption that the support of ν is infinite.

Now consider two cases.
Case 1: the set S2 ∩ S0 is infinite. Since both terms on the right hand side of

(6.6) are non-negative, identity F (s) = 0 for s ∈ S2∩S0 implies that both of these
terms vanish on this set. Let us focus on the first term for definiteness. Since the
matrix in (6.3) has rank two on S2, it follows that P (s) = 0 for all s ∈ S2 ∩S0. As
p, q are polynomials and the set S2 ∩ S0 is infinite, we conclude that P = 0, so in
this case the proof is complete.

Case 2: the set S1 ∩ S0 is infinite. Again, both terms on the right hand side of
(6.6) vanish for s ∈ S1 ∩ S0. Now we need to use both terms. Using the fact that
|ψ(s)| = 1 on S1 ∩ S0, we find

p(s) + ψ(s)q(s) = 0 and p(−s)− ψ(s)q(−s) = 0 for all s ∈ S1 ∩ S0.

Let w be the polynomial

w(s) := p(s)p(−s) + q(s)q(−s), s ∈ R.

Let us stress that p (resp. q) is the polynomial p (resp. q) with complex conjugated
coefficients. Again using that |ψ(s)| = 1, we find

w(s) = −ψ(s)q(s)ψ(s)q(−s) + q(s)q(−s) = 0

for all s ∈ S1 ∩S0. We conclude that the polynomial w vanishes on the infinite set
S1 ∩ S0, hence w = 0. It remains to check that this implies P = 0.

We would like to consider w(s) for complex s. We have p(s) = p(s) for s ∈ C
and similarly for q(s). Taking s = it with t ∈ R, we write the definition of w as

w(it) = p(it)p(−it) + q(it)q(−it)

= |p(it)|2 + |q(it)|2 = 0

for all t ∈ R. It follows that p(it) = q(it) = 0 for all t ∈ R and therefore p = q = 0
as required. The proof is complete. �

6.4. Step (iii): existence of J. Since the measure M is non-degenerate, by Theo-
rem 4.2(ii) there exists a non-singular 2×2 block-Jacobi matrix J with the spectral
measure M.



24 ALEXANDER PUSHNITSKI AND FRANTIŠEK ŠTAMPACH

6.5. Step (iv): the equivalence class [J] contains the “correct” represen-
tative. Let J be as defined at the previous step. Here we show that the equiva-
lence class [J] contains a representative with the Jacobi parameters Aj, Bj satisfy-
ing (6.2). We use the moments of M, for which we find, by (6.1), taking f1(s) = s2n

and f2(s) = 0,∫ ∞
−∞

s2ndM(s) =

(
ω2n 0
0 ω2n

)
, ω2n =

∫ ∞
0

s2ndν(s), (6.7)

and similarly taking f1(s) = 0 and f2(s) = s2n,∫ ∞
−∞

s2n+1dM(s) =

(
0 ω2n+1

ω2n+1 0

)
, ω2n+1 =

∫ ∞
0

ψ(s)s2n+1dν(s). (6.8)

On the other hand, by (4.5) the moments of M can be expressed as∫ ∞
−∞

smdM(s) = P0JmP∗0, m ≥ 0. (6.9)

The proof proceeds by induction. It follows from the identity (6.9) with m = 1
and (6.8) that

B0 = P0JP∗0 =

(
0 ω1

ω1 0

)
.

Thus, B0 already has the desired structure with b0 := ω1. An inspection of the
second moments in (6.9) and (6.7) yields the equation

B2
0 + A0A

∗
0 = P0J2P∗0 =

(
ω2 0
0 ω2

)
.

By using the already obtained formula for B0, we get

A0A
∗
0 =

(
ω2 − |ω1|2 0

0 ω2 − |ω1|2
)
.

Since A0 is non-singular (i.e. detA0 6= 0) we have ω2 > |ω1|2; this can also be seen
directly by Cauchy–Schwarz. Hence we can choose the Jacobi parameter A0 of the
desired structure

A0 =

(
0 a0

a0 0

)
, with a0 :=

√
ω2 − |ω1|2.

Now, suppose that for some n ∈ N, the matrices B0, . . . , Bn−1 and A0, . . . , An−1

have the off-diagonal structure (6.2). We show that Bn and An can be chosen to
be of the same structure.

Step 1: Bn has the required structure. By (6.9), (6.8) and Lemma 4.3 we find

A0A1 . . . An−1BnA
∗
n−1 . . . A

∗
1A
∗
0 + Y2n+1 = P0J2n+1P∗0 =

(
0 ω2n+1

ω2n+1 0

)
,
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where Y2n+1 is a Hermitian matrix given by a finite sum of products of exactly
2n+ 1 matrices from the list

B0, . . . , Bn−1;A0, . . . , An−1;A∗0, . . . , A
∗
n−1.

By the induction hypothesis, all of these matrices have the structure (6.2), and
in particular, they are all off-diagonal. A product of an odd number of 2 × 2 off-
diagonal matrices is off-diagonal. We also know that Y2n+1 is Hermitian. It follows
that

Y2n+1 =

(
0 y2n+1

y2n+1 0

)
,

for some y2n+1 ∈ C. From here we find that Bn is a Hermitian matrix given by

Bn = A−1
n−1 . . . A

−1
0

(
0 ω2n+1 − y2n+1

ω2n+1 − y2n+1 0

)
(A∗0)−1 . . . (A∗n−1)−1.

Taking also into account that

A−1
j =

(
0 1/aj

1/aj 0

)
, aj > 0, j = 0, 1, . . . , n− 1,

we find that Bn is also an off-diagonal Hermitian matrix, and so it has the desired
structure (6.2).

Step 2: An has the required structure. From (6.9), (6.7) and Lemma 4.3 we find

A0 . . . An−1AnA
∗
nA
∗
n−1 . . . A

∗
0 + Y2n+2 = P0J2n+2P∗0 =

(
ω2n+2 0

0 ω2n+2

)
,

where Y2n+2 is a Hermitian matrix given by a finite sum of products of exactly
2n+ 2 matrices from the list

B0, . . . , Bn;A0, . . . , An−1;A∗0, . . . , A
∗
n−1.

By the induction hypothesis and Step 1, all of these matrices have the structure
(6.2), and in particular, they are all Hermitian and off-diagonal. It is easy to see
that a product of an even number of 2 × 2 Hermitian off-diagonal matrices is of
the form (

c 0
0 c

)
, c ∈ C.

We also know that Y2n+2 is Hermitian. It follows that

Y2n+2 =

(
y2n+2 0

0 y2n+2

)
,

for some y2n+2 ∈ R. From here we find

AnA
∗
n = A−1

n−1 . . . A
−1
0

(
ω2n+2 − y2n+2 0

0 ω2n+2 − y2n+2

)
(A∗0)−1 . . . (A∗n−1)−1

=
ω2n+2 − y2n+2

|a0|2 . . . |an−1|2

(
1 0
0 1

)
.



26 ALEXANDER PUSHNITSKI AND FRANTIŠEK ŠTAMPACH

Since all parameters An are non-singular, we have ω2n+2 > y2n+2. Now we can
choose the Jacobi parameter An as

An =

(
0 an
an 0

)
, with an :=

√
ω2n+2 − y2n+2

|a0| . . . |an−1|
,

which concludes the induction step. We have proved that the class of J contains
a Jacobi matrix with the parameters of the form (6.2).

6.6. Step (v): J has the required spectral data. Let J be the Jacobi matrix
with the parameters aj, bj obtained at the previous step. All block Jacobi matrices
in the class [J] are bounded, i.e. the Jacobi parameters Aj, Bj are bounded; it
follows that aj, bj are also bounded. Condition aj > 0 is satisfied by the previous
step of the proof. Let Λ(J) = (ν∗, ψ∗) be the spectral data of J . We need to prove
that ν∗ = ν and ψ∗ = ψ.

We use the moments of M. For these moments we have the expressions (6.7)
and (6.8). On the other hand, by (4.6), (4.7) and (5.1), (5.2), we find∫ ∞

−∞
s2ndM(s) =

(
ω2n 0
0 ω2n

)
, ω2n =

∫ ∞
0

s2ndν∗(s),∫ ∞
−∞

s2n+1dM(s) =

(
0 ω2n+1

ω2n+1 0

)
, ω2n+1 =

∫ ∞
0

ψ∗(s)s
2n+1dν∗(s).

It follows that ∫ ∞
0

s2ndν(s) =

∫ ∞
0

s2ndν∗(s),∫ ∞
0

ψ(s)s2n+1dν(s) =

∫ ∞
0

ψ∗(s)s
2n+1dν∗(s)

for all n ≥ 0. From the first equation we find that ν = ν∗ and from the second
equation we find that ψ(s) = ψ∗(s) for ν-a.e. s > 0. The proof of Theorem 2.3(ii)
is complete. �

6.7. Modifications for complex aj with prescribed arguments. One ob-
serves that the recursive algorithm for the reconstruction of the Jacobi parameters
Aj, Bj described in Step (iv) determines uniquely the matrices Bj and AjA

∗
j . Tak-

ing into account the off-diagonal structure of Aj and Bj, see (4.3), the procedure
determines uniquely bj and |aj|. To reconstruct aj completely, we have used the
assumed positivity of aj.

Nevertheless, there is also the one-to-one correspondence between the set of
Jacobi matrices whose Jacobi parameters satisfy

bj ∈ C and aj ∈ C \ {0}, arg aj = θj, ∀j ≥ 0,

where θj ∈ (−π, π] is a fixed sequence, and the set of spectral data (ν, ψ) specified
by Theorem 2.3. The proof is essentially the same as the proof of Theorem 2.3.
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Only a single step in both proofs of the uniqueness and surjectivity is to be slightly
adjusted.

In Step (iii) of the proof of Theorem 2.3(i), one needs to show that the equiva-
lence class [J] contains only one block Jacobi matrix having the Jacobi parameters

Aj =

(
0 aj
aj 0

)
with arg aj = θj and Bj =

(
0 bj
bj 0

)
.

To this end, one uses the same inductive argument based on a modification of
Lemma 5.1 that reads:

Lemma. Suppose (
0 a
a 0

)
U =

(
0 a′

a′ 0

)
,

where a, a′ 6= 0, arg a = arg a′, and U is a 2× 2 unitary matrix. Then a = a′ and
U = I.

The only modification in the proof of Theorem 2.3(ii) occurs in Step (iv). The
inductive argument proceeds unchanged up to the point where parameter aj is to
be determined by the equation

AjA
∗
j =

(
rj 0
0 rj

)
, rj > 0.

Here we need to choose the solution

Aj =

(
0 aj
aj 0

)
, with aj :=

√
rj e

iθj .

7. Proofs of Theorems 2.4, 2.6, 2.7 and 2.8

7.1. Proof of Theorem 2.4. Let JN be a sequence of bounded Jacobi matrices
satisfying (1.4), and suppose that JN → J strongly as N →∞. Denoting Λ(JN) =
(νN , ψN) and Λ(J) = (ν, ψ), we need to prove that (νN , ψN)→ (ν, ψ) weakly.

We start with the following remark:

‖J‖ = sup(supp ν). (7.1)

Indeed, the norms of J and |J | coincide. The norm of |J | can be expressed as the
supremum of the support of the projection-valued spectral measure for |J |. Since
δ0 is the element of maximal type for |J |, the support of the projection-valued
spectral measure of |J | coincides with the support of ν, and so the claim (7.1)
follows.

Next, the norms of a strongly convergent sequence of operators are uniformly
bounded, and therefore by (7.1) the supports of νN are uniformly bounded.
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By complex conjugation, from the strong convergence JN → J we obtain the
strong convergence J∗N → J∗. By (5.1), (5.2), we find

〈(J∗NJN)nδ0, δ0〉 =

∫ ∞
0

s2ndνN(s), (7.2)

〈JN(J∗NJN)nδ0, δ0〉 =

∫ ∞
0

s2n+1ψN(s)dνN(s) (7.3)

for all N . It follows that we can pass to the limit in the left hand sides of (7.2)
and (7.3). After taking linear combinations over n, this yields∫ ∞

0

f(s2)dνN(s)→
∫ ∞

0

f(s2)dν(s),∫ ∞
0

sf(s2)ψN(s)dνN(s)→
∫ ∞

0

sf(s2)ψ(s)dν(s)

as N →∞ for all polynomials f . Since the supports of νN are uniformly bounded,
we can use the Weierstrass approximation theorem, which extends this convergence
from polynomials f to continuous functions f . This yields the weak convergence
of spectral data.

Conversely, let (νN , ψN) be a sequence of spectral data convergent weakly to
(ν, ψ). By Theorem 2.3, we have (νN , ψN) = Λ(JN) and (ν, ψ) = Λ(J) for unique
bounded Jacobi matrices JN , J satisfying (1.4); we need to prove that JN → J
strongly.

We need a lemma. For every j ≥ 0, let us denote by aj(J), bj(J) the Jacobi
parameters of a bounded Jacobi matrix J satisfying (1.4).

Lemma 7.1. Let JN , J be bounded Jacobi matrices satisfying (1.4) and Λ(JN)→
Λ(J) weakly as N →∞. Then for every j, we have

aj(JN)→ aj(J), bj(JN)→ bj(J), N →∞.

Proof. Let us consider the 2 × 2 block Jacobi matrix JN (resp. J) with the off-
diagonal Jacobi parameters as in (6.2), corresponding to JN (resp. J). Furthermore,
let MN (resp. M) be the 2× 2 matrix valued spectral measure of JN (resp. J). By
(6.7) and (6.8) and by the weak convergence (νN , ψN) → (ν, ψ), the moments of
MN converge to the corresponding moments of M:∫ ∞

−∞
smdMN(s)→

∫ ∞
−∞

smdM(s), N →∞,

for all m ≥ 0. By (6.9), it follows that

P0JmNP∗0 → P0JmP∗0, N →∞, (7.4)

for all m ≥ 0.
The rest of the proof proceeds by induction. Since

P0JP∗0 = B0 and P0J2P∗0 = B2
0 + A0A

∗
0,
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using (7.4) with m = 1 and m = 2, we find that b0(JN) → b0(J) and a0(JN) →
a0(J) as N →∞.

Now suppose we have already established that

b`(JN)→ b`(J), a`(JN)→ a`(J), N →∞,
for all ` = 0, . . . , n − 1; let us prove this for ` = n. We will rely on Lemma 4.3.
Denote by An(J), Bn(J) the Jacobi parameters of a block Jacobi matrix J. Our
inductive assumption means that

B`(JN)→ B`(J), A`(JN)→ A`(J), N →∞,
for all ` = 0, . . . , n − 1. For the remainder terms from Lemma 4.3, the induction
hypothesis implies Y2n+1(JN) → Y2n+1(J) as N → ∞ and so, bearing (7.4) in
mind, the matrix

A0(JN) · · ·An−1(JN)Bn(JN)A∗n−1(JN) · · ·A∗0(JN)

converges to the matrix

A0(J) · · ·An−1(J)Bn(J)A∗n−1(J) · · ·A∗0(J)

for N →∞. Taking the induction hypothesis into account, we see that

A0(J) · · ·An−1(J)Bn(JN)A∗n−1(J) · · ·A∗0(J)

converges to

A0(J) · · ·An−1(J)Bn(J)A∗n−1(J) · · ·A∗0(J)

as N →∞. Since all matrices A`(J) are non-singular, we conclude that Bn(JN)→
Bn(J), which means that bn(JN)→ bn(J) as N →∞.

Similarly, using Lemma 4.3 with m = 2n+ 2 in (7.4), we find that Y2n+2(JN)→
Y2n+2(J) and

A0(JN) · · ·An(JN)A∗n(JN) · · ·A∗0(JN)→ A0(J) · · ·An(J)A∗n(J) · · ·A∗0(J)

as N →∞. From here, we deduce that

An(JN)A∗n(JN)→ An(J)A∗n(J)

and so an(JN)→ an(J) as N →∞. �

We come back to the proof of Theorem 2.4. By the lemma, we have

‖JNδj − Jδj‖ → 0, N →∞,
for every j. It follows that

‖JNh− Jh‖ → 0, N →∞
for a dense set of elements h ∈ `2(N0). Finally, by the definition of the weak conver-
gence of spectral data, the supports of νN are uniformly bounded, and therefore,
by (7.1), the norms of JN are also uniformly bounded. It follows that JN → J
strongly as N →∞. The proof of Theorem 2.4 is complete. �
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7.2. Proof of Theorem 2.6(i). We will use Proposition 3.3. First suppose that
the spectrum of J∗J is simple. Then by Theorem 2.1, the element δ0 is cyclic for
|J |. It follows that the subspace H0 coincides with the whole of `2(N0). By complex
conjugation, the same is true for H0. Thus, the projection P0 in the left hand side
of (3.4) reduces to the identity operator. Now let us compute the norms of both
sides of (3.4) with f = 1. We have

‖Jδ0‖2 = 〈J∗Jδ0, δ0〉 =

∫ ∞
0

s2dν(s)

for the left hand side and similarly

‖|J∗|ψ(|J∗|)δ0‖2 =

∫ ∞
0

s2|ψ(s)|2dν(s)

for the right hand side. It follows that∫ ∞
0

s2(1− |ψ(s)|2)dν(s) = 0.

Since the integrand is non-negative, we find that |ψ(s)| = 1 for ν-a.e. s > 0.
Conversely, suppose that |ψ(s)| = 1 for ν-a.e. s > 0. Again, consider the norms

in (3.4) for f = 1. As above, we find

‖P0Jδ0‖2 = ‖|J∗|ψ(|J∗|)δ0‖2 =

∫ ∞
0

s2dν(s),

and on the other hand,

‖Jδ0‖2 = 〈J∗Jδ0, δ0〉 =

∫ ∞
0

s2dν(s).

We conclude that
‖P0Jδ0‖ = ‖Jδ0‖

and therefore, since P0 is an orthogonal projection, we find Jδ0 ∈ H0. By complex
conjugation, we also have J∗δ0 ∈ H0. By Lemma 3.1, we conclude thatH0 = `2(N0)
and so δ0 is cyclic for |J |. The proof is complete.

7.3. Proof of Theorem 2.6(ii). We recall that the relation (2.4):

〈J(J∗J)nδ0, δ0〉 =

∫ ∞
0

s2n+1ψ(s)dν(s) (7.5)

for all n ≥ 0. Now suppose J = J∗; then the left hand side here is real, and
therefore ∫ ∞

0

s2n+1 Im(ψ(s))dν(s) = 0, n ≥ 0.

Taking linear combinations, from here we obtain that∫ ∞
0

sg(s2) Im(ψ(s))dν(s) = 0
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for all polynomials g and by the Weierstrass approximation theorem, this is also
true for all continuous functions g. From here we easily obtain that Imψ(s) = 0
for ν-a.e. s > 0.

Conversely, suppose ψ(s) is real for ν-a.e. s > 0. Then, taking into account
formulas (6.7), (6.8), and (6.9), we see that the matrix P0JmP∗0 has real entries for
all m ≥ 0. Now, with the aid of Lemma 4.3, one easily proves by induction that
Bj is real for all j ≥ 0. It follows that bj ∈ R for all j ≥ 0 and so J is self-adjoint.

7.4. Proof of Theorem 2.6(iii). Suppose bj = 0 for all j ≥ 0. Let Ω be the
unitary operator of multiplication by the sequence (−1)j in `2(N0); in other words,
Ω is the diagonal matrix with entries 1,−1, 1,−1, . . . on the diagonal. Observe
that our assumption bj = 0 implies the identity

ΩJΩ = −J.

Also notice that under our assumption bj = 0, we have J = J∗. Now for n ≥ 0
write

〈J2n+1δ0, δ0〉 = 〈J2n+1Ωδ0,Ωδ0〉 = 〈ΩJ2n+1Ωδ0, δ0〉 = 〈(ΩJΩ)2n+1δ0, δ0〉
= 〈(−J)2n+1δ0, δ0〉 = −〈J2n+1δ0, δ0〉

and so we conclude that 〈J2n+1δ0, δ0〉 = 0 for all n ≥ 0. Recalling (7.5), we find
that ∫ ∞

0

s2n+1ψ(s)dν(s) = 0

for all n ≥ 0. Similarly to the proof of the previous part, from here it is easy to
conclude that ψ(s) = 0 for ν-a.e. s > 0.

Conversely, suppose ψ(s) = 0 for ν-a.e. s > 0. By the previous part of the
theorem, J is self-adjoint, and by (7.5) we obtain

〈J2n+1δ0, δ0〉 = 0, n ≥ 0. (7.6)

One can prove directly that this implies that bj = 0 for all j ≥ 0 (for example,
b0 = 0 follows directly from this identity with n = 0). However, we prefer again to
refer to Lemma 4.3. By (4.7), condition (7.6) is equivalent to

P0J2n+1P∗0 = 0, n ≥ 0. (7.7)

Let us prove by induction that this implies Bj = 0 for all j ≥ 0. As already noted,
B0 = 0 follows directly from (7.7) with n = 0. Assume that B0 = · · · = Bn−1 = 0.
Let us use identity (4.8) of Lemma 4.3. Recall that (this is the last part of the
statement of Lemma 4.3) each product in the sum for Y2n+1 contains at least one
term from the list B0, . . . , Bn−1. Thus, Y2n+1 = 0. Now it follows from (4.8) and
(7.7) that Bn = 0. The proof is complete.

7.5. Proof of Theorem 2.6(iv). Follows readily from parts (i) and (ii).
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7.6. Proof of Theorem 2.6(v). Suppose J is normal and the spectrum of |J |
is simple. Normality implies |J∗| = |J |. As in the proof of part (i), we find Jδ0 =
g(|J∗|)δ0 = g(|J |)δ0, where g(s) = sψ(s). So we conclude that

J = |J |ψ(|J |),

as claimed. The proof of Theorem 2.6 is complete. �

7.7. Proof of Theorem 2.7. For self-adjoint J , let us combine (1.7) with (5.1)
and (5.2): ∫ ∞

−∞
λ2ndµ(λ) = 〈J2nδ0, δ0〉 =

∫ ∞
0

s2ndν(s),∫ ∞
−∞

λ2n+1dµ(λ) = 〈J2n+1δ0, δ0〉 =

∫ ∞
0

s2n+1ψ(s)dν(s).

From here we find∫ ∞
−∞

(f1(λ) + λf2(λ))dµ(λ) =

∫ ∞
0

(f1(s) + sf2(s)ψ(s))dν(s)

for any continuous even functions f1 and f2. The required statement easily follows
from here. �

7.8. Proof of Theorem 2.8. For each j ≥ 0, define the 2× 2 matrix polynomial

Pj :=

(
qe
j qo

j

qo
j qe

j

)
,

where qe
j and qo

j denote the even and odd part of qj, respectively. The normalization
q0 = 1 implies that P0 = I. Using (2.7), one readily checks that

sPj(s) = Pj−1(s)Aj−1 + Pj(s)Bj + Pj+1(s)Aj,

for all j ≥ 0, with matrices Aj and Bj as in (4.3) and the convention A−1 := I,
P−1 := 0. This is the three-term recurrence relation for the right matrix orthogo-
nal polynomials corresponding to the block Jacobi matrix (4.1); see [6, Eq. 2.30]
(Pj coincides with pRj in the notation of [6]). Consequently, polynomials Pj are
orthonormal with respect to the spectral measure M of J, i.e.∫ ∞

−∞
P ∗j (s)dM(s)Pk(s) = δj,kI, j, k ≥ 0, (7.8)

see [6] for details.
We know from (6.3) and (6.4) the relation between measure M and the spectral

data (ν, ψ). It follows that we may rewrite the left-hand side of (7.8) as∫ ∞
0

1

2

[
P ∗j (s)

(
1 ψ(s)

ψ(s) 1

)
Pk(s) + P ∗j (−s)

(
1 −ψ(s)

−ψ(s) 1

)
Pk(−s)

]
dν(s).
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Using also the definition of Pj, a straightforward computation shows that the
integrand equals the matrix (

Qj,k(s) 0
0 Qk,j(s)

)
,

where

Qk,j(s) :=
1

2
[qj(s)qk(s) + qj(−s)qk(−s)]

+
1

4

[
ψ(s) + ψ(s)

]
[qj(s)qk(s)− qj(−s)qk(−s)]

+
1

4

[
ψ(s)− ψ(s)

]
[qj(s)qk(−s)− qj(−s)qk(s)] .

Hence the matrix orthogonality relation (7.8) reduces to the scalar form∫ ∞
0

Qk,j(s)dν(s) = δj,k, j, k ≥ 0,

which, when expressed in a vector form, yields the first orthogonality relation from
the claim.

To deduce the second orthogonality relation, it suffices to introduce the unitary
matrix

U :=
1√
2

(
1 −1
1 1

)
and apply the identities

U

(
qj(s)
qj(−s)

)
=
√

2

(
qo
j (s)
qe
j(s)

)
and

U

(
1 + Reψ(s) −i Imψ(s)

i Imψ(s) 1− Reψ(s)

)
U∗ =

(
1 ψ(s)

ψ(s) 1

)
in the already proven orthogonality relation. The proof of Theorem 2.8 is complete.

�

8. Example: Jacobi matrix with constant diagonals

To illustrate our results in a concrete example, we compute the spectral data
(νω, ψω) of the Jacobi matrix Jω with constant Jacobi parameters

aj = 1 and bj = ω,

where ω ∈ C.
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8.1. Symmetries ω ↔ −ω. First, we show that

ν−ω = νω and ψ−ω(s) = −ψω(s) (8.1)

for νω-a.e. s > 0.
Let Ω be the unitary operator of multiplication by the sequence (−1)j in `2(N0).

Then ΩJ−ωΩ = −Jω. It follows that ΩJ∗ωJωΩ = J∗−ωJ−ω. Equivalently, Ω|Jω|Ω =
|J−ω|, and therefore

ν−ω(∆) = 〈χ∆(|J−ω|)δ0, δ0〉 = 〈χ∆(|Jω|)Ωδ0,Ωδ0〉 = 〈χ∆(|Jω|)δ0, δ0〉 = νω(∆)

for any Borel set ∆ ⊂ R.
Next, observe that Jω is normal. Then |Jω| = |J∗ω| and one infers from (2.3) that∫ ∞

0

sψω(s)f(s)dνω(s) = 〈Jωf(|Jω|)δ0, δ0〉 = −〈J−ωf(|J−ω|)Ωδ0,Ωδ0〉

= −〈J−ωf(|J−ω|)δ0, δ0〉 = −
∫ ∞

0

sψ−ω(s)f(s)dν−ω(s)

for all ω ∈ C and continuous functions f . Since we already know that ν−ω = νω
we conclude ψ−ω(s) = −ψω(s) for νω-a.e. s > 0.

8.2. The spectral measure of Jω. Let Jω be the block Jacobi matrix (4.1) with
constant (i.e. j-independent) Jacobi parameters

A =

(
0 1
1 0

)
and B =

(
0 ω
ω 0

)
.

In order to deduce explicit formulas for νω and ψω, we make use of the spectral
measure Mω of Jω. The latter is known to be expressible as the integral

Mω(∆) =
1

2π

∫ 2

−2

√
4− t2 χ∆(At+B)dt,

for any Borel set ∆ ⊂ R, see [22, Theorem 3]. Diagonalizing the matrix

At+B = U(t)

(
|t+ ω| 0

0 −|t+ ω|

)
U∗(t),

with the unitary matrix

U(t) =
1√

2 |t+ ω|

(
t+ ω |t+ ω|
|t+ ω| −t− ω

)
,

we find∫ ∞
−∞

f(s)dMω(s) =
1

2π

∫ 2

−2

√
4− t2 U(t)

(
f(|t+ ω|) 0

0 f(−|t+ ω|)

)
U∗(t)dt
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for all continuous functions f . Alternatively, the last equality rewrites as∫ ∞
−∞

(f1(s) + sf2(s)) dMω(s)

=
1

2π

∫ 2

−2

√
4− t2

(
f1(|t+ ω|) (t+ ω)f2(|t+ ω|

(t+ ω)f2(|t+ ω|) f1(|t+ ω|)

)
dt (8.2)

for any two even continuous functions f1 and f2.
We compare (8.2) with (6.1). To this end, it is natural to substitute for s = |t+ω|

in the integral on the right hand side of (8.2). To do so, we have to distinguish
two cases: |Reω| > 2 and |Reω| ≤ 2. Due to the symmetries (8.1) we can restrict
the parameter ω to the half-plane Reω ≥ 0 without loss of generality.

8.3. Case Reω > 2. By squaring the substitution identity s = |ω+ t|, we get the
quadratic equation

s2 = t2 + 2tReω + |ω|2,
whose solutions are

t±(s) = −Reω ±
√
s2 − (Imω)2. (8.3)

In the following, the expression under the square root is always non-negative and
the square root assumes its principal branch. The correct choice of the sign is plus
when Reω > 2 since, in this case, t+ is an increasing function which maps the
interval [|ω − 2|, |ω + 2|] onto [−2, 2].

Then a direct calculation shows that the right hand side of (8.2) coincides with
the integral

1

2π

∫ |ω+2|

|ω−2|

(
f1(s) sψω(s)f2(s)

sψω(s)f2(s) f1(s)

)
dνω(s)

for the absolutely continuous measure νω with the density

dνω
ds

(s) =
s

2π

√
4− t2+(s)

s2 − (Imω)2

supported on the interval [|ω − 2|, |ω + 2|], and

ψω(s) =
t+(s) + ω

|t+(s) + ω|
=

√
s2 − (Imω)2 + i Imω

s
.

8.4. Case Reω ≤ 2. In this case, the line segment connecting complex numbers
ω− 2 and ω + 2 intersects the imaginary line. When introducing the new variable
s = |t + ω| into integral on the right of (8.2), we integrate twice within a certain
interval as t varies from −2 to 2. More concretely, assuming 0 ≤ Reω ≤ 2, as
t increases from −2 to −Reω, the variable s decreases from |ω − 2| to | Imω|.
Further, as t continues increasingly from −Reω to 2, the variable s increases from
| Imω| to |ω+ 2|. As a result, the integral in (8.2) splits into two integrals and the
correct sign in t±, as function of s, see (8.3), has to be chosen accordingly.
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Namely, bearing in mind the restriction Reω ≥ 0, we find that the right hand
side of (8.2) equals

1

2π

∫ |ω−2|

| Imω|

√
4− t2−(s)

(
f1(s) (t−(s) + ω)f2(s)

(t−(s) + ω)f2(s) f1(s)

)
sds√

s2 − (Imω)2

+
1

2π

∫ |ω+2|

| Imω|

√
4− t2+(s)

(
f1(s) (t+(s) + ω)f2(s)

(t+(s) + ω)f2(s) f1(s)

)
sds√

s2 − (Imω)2
.

From this expression, when compared to (6.1), one infers that measure νω is abso-
lutely continuous with the density

dνω
ds

(s) =
s

2π
√
s2 − (Imω)2

{√
4− t2−(s) +

√
4− t2+(s), for s ∈ [| Imω|, |ω − 2|],√

4− t2+(s), for s ∈ [|ω − 2|, |ω + 2|],

and

ψω(s) =
1

s


(t−(s)+ω)

√
4−t2−(s)+(t+(s)+ω)

√
4−t2+(s)√

4−t2−(s)+
√

4−t2+(s)
, for s ∈ (| Imω|, |ω − 2|],

t+(s) + ω, for s ∈ [|ω − 2|, |ω + 2|].

By this formula ψω is determined uniquely νω-a.e., which means a.e. in [| Imω|, |ω+
2|]. Recall that, if 0 ∈ supp νω, which is the case if and only if Imω = 0, we set
ψω(0) = 1 by the chosen normalization (here this normalization is unimportant
since 0 is never an atom of νω).

8.5. Remarks on special cases. Observe that ψω is unimodular νω-a.e if and
only if |Reω| ≥ 2, hence the spectrum of J∗ωJω is simple exactly for these param-
eters by Theorem 2.6. If |Reω| < 2, δ0 is not a cyclic element of J∗ωJω. The most
degenerate case occurs when Reω = 0. In this case, we have

dνω
ds

(s) =
s

π

√
4− s2 − ω2

s2 + ω2
and ψω(s) =

ω

s
(8.4)

for s ∈ [|ω|, |ω − 2|].
On the other hand, if Imω = 0, then Jω is self-adjoint and we have

dνω
ds

(s) =
1

2π

√
4− (s− ω)2, ψω(s) = 1, s ∈ [ω − 2, ω + 2],

if ω > 2, whereas

dνω
ds

(s) =
1

2π

{√
4− (s+ ω)2 +

√
4− (s− ω)2, for s ∈ [0, 2− ω],√

4− (s− ω)2, for s ∈ [2− ω, 2 + ω],

and

ψω(s) =


√

4−(s−ω)2−
√

4−(s+ω)2√
4−(s−ω)2+

√
4−(s+ω)2

, for s ∈ (0, 2− ω],

1, for s ∈ [2− ω, 2 + ω],
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if 0 ≤ ω ≤ 2. Further, it is easy to use standard methods to compute the spectral
measure µω of Jω when ω is real. The spectral measure µω is supported on [ω −
2, ω + 2] and absolutely continuous with the density

dµω
dt

(t) =
1

2π

√
4− (t− ω)2.

If ω ≥ 2, then Jω ≥ 0 and we see that νω = µω and ψω ≡ 1, as expected. Using
the notation introduced in (2.5), we have

dµ̃ω
dt

(t) =
1

2π

√
4− (t+ ω)2

for t ∈ [−2− ω, 2− ω]. Then one readily checks using the obtained formulas that
µω is related to νω, ψω as claimed by Theorem 2.7 also for 0 ≤ ω < 2.

It is obvious that ψω ≡ 0 for ω = 0. On the other hand, one easily sees that ψω
is non-zero if Imω 6= 0. Then one readily deduces from the obtained formulas that
ψω ≡ 0 only if ω = 0, which is in agreement with claim (iii) of Theorem 2.6.

8.6. Antilinear analogues to Chebyshev polynomials. Consider polynomials
qj given by recurrence (2.7) with coefficients aj = 1, bj = ω and q0 = 1. If Jω = J∗ω,
i.e. when Imω = 0, polynomials qj are nothing but the Chebyshev polynomials of
the second kind. More precisely, if Imω = 0, we have

qj(s) = Uj

(
s− ω

2

)
, j ≥ 0,

which follows readily from the recursive definition of the Chebyshev polynomials
of the second kind Uj given by the formula

Uj+1(x) = 2xUj(x)− Uj−1(x), j ≥ 1, (8.5)

and initial conditions U0(x) = 1 and U1(x) = 2x.
With this observation, one may believe that there exists also a relation between

qj and Chebyshev polynomials for general ω ∈ C. This is indeed the case at least
when ω is purely imaginary; the authors are not aware of a closed formula for qj
for general ω ∈ C.

If Reω = 0, then for all j ≥ 0, we have

g2j+1(s) = (−1)j(s− ω)Uj

(
2− s2 − ω2

2

)
(8.6)

and

g2j(s) = (−1)j
[

2

2− s2 − ω2
Uj

(
2− s2 − ω2

2

)
− s2 + ω2

2− s2 − ω2
Tj

(
2− s2 − ω2

2

)]
,

(8.7)

where Tj denotes Chebyshev polynomials of the first kind. Recall that the polyno-
mials Tj satisfy the same recurrence (8.5) as Uj but with initial setting T0(x) = 1
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and T1(x) = x. Identities (8.6) and (8.7) can be proven by induction j with the
aid of well-known properties of Chebyshev polynomials; we omit the details.

When Reω = 0, we have (8.4) and therefore the general orthogonality relation
from Theorem 2.8 simplifies to the following integral identities

1

2π

∫ |ω−2|

|ω|

{
s
[
qj(s)qk(s) + qj(−s)qk(−s)

]
+ ω

[
qj(s)qk(−s)− qj(−s)qk(s)

]}√4− s2 − ω2

s2 + ω2
ds = δj,k

for polynomials (8.6), (8.7) and all j, k ≥ 0.
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