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Abstract 

 

 

Whether in computer science, engineering, or economics, optimization lies at the heart of any 

challenge involving decision-making. Choosing between several options is part of the decision- 

making process. Our desire to make the "better" decision drives our decision. An objective function 

or performance index describes the assessment of the alternative's goodness. The theory and methods 

of optimization are concerned with picking the best option. There are two types of optimization 

methods: deterministic and stochastic. The first is a traditional approach, which works well for small 

and linear problems. However, they struggle to address most of the real-world problems, which have 

a highly dimensional, nonlinear, and complex nature. As an alternative, stochastic optimization 

algorithms are specifically designed to tackle these types of challenges and are more common 

nowadays. This study proposed two stochastic, robust swarm-based metaheuristic optimization 

methods. They are both hybrid algorithms, which are formulated by combining Particle Swarm 

Optimization and Salp Swarm Optimization algorithms. Further, these algorithms are then applied to 

an important and thought-provoking problem. 

The problem is scientific workflow scheduling in multiple fog environments. Many computer 

environments, such as fog computing, are plagued by security attacks that must be handled. DDoS 

attacks are effectively harmful to fog computing environments as they occupy the fog's resources and 

make them busy. Thus, the fog environments would generally have fewer resources available during 

these types of attacks, and then the scheduling of submitted Internet of Things (IoT) workflows would 

be affected. Nevertheless, the current systems disregard the impact of DDoS attacks occurring in their 

scheduling process, causing the amount of workflows that miss deadlines as well as increasing the 

amount of tasks that are offloaded to the cloud. Hence, this study proposed a hybrid optimization 
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algorithm as a solution for dealing with the workflow scheduling issue in various fog computing 

locations. The proposed algorithm comprises Salp Swarm Algorithm (SSA) and Particle Swarm 

Optimization (PSO). 

In dealing with the effects of DDoS attacks on fog computing locations, two Markov-chain schemes 

of discrete time types were used, whereby one calculates the average network bandwidth existing in 

each fog while the other determines the number of virtual machines existing in every fog on average. 

DDoS attacks are addressed at various levels. The approach predicts the DDoS attack’s influences on 

fog environments. Based on the simulation results, the proposed method can significantly lessen the 

amount of offloaded tasks that are transferred to the cloud data centers. It could also decrease the 

amount of workflows with missed deadlines. 

Moreover, the significance of green fog computing is growing in fog computing environments, in 

which the consumption of energy plays an essential role in determining maintenance expenses and 

carbon dioxide emissions. The implementation of efficient scheduling methods has the potential to 

mitigate the usage of energy by allocating tasks to the most appropriate resources, considering the 

energy efficiency of each individual resource. In order to mitigate these challenges, the proposed 

algorithm integrates the Dynamic Voltage and Frequency Scaling (DVFS) technique, which is 

commonly employed to enhance the energy efficiency of processors. The experimental findings 

demonstrate that the utilization of the proposed method, combined with the Dynamic Voltage and 

Frequency Scaling (DVFS) technique, yields improved outcomes. These benefits encompass a 

minimization in energy consumption. Consequently, this approach emerges as a more environmentally 

friendly and sustainable solution for fog computing environments. 
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1 Chapter 1: Introduction 

1.1 Background  

The process of determining the optimum combination of inputs that maximizes (or minimizes) the 

output of a function is known as mathematical optimization. The function being optimized is known 

as the objective function in the field of optimization. Traditional optimization methods, also known as 

“Convex optimizations”, only work with well-behaved functions, also known as convex functions [1]. 

A single optimum exists in well-behaved functions, whether it is a maximum or a minimum value. A 

function can be thought of as a surface with a single valley (minimum) and/or hill (maximum). Non-

convex functions are so resembling surfaces with many valleys and hills [2]. Convex optimization 

has the limitation of assuming that the objective function will always have one valley and/or hill. 

Convex functions, in technical words, are guaranteed to have a global maximum or minimum. In 

practice, however, many objective functions lack this property, rendering them non-convex functions, 

because many objective functions utilized in real-world applications are extremely complicated, with 

several hills and valleys. Finding the lowest valley or the highest hill in an objective function with 

several hills and valleys is often tough [3]. 

Another critical difficulty with this process is the vastness of the search space for many real- world 

situations, which makes it impossible to test all answers in a reasonable amount of time [4]. Recently, 

metaheuristic optimization algorithms have proven to be an effective approach to address these 

complex problems. Thus, metaheuristic optimization is the optimal method for optimizing such non-

convex functions. Metaheuristic algorithms have one thing in common: they blend rules and 

randomness to find the optimum solution [5]. They seem to be the best option because they make no 

assumptions about the number of hills and valleys in the function. Further, they have numerous 

advantages, including robustness, simplicity, reliability in performance, ease of implementation, along 
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with others. In addition, they are divided into two types: evolutionary algorithms and swarm 

intelligence. While swarm intelligence algorithms imitate various social groupings' social behavior 

and collective decision-making, evolutionary algorithms are based on evolutionary theory. These 

algorithms often rely on bio-community intelligence and group behavior to achieve a particular goal 

[6]. 

For example, PSO is inspired by the motion of bird flocks and schooling fish. It employs a group 

of agents that create a swarm moving in the search space in quest of the optimal answer. Each particle 

in the swarm seeks its positional coordinates in the solution space, which are related to the best solution 

achieved by that particle so far. Thus, the agents work as a group to achieve the specific goal [7]. 

Furthermore, scheduling scientific workflows in multi-fog environments is an emerging non-convex 

optimization problem that has attracted many researchers recently. It plays an important role in the 

field of IoT, which has been aided by the expansion of wireless communication technology and mobile 

computing [8], [9]. However, IoT devices have limited resources. When an application requires more 

resources than the device can provide for additional data processing, the duties must be offloaded to 

resource-rich cloud computing data centers [10]. Offloading to faraway cloud data centers, on the 

other hand, is not always practicable in delay-sensitive real-time applications or when response time 

and latency are critical [11].  

To address these issues, concepts like fog computing [12], [13], and edge computing [14] provide a 

virtualized layer between IoT devices and cloud data centers [15], [16]. Furthermore, within the 

domain of Green Fog Computing, the aspect of energy consumption assumes a crucial role due to its 

direct impact on the expenses associated with maintenance and the emissions of CO2 within fog 

environments [17], [18]. The implementation of efficient scheduling systems can lead to a reduction 

in energy consumption by allocating activities to the most optimal resources, thereby promoting the 
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establishment of an environmentally sustainable ecosystem. Hence, it is imperative to employ an 

efficient metaheuristic algorithm in order to develop a scheduling system that effectively addresses 

concern related to energy consumption.   

1.2 Problem Statement 

Fog computing, like other computer environments, is vulnerable to different security threats, most 

notably Distributed Denial of Service (DDoS) assaults [19], [20], which attempt to prevent fogs from 

providing services to the IoT. DDoS assaults typically try to present themselves as legitimate network 

traffic, flash mobs, or legitimate occurrences in the victim's environment. They may also obfuscate 

their transmitted communications, for example, by encrypting them. DDoS attacks, in general, use 

vulnerabilities in certain protocols and systems to launch their attacks [21].  

Reflection-based DDoS attacks and amplification DDoS assaults are particular forms of flooding 

attacks in this context, dumping high traffic on the victim's site and using its bandwidth. As a result, 

legal requests will not be able to reach the victim's system, and the victim will be unreachable. 

Moreover, various DDoS attacks are carried out against virtualization systems, including VM 

migration attacks, cloud-internal DoS assaults, VM sprawling attacks, neighbor attacks, and VM 

escape attacks. Such assaults restrict the amount of available VMs and impair fog's capacity to process 

incoming requests from the IoT network. 

When developing scheduling systems, the concept of "green fog computing" places a high emphasis 

on good energy management [22]. Energy-saving scheduling approaches can contribute to protecting 

the environment by minimizing carbon footprints while simultaneously lowering energy costs. One 

strategy for reducing energy consumption in fog computing is Dynamic Voltage Frequency Scaling 

(DVFS) [23]. A processor's power consumption can be minimized by reducing its frequency while 
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using DVFS. 

Given the constraints of limited fog computing resources and the need for a green environment, the 

efficient management of resources in fog computing systems during Distributed Denial of Service 

(DDoS) attacks is of significant importance. Within the given context, the utilization of task and 

workflow scheduling methods becomes imperative for the effective management of fog environments. 

This involves the prudent distribution of tasks to the most optimal virtual machines (VMs) available. 

This requires the proposing of a robust and powerful metaheuristic algorithm that can handle the high 

heterogeneity, mobility, and resource constraints of the environment. Moreover, this could be a 

challenging task due to the dynamic nature of the environment and the heterogeneity of the devices. 

Metaheuristic optimization algorithms are a class of algorithms that use heuristics and stochastic 

search techniques to find near-optimal solutions to complex optimization problems. These algorithms 

are designed to handle high-dimensional and non-linear optimization problems and are able to find 

solutions that are close to the global optimum. Algorithmically speaking, they have two primary search 

behaviors, which are called exploration and exploitation.  

Exploration is the hunt for uncharted areas of a feasible territory, whereas exploitation is the search 

for the surroundings of a promising region [24]. An algorithm that has been over-explored will likely 

diversify its agents rather than produce results that are close to optimal [25]. On the other side, 

overexploitation of an algorithm raises the chance of hitting the local optimum and missing the global 

optimum. Hence, the effectiveness of any algorithm is strongly dependent on the balance of these two 

phases, and this requires different mechanisms, methods, and techniques. 
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1.3 Research Aims and Objectives 

RO1. Develop a new technique to balance between exploration and exploitation phases and solve the 

possible local optima issue in metaheuristic algorithms. 

RO2. Reduce the offloaded tasks and the deadline missed workflows to the cloud computing 

environment. 

RO3. Efficient management of energy consumption as a crucial aspect of green fog computing. 

1.4 Rationale 

The following is a list of the rationale for conducting the research and a discussion of why the proposed 

solution is appropriate and significant. 

1. The notion of fog computing has shown potential in terms of facilitating efficient and prompt 

processing of data. The use of fog computing is increasing, but along with this expansion comes an 

increase in the number of security issues, including DDoS attacks. The performance and availability 

of the services provided by fog are all put in considerable jeopardy by DDoS attacks, which prevent 

fog computing from realizing its true potential. 

The key objectives of the workflow scheduling algorithms employed in contemporary fog computing 

are the use of resources, the reduction in latency, and the reduction in the amount of energy that is 

consumed. Meanwhile, they typically fail to address how execution of the tasks is affected by DDoS 

attacks, which makes fog computing systems susceptible to interruptions and lowers the level of 

services. Therefore, it is essential to create efficient scheduling algorithms that successfully counter 

the security threats caused by DDoS. 

2. The proper allocation of tasks to the resources available, as described by workflow scheduling, is 

essential for improving system performance. The determination of an ideal workflow scheme in fog 
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computing systems is a challenging task due to the complexity of tasks, dependencies, and resources 

involved. Metaheuristic algorithms have garnered considerable interest in the field of optimization due 

to their ability to offer reliable and effective approaches for addressing intricate optimization 

problems. Moreover, according to the "No Free Lunch Theorem," all metaheuristic optimization 

techniques perform equally well when averaged across all optimization issues. That is, if algorithm X 

is better than algorithm Y for a specific optimization problem, then algorithm Y will definitely perform 

better for a different optimization problem [26]. Therefore, in light of this fact, there is always room 

for further enhancements in the field of metaheuristic algorithms, and the investigation of innovative 

approaches for enhancing the efficacy of metaheuristic algorithms designed for workflow scheduling 

in fog computing is the highest priority. 

3. The integration of energy consumption into workflow scheduling is an important argument for the 

workflow scheduling approach, particularly within the realm of green fog computing. The approach 

optimizes task allocation, utilization of resources, and overall energy efficiency in fog computing 

environments by including energy-awareness into the scheduling decisions. The impact of energy 

consumption on maintenance expenses and CO2 emissions in fog computing environments is a critical 

consideration. Effective scheduling methods can help reduce energy consumption by optimizing the 

allocation of tasks to the most suitable resources available, minimizing unnecessary use of energy, and 

utilizing methods like Dynamic Voltage and Frequency Scaling (DVFS) to enhance resource 

utilization. Effective workflow scheduling approaches can play a critical role in achieving energy 

efficiency. 
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1.5  Novel Contributions 

This section presents the novel contributions of the research, which are outlined below: 

1. Metaheuristic algorithms are a class of computational techniques that are widely used for solving 

complex optimization problems. However, one of the major issues associated with these algorithms is 

their tendency to get stuck in local optima, a phenomenon referred to as over exploitation, which can 

lead to suboptimal solutions. Moreover, maintaining population diversity, also known as over 

exploration is also a crucial challenge for metaheuristic algorithms. This is because if the population 

is not diverse enough, the search process can become too focused, leading to premature convergence 

and a failure to explore the solution space thoroughly [27]. Therefore, SSA is combined with PSO in 

this study to reduce such problems. Having these two algorithms combined, the resulting hybrid 

algorithm, named the SSPSO algorithm, has a high convergence speed and avoids local optima. 

Balancing exploration and exploitation enables effective navigation of the solution space, combining 

the exploration of new areas with the exploitation of promising solutions. This convergence approach 

leads to efficient and robust attainment of high-quality solutions. 

2. In fog computing environments, not considering DDoS attacks leads to poor resource estimation, 

resulting in incorrect workflow scheduling. A discrete-time Markov chain is employed as a 

mathematical framework to represent and analyze the impact of Distributed Denial of Service (DDoS) 

attacks on the bandwidth of fog and cloud computing data centers. Subsequently, the model is 

employed to effectively estimate the makespan of the workflow and calculate the average available 

bandwidth of fog nodes. Furthermore, it is employed to calculate the average amount of virtual 

machines (VMs) that are accessible in each fog environment when exposed to distributed denial-of-

service (DDoS) attacks. The model is utilized in the population initialization of the SSPSO, where the 

maximum available VMs are taken into account as the appropriate amount of VMs.  
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By employing the recommended Markov models, the estimation of the makespan for the process will 

be calculated, and the allocation of tasks to the fog nodes will be determined according to their 

respective security levels. Due to the insufficient resources necessary for the execution of Internet of 

Things (IoT) tasks, there will be a reduction in the number of tasks that can be offloaded from fog 

environments to cloud data centers. A high-performance open-source fog computing toolkit called the 

iFogSim simulator [28] is used to model and simulate the networks of IOT and fog computing. 

Relevantly, the effectiveness of the Markov chain scheme and SSPSO algorithm is proven through the 

experiments, especially concerning the amount of transferred to cloud servers and the amount of 

workflows that missed deadlines. 

3. Due to its effect on maintenance costs and CO2 emissions, green fog computing is a crucial factor 

to take into account in a fog computing environment. It is becoming more crucial to proficiently 

regulate energy consumption while concurrently considering sustainability as the use of fog computing 

expands. Energy efficiency is crucial because virtual machines used in fog sometimes have restricted 

power sources and are frequently placed in faraway places. By allocating tasks to the most appropriate 

resources and eliminating unnecessary consumption of energy, effective scheduling approaches can 

assist decrease energy consumption. [29]. The proposed algorithm with Dynamic Voltage and 

Frequency Scaling (DVFS) will be used in the approach to minimize the environmental impact of fog 

computing by reducing the amount of CO2 emissions associated with energy consumption, making it 

a more suitable option while still guaranteeing that tasks are finished on schedule and with the expected 

level of service. 

1.6  Research Organization 

The organization of this dissertation's structure is as follows: 
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Chapter 2 provides a comprehensive and detailed review of the state of art of the above-mentioned 

topics. Chapter 3 presents the underlying concepts and theories which discusses algorithms, relevant 

concepts, formulae. Chapter 4 provides an outline of the research methodology, including system 

architecture and processes, experimental design and datasets. Chapter 5 provides the obtained results 

and assesses the proposed scheme's performance. Finally, Chapter 6 summarizes and reflects on the 

research before making fresh recommendations for future research. 
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2 Chapter 2: Literature Review 

The focus of the research is to improve the efficacy of metaheuristic methods in order to effectively 

tackle the challenges associated with local optima and population diversity. The suggested approach 

is then used to schedule scientific workflows in multi-fog environments. In light of this, this chapter 

evaluates the relevant literature.  

As mentioned previously, metaheuristic algorithms are designed to handle high-dimensional and non-

linear optimization problems and are able to find solutions that are close to the global optimum. 

Fundamentally, these algorithms are made to strike a balance between exploitation and exploration 

during the search process. Attaining balance in various non-linear and high-dimensional optimization 

issues, such as scientific workflow scheduling in multi-fog environments, can pose enormous 

difficulty. An algorithm that has been over-explored will likely diversify its agents rather than produce 

results that are close to optimal. Inversely, overe-xploitation of an algorithm raises the chance of 

hitting the local optimum and missing the global optimum. As a result, both problems will produce 

inadequate optimization results. Continuous studies and developments are currently directed towards 

improving the effectiveness of metaheuristic algorithms to tackle a wide range of optimization 

challenges. 

The widely recognized meta-heuristic optimization techniques Salp Swarm Algorithm (SSA) and 

Particle Swarm Optimization (PSO) have demonstrated encouraging results in a variety of 

optimization challenges. However, each algorithm has its own drawbacks that may restrict how well 

it can optimize. For instance, SSA experiences a delayed convergence rate as a result of its inadequate 

exploitation capacity [30–44]. The algorithm may find it difficult to swiftly converge to the optimal 

solution as a result, particularly when dealing with high-dimensional search spaces. On the other hand, 

PSO's weak exploration capability [45–61] is known to cause it to frequently become trapped in local 
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optima. Researchers have suggested numerous improvements and hybridizations to improve the 

efficiency of both algorithms for solving diverse optimization issues in consideration of these 

restrictions. 

Below are some examples of improved and hybridized versions of SSA and PSO algorithms across 

different problem domains from the literature: 

2.1 Enhancements SSA of and PSO Algorithms 

This section presents an analysis of several improved Salp Swarm Algorithm (SSA) and Particle 

Swarm Optimization (PSO) algorithms that have been specifically developed to enhance their 

effectiveness and efficacy in addressing diverse problem domains. 

2.1.1  Enhancements of SSA 

The authors in [62] examined the issue of low convergence rates associated with the Salp Swarm 

Algorithm (SSA). In order to address these challenges and improve the effectiveness of exploitation 

capabilities, the authors proposed three distinct modifications to the SSA population update procedure. 

The initial modification, referred to as MSSA1, enhances the algorithm's capacity to investigate the 

vicinity of local searches by incorporating information from the local best into the salps updating 

process of followers. The second iteration, known as MSSA2, introduces two additional methods for 

updating followers. One approach involves integrating differential evolution with a local best location 

that is randomly selected. In contrast, the other method incorporates a local search within the vicinity 

of the global best, driven by the lack of improvement in the corresponding local best. The third update, 

referred to as MSSA3, aims to increase exploitation by penalizing the failure to improve the local best 

solution and calculating a new position for the relevant follower using a local leap within the local 

best neighborhood. 
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An enhanced version of the SSA algorithm is introduced in [63]. The objective of this enhancement is 

to effectively tackle the exploitation issue, thereby improving its overall exploitation capabilities. 

Orthogonal learning facilitates the algorithm's escape from local maxima by allowing the worst salps 

to separate. Quadratic interpolation is employed to enhance the accuracy of the global optimal solution 

by conducting local searches in the vicinity of the optimal point. The utilization of generalized 

oppositional learning, facilitated by initiation and generation jumping, is employed as a means to 

improve the overall quality of a population. Collectively, these strategies contribute to the algorithm's 

enhanced performance during the process of convergence. In order to evaluate the effectiveness of 

ESSA in addressing complex engineering challenges in high-dimensional and real-world applications, 

three constrained engineering optimization problems from the CEC 2011 optimization problems 

benchmark set and the CEC 2017 benchmark suite were employed. 

An enhanced version of the Salp Swarm Algorithm (SSA), named ISSA, is introduced [64]. It is 

designed specifically to tackle feature selection challenges. The ISSA employs a wrapper-mode 

approach to effectively determine the optimal subset of features. In order to address these challenges 

and enhance the applicability of the SSA algorithm for feature selection, two notable modifications 

have been implemented in the original algorithm. In the initial phase of SSA, the implementation 

incorporates Opposition Based Learning (OBL) as a strategy to enhance population diversity within 

the search space. To augment the exploitability of SSA, the second modification involves the 

development of a novel local search algorithm that is integrated with SSA. By integrating these 

improvements, ISSA demonstrates enhanced performance in feature selection tasks by bolstering its 

abilities in both exploration and exploitation.  

Several limitations associated with the Salp Swarm Algorithm identified in [65], such as slow 

convergence. The authors have introduced the adaptive Salp Swarm Algorithm as a novel iteration of 
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the algorithm in order to mitigate these limitations. The algorithm has undergone modifications, 

wherein the levels of exploration and exploitation have been regulated through the division of 

generations and the implementation of logarithmic adaptive parameters. The exploitation phase has 

undergone enhancements to optimize local search, while the gradual reduction of population 

adaptation has been implemented to minimize the total number of function evaluations. The proposed 

modifications are expected to enhance the efficacy of the adaptive Salp Swarm Algorithm, thereby 

mitigating the limitations inherent in the original approach and yielding superior performance in 

addressing optimization challenges. 

The AGSSA, an enhanced optimization technique, is developed in [66] based on the SSA algorithm. 

The initial SSA exhibited certain limitations, such as a propensity to become trapped in local optima. 

The AGSSA algorithm introduced several novel concepts to address these challenges. The proposed 

algorithm incorporates two notable enhancements. The initial improvement involves augmenting the 

population's ability to exploit local resources by incorporating an adaptive control parameter into the 

follower's position updating process. The utilization of the Elite Gray Wolf Dominance technique is 

employed during the final step of the population position update process, thereby expediting the 

population's exploration for the most optimal solution. This represents the second iteration of 

improvement. 

In order to enhance the efficiency and robustness of optimization, in [67], the authors proposed a novel 

optimization approach to address the limitations associated with the SSA technique, including the poor 

convergence rate. The proposed algorithm integrates a modifiable weight factor, an extended local 

search, and a chaotic opposition-based learning strategy. Based on empirical evidence, it has been 

observed that the CWSSA method exhibits superior performance compared to other meta-heuristic 

algorithms across a wide range of benchmark functions. The CWSSA algorithm is employed for the 
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purpose of optimizing pilot patterns, and it exhibits superior performance compared to alternative 

methods in terms of Bit Error Rate (BER) and Mean Squared Error (MSE). The study demonstrated 

that the proposed CWSSA method exhibits the capacity to enhance the resilience and effectiveness of 

optimization across diverse applications. 

In [68], the authors proposed a novel variation of SSA that incorporates a Levy flight strategy and is 

named iSSA. This modification aims to improve the exploration capabilities of Salps by enabling them 

to cover a wider range of areas. The randomization incorporated into the SSA algorithm enhances its 

susceptibility to exploitation, thereby facilitating a faster convergence towards the global optima. The 

efficiency of the iSSA algorithm is evaluated using six distinct high-dimensional microarray datasets. 

The results indicate that the iSSA algorithm outperforms the original SSA technique in terms of 

convergence ability. Based on the simulation findings, it can be concluded that the iSSA algorithm 

demonstrates superiority over the SSA algorithm in terms of effectiveness, resulting in more 

significant outcomes. In order to mitigate the slow convergence time issues associated with SSA, a 

novel optimization technique named ESSA was introduced in [69]. The ESSA algorithm incorporates 

the self-adaptation weight and scale-free network processes, along with the evolutionary strategies of 

the basic Salp Swarm Algorithm, to enhance its effectiveness. The method's follower evolution process 

has integrated these techniques in order to achieve a balance between exploration and exploitation 

capabilities. The ESSA algorithm demonstrates superior optimization performance compared to the 

original salp swarm strategy. 

With the aim of mitigating the issue of sluggish convergence rate observed in SSA, the authors in [70] 

introduced a novel optimization algorithm, referred to as OCSSA, The OCSSA algorithm is derived 

from the chaotic Salp Swarm Algorithm and integrates the Opposition-Based Learning (OBL) 

methodology. This integration enhances the algorithm's convergence speed and expands its search 
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space, resulting in improved performance. Furthermore, the algorithm utilized the Chaotic Local 

Search (CLS) technique to improve its efficacy in attaining the global optimum solution. The 

aforementioned alterations are aimed at alleviating the constraints of the initial SSA algorithm and 

enhancing its optimization capabilities. 

2.1.2 Enhancement of PSO 

An improved version of the Particle Swarm Optimization (PSO) algorithm is suggested in [71] in order 

to address the problem of quick convergence and hitting local optima, which integrates chaos-based 

initialization and resilient update mechanisms. The algorithm under consideration employs the logistic 

map as a means to generate particles that are uniformly distributed, thereby improving the quality of 

the initial population. Furthermore, a sigmoid-like inertia weight is derived to facilitate the adaptive 

adjustment of the Particle Swarm Optimization (PSO) algorithm. This allows the PSO to dynamically 

modify its inertia weight, transitioning between linearly decreasing and nonlinearly decreasing 

strategies. As a result, a more optimal equilibrium is achieved between the exploration and exploitation 

phases of the algorithm. 

In [72], the authors proposed a novel topological structure named CLPSO-LOT in order to tackle the 

issue of convergence speed and local opima. This structure is derived from the Comprehensive 

Learning Particle Swarm Optimizer (CLPSO). The local optima are identified within the iterative 

procedure, resulting in the creation of a novel topological space. The subsequent exemplar for the 

particle's learning process is subsequently selected at random from this space. The inclusion of local 

optima in the search space by CLPSO-LOT enhances the particle's exploration capability and 

accelerates poor convergence. 
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Utilizing tunable Gaussian white noise, a unique technique called the RPSO is introduced in [73]. It 

dynamically affects the acceleration coefficients. The aforementioned perturbation approach aims for 

a more complete exploration of the problem space. The prospect of avoiding the local optima trap and 

maintaining population diversity is increased by RPSO's use. 

The modified Particle Swarm Optimization (PSO) variant, referred to as MPSO, is proposed in [74]. 

The present version incorporates an adaptive method into its framework. The MPSO algorithm utilizes 

a non-linear inertia weight derived from chaos theory in order to augment the exploration capabilities 

of the Particle Swarm Optimization (PSO) method. In order to mitigate premature convergence, the 

approach also incorporates stochastic and traditional learning techniques. 

A new version of Particle Swarm Optimization (PSO) known as Modified Particle Swarm 

Optimization With Effective Guides (MPSOEG)  is introduced in [75] in order to enhance the ability 

to find solutions using the method for optimization problems encompassing diverse features. The 

MPSOEG algorithm's OGC module generates two distinct types of examples, which are determined 

by the algorithm's search performance. The OGC module guides the swarm towards potential solution 

locations in the search space. This is achieved by utilizing particles that possess valuable directional 

information, resulting in the generation of a global example. Additionally, it is possible for each 

particle to possess a unique local exemplar, enabling it to navigate away from the confines of the local 

solution. 

To identify multiple local optima on surfaces of objective functions, a novel multi-modal optimization 

technique is proposed in [76]. The suggested method builds upon the existing Species-based Particle 

Swarm Optimization (SPSO) strategy and incorporates several modifications aimed at improving its 

performance. Several strategies have been employed in this study to enhance the optimization process. 

These strategies encompass the utilization of "turbulence regions" surrounding previously discovered 

https://www.researchgate.net/publication/344679768_Modified_Particle_Swarm_Optimization_With_Effective_Guides
https://www.researchgate.net/publication/344679768_Modified_Particle_Swarm_Optimization_With_Effective_Guides
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solutions in order to minimize unnecessary function evaluations. Additionally, the implementation of 

proximity-based speciation, along with the speciation of isolated particles, has been incorporated. 

A novel Particle Swarm Optimization (PSO) optimizer that incorporates a rising sigmoid inertia 

weight is proposed in [77]. The proposed technique is evaluated by comparing it with sigmoid 

decreasing and linearly increasing inertia weights using four commonly used non-linear benchmark 

functions. This comparison is conducted to validate the accuracy of the proposed approach. Based on 

empirical evidence, it has been observed that Particle Swarm Optimization (PSO) algorithms exhibit 

improved performance when higher inertia weights are employed. Specifically, these PSOs 

demonstrate enhanced convergence capabilities and exhibit more dynamic behavior, converging 

rapidly towards the solution region.  

An innovative technique is suggested in [78] in order to address the problem of local minima. The 

objective function underwent two transformations using this method in order to eliminate local minima 

while preserving global minima. When the Particle Swarm Optimization technique is combined with 

the novel approach, it demonstrates the ability to effectively identify global minima and overcome 

local minima. The results of the trials indicate that the enhanced algorithm exhibits consistent and 

reliable performance. Additionally, the utilization of the "Stretching" strategy demonstrates a stable 

convergence, thereby increasing the probability of success for the integrated approach. 

2.2 Hybridization Methods 

The PSO and SSA hybridization algorithms are examined in this section. The algorithms are combined 

with the other existing algorithms to increase their potency in dealing with a particular optimization 

challenge. 
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2.2.1  PSO Hybridization 

On some unconstrained benchmark test functions, a new hybrid Particle Swarm Optimization (PSO) 

and Whale Optimizer (WOA) technique is proposed in [79]. The study is a combination of PSO for 

exploitation and WOA for exploration. When compared to the normal PSO and WOA algorithms, 

analysis of competitive results achieved from PSO–WOA verifies its effectiveness. 

The PSO algorithm is linked with position updating equations in the Levy flight approach and the Sine 

Cosine Algorithm (SCA) to address its disadvantages, which include finding the local minimum rather 

than the global minimum and a lack of global search capabilities. As a result, the authors introduced a 

new hybrid approach (PSOSCALF) in [80]. The behavior of the sine and cosine functions serves as 

the foundation for the mathematical idea used to update the solution in the SCA method. These 

activities guarantee that exploitation and exploration are possible. Using the Levy distribution to 

generate search steps, Levy flight is a random walk that then conducts more fruitful searches in the 

search space with significant leaps. The PSOSCALF approach improves the exploration capabilities 

of the original PSO algorithm and prevents being imprisoned in the local minimum by merging the 

SCA and Levy flight. 23 benchmark functions of the unimodal and multimodal types, as well as 8 

constrained real-world engineering situations, were used to test the PSOSCALF method's performance 

and correctness. The PSOSCALF approach outperforms the PSO family and other algorithms in 

calculating the global minimum of the test functions, according to the optimization results. 

Furthermore, the suggested PSOSCALF algorithm has been successfully applied to real-world 

restricted engineering situations, yielding superior results than alternative techniques. 

In [81], the authors presented a new hybridization of Particle Swarm Optimization (PSO) and 

Gravitational Search Algorithm (GSA) named Hybrid PSO-GSA to discover spectrum holes with 
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enhanced energy utilization. It is possible to create a balanced trade-off between the exploration and 

exploitation abilities of the PSO-GSA algorithm using the proposed unique hybridization of PSO and 

GSA. Furthermore, by incorporating mutation and crossover factors into the PSO-GSA, the suggested 

algorithm is capable of efficiently detecting spectrum gaps with optimum transmission power.  

In [82], the authors proposed a technique that tackles a form of the job shop scheduling issue where 

jobs must be delivered by a finite number of vehicles to the machines handling their operations. 

Machine scheduling and vehicle scheduling are interwoven because jobs must be carried to the 

machines for processing and then completed by the machines before being transported. Therefore, 

scheduling production operations and transport activities concurrently is necessary to solve the job 

shop scheduling issue with transport resources (JSPT). They suggested a technique that combines 

Simulated Annealing and Particle Swarm Optimization to identify high- quality solutions in a 

reasonable amount of time (PSOSA). These findings indicate that the PSOSA is extremely reliable 

and outperforms state-of-the-art solution techniques. 

To solve the NP-hard problem in fog computing, a hybrid approach that combines the Genetic 

Algorithm (GA) and the Particle Swarm Optimization (PSO) techniques proposed in [83]. The 

suggested GA-PSO is used in the fog computing environment for efficient service allocation while 

decreasing total makespan and energy consumption for IoT applications. They used a customized C++ 

simulator to develop the proposed GA-PSO, and the results showed that the proposed GA-PSO 

outperforms both GA and PSO algorithms when used separately. In [84], the authors proposed a binary 

version of the hybrid Grey Wolf Optimization (GWO) and Particle Swarm Optimization (PSO) for 

solving feature selection challenges. The original PSOGWO is a new hybrid optimization algorithm 

that takes advantage of both GWO and PSO's characteristics. A hybrid task scheduling is proposed in 
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[85], which uses Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) algorithms to 

reduce total execution time. Particle Swarm Optimization (PSO) assisted the hybrid Genetic Algorithm 

- Particle Swarm Optimization (GA- PSO) algorithm in achieving better results than a normal genetic 

algorithm. In [86], the authors proposed an improved algorithm that combines Selecting Features (SA) 

and, PSO. The suggested algorithm was capable of enhancing particle swarm diversity as well as 

jumping out of the local optimum. To mimic the SA-PSO algorithm, various traditional 

unimodal/multimodal functions were used. The results showed that SA-PSO was better at avoiding 

prematurity and eliminating local optimum. When compared to regular PSO, the SA-PSO has some 

advantages in terms of effectiveness and accuracy.  

In [87], the authors developed a machine learning model through using Particle Swarm Optimization 

(PSO) algorithm for Selecting Features, and then used a Support Vector Machine (SVM) classifier to 

identify the type of tumor cells in the most recent brain MRI images. The authors used an extensive 

database of MRI images of brain tumors. 

Table 2.1. PSO Hybridization 

 

Hybridized with 

 

Name of Algorithms 

 

Testing Field 

 

Performance  

 

Ref. 

 

Whale Optimizer (WOA) 

 

PSO–WOA 
 

Eight

 benchmark 

test functions 

Better due to the 

improvement of 

convergence capability on 

all unconstraint test 

benchmark functions 

 

[79] 

Sine Cosine Algorithm (SCA) 

and Levi Flight 

 

PSOSCALF 

 

Twenty three 

test functions 

Better on  benchmark 

functions of the unimodal 

and multimodal type, this is 

due to the prevention of 

agents from getting stuck in 

local minima 

 

[80] 

https://www.sciencedirect.com/topics/computer-science/benchmark-function
https://www.sciencedirect.com/topics/computer-science/benchmark-function
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Gravitational Search Algorithm 

(GSA) 

 

 

PSO-GSA 

Detecting 

spectrum gaps 

with optimum 

transmission 

power 

Better, this is due to 

improvement of poor 

exploration ability on 

detecting spectrum gaps 

 

 

[81] 

 

 

Simulated Annealing 

 

 

 

PSOSA 

Job shop 

scheduling It can converge towards the 

global optimum and 

resulting in better 

scheduling 

 

 

 

[82] 

 

Genetic Algorithm (GA) 

 

GA-PSO 
Reduce 

makespan and 

energy 

consumption in 

cloud 

computing 

Better as a result of 

improved premature 

convergence 

 

 

[83] 

 

 

 

Grey Wolf Binary Model 

Optimization (GWO) 

 

 

 

 

BGWOPSO 

18 common 

benchmark 

datasets from 

the UCI 

library such as 

(Breastcancer,B

rea 

stEW,Congress

E 

W,Exactly,Hear

tE W, etc…) 

Better for small datasets. 

Poor for medium and large 

data sets. 

Because of improved 

exploration capability and 

finding better solution in the 

search space 

 

 

 

 

[84] 

 

 

Genetic Algorithm (GA) 

 

 

GA-PSO 

Task 

scheduling in 

cloud 

computing to 

minimize the 

total execution 

time 

Better on task scheduling in 

cloud, this is due to 

improvement of exploration 

capability 

 

 

 

[85] 

 

 

Simulated Annealing 

 

 

SA-PSO 

Sphere 

function, Booth 

function, 

Mccormick 

function,Easom 

function,Rastri

gin function, 

Rosenbrock 

function 

Better, except Easom 

function. 

It has improved slow 

convergence speed and poor 

accuracy 

 

 

[86] 
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Support Vector Machine(SVM) 

classifier 
 

N/A 

online database 

of MRI images 

with brain 

tumors 

Better on feature selection 

due to better converge 

towards the global 

optimum 

 

[87] 

 

  

2.2.2  SSA Hybridization 

The COVID outbreak is wreaking havoc on the global economy. Practically every country is fighting 

to stop the disease from spreading through patient diagnosis and treatment, segregation of suspects 

through contact tracking, restraining large social gatherings, maintaining total or partial lockdown, 

and so on. Nursing worker scheduling and nurse designation may have a substantial impact on the 

standard of medical facilities. It is supplied by removing imbalanced loads and unnecessary pressure, 

both of which can contribute to poor nurse performance and human errors. During the treatment of all 

ill patients, nurses are regularly requested to leave. Regular scheduling formulas, on the other hand, 

are not assumed to take this possibility into account due to their lack of control over schedules in most 

cases. To handle nurse scheduling and designation, a new model of the Hybrid Salp Swarm Algorithm 

and Genetic Algorithm (HSSAGA) is proposed in [88]. The results of the recommended test function 

algorithm show that it outperforms current state-of-the-art approaches. 

In [89], the authors proposed a hybridized Salp Swarm Algorithm(SSA) with a Simulated 

Annealing(SA) and applied to features selection(FS) which is used to reduce the dimensions and 

remove the noise from datasets. The proposed approach's performance is evaluated on 16 datasets 

from the UCI repository, including two large-scale datasets, and compared with native (SSA) and 

alternative (FS) techniques such as ALO and PSO. The experimental findings amply demonstrated the 

proposed approach's adequacy in searching the feature space for optimal features. To improve the 

performance of the original Moth-flame Method, a Hybrid Moth-flame and Salp Swarm Algorithm is 
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developed in [90]. The chance of a moth studying the distance between the moth and the flame 

decreases as it goes spirally around the flame. A salp chain was affixed to each moth in this 

investigation to measure distance. The suggested approach was compared to the original Moth-flame 

Optimization algorithm and the Particle Swarm Optimization algorithm on benchmark functions. 

Results reveal that, when compared to previous methods, the proposed technique can provide a 

minimum fitness value.  

In [91], the authors combined SSA with spherical evolution (SE) to tackle optimization challenges. 

SE helps to improve exploration during iteration in this hybrid method, while SSA is designed to speed 

up convergence to optimal solutions. The findings indicate that the hybridization is effective and that 

the spherical search style and the salp swarm search method are complementary. The research not only 

adds to their understanding of the original algorithms, but also introduces a fresh approach for 

combining them. The SSA-FGWO hybrid meta-heuristic method is introduced in [92], to address the 

drawbacks of the original SSA, such as sluggish convergence speed when overcoming challenges in 

global optimization and large scale and multimodal landscapes. The basic idea behind SSA-FGWO is 

to enhance the Salp Swarm Algorithm, apply the Grey Wolf Algorithm (GWO) technique (SSA). The 

process of hybridization involves two phases: To begin, the powerful exploitation of SSA is used to 

update the leaders' position in the chain population. Second, the proposed optimizer's population 

variance is increased by using GWO's strong exploration technique to update the followers' position. 

For solving the NP hard Container Stacking Problem (CSP), a combination of Salp Swarm- Simulated 

Annealing Algorithm (SSSA) is suggested in [93]. Shipping containers are temporarily kept in yards 

in container terminals in the shape of bays made up of horizontal rows and vertical stacks. When a 

target container must be retrieved, Possibly, it isn't at the top of the pile; in this case, the containers 

above it are referred to as blocking containers. In order to obtain the target container, these blocking 
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containers must first be shifted. These relocations add to the burden and put the container terminal's 

efficiency to the test. To test the proposed algorithm's performance; computational tests were carried 

out on benchmark examples, demonstrating the SSSA's competitive performance in comparison to the 

instances' optimal solutions. 

In [94], the authors developed a better noise removal technique based on a series of cascaded filters. 

The best filter combinations are found by cascading four of the twelve distinct kinds of filters to 

increase the performance of the Salp Swarm Algorithm. The Differential Evolution-based Salp Swarm 

Algorithm is an improvement of the standard Salp Swarm Algorithm that makes better use of 

differential evolution tactics (DESSA). Gaussian, salt and pepper, or speckle noise can be eliminated 

using the majority of techniques for image denoise. In contrast, the proposed denoising method shows 

its effectiveness in the removal of all three noises, and the denoised images are better in terms of both 

quantitative analysis and visual quality, thanks to the perfect arrangement of filters in the cascaded 

arrangement. MWOA-SPD, a novel hybrid wrapper-based technique for detecting spam profiles in 

online social networks, is proposed in [95].  

The Whale Optimization Algorithm (WOA) is combined with the Salp Swarm Algorithm (SSA). To 

broaden the search and overcome WOA's limitations, the WOA exploration technique is substituted 

with the SSA position update mechanism. To assess the effectiveness of the suggested technique, a 

dataset was taken from Twitter and used as a benchmark. The findings reveal that the proposed strategy 

produces competitive outcomes when compared to existing methods. 
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Table 2.2. SSA Hybridization 

 

Hybridized with 

 

Name of 

Algorithms 

 

Testing Field 

 

Performance 

 

Ref. 

 

Genetic Algorithm 

 

HSSAGA 

 

Nurse scheduling and 

allocation 

Better as a result of improved poor 

convergence rate 

 

[88] 

 

 

Simulated 

Annealing(SA) 

 and applied to

 features 

selection(FS) 

 

 

 

 

SSA-SA 

 

16 datasets from the 

UCI repository, 

including  two high-

dimensional datasets  

 of California 

university 

 

 

Better, this is due to improve the 

exploitation ability that utilizes to accept 

a worse quality solution 

 

 

 

 

[89] 

 

Moth-flame 

 

MFSS 

 

12 benchmark 

functions 

The convergence rate of the MFSS 

algorithm demonstrates its effectiveness 

in reaching a global optimum. 

 

[90] 

 

 

Spherical Evolution 

(SE) 

 

 

SSSE 

 

 

30 benchmark 

functions 

Better in all aspects except for 2, 3, 12, 

14, 23, and 28, as it enhances 

exploration while simultaneously 

accelerating convergence. Furthermore, 

it addresses the issue of slow 

convergence speed, resulting in more 

efficient optimization. 

 

 

[91] 

 

 

 

Grey Wolf 

Algorithm (GWO) 

 

 

 

SSA-FGWO 

 

23  exemplary 

benchmark instances, 

as well as feature 

selection issues (18

 data sets) 

 

 

Better as the algorithm overcomes the 

issue of slow convergence speed. 

 

 

 

[92] 

 

Simulated 

Annealing 

 

SSSA 

 

Container Stacking 

Problem 

Better, this is due the improvement of 

exploration capability 

 

[93] 
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2.3 The No Free Lunch Theorem and Metaheuristics Exposed 

The "No Free Lunch Theorem" [26] states that all metaheuristic optimization techniques perform 

equally well when averaged across all optimization issues. That is, if algorithm X is better than 

algorithm Y for a specific optimization problem, then algorithm Y will definitely perform better for a 

different optimization problem. Therefore, in light of this fact, there is always room for further 

enhancements in the field of metaheuristic algorithms.  

However, in [96], the authors claimed that the subject of combinatorial optimization has seen a flood 

of "new" metaheuristic methods, the majority of which are based on metaphors of natural or man- 

made processes. No idea seems too far-fetched to serve as inspiration for yet another metaheuristic, 

whether it's the behavior of nearly any type of bug, the flow of water, or musicians playing together. 

Furthermore, the authors argued that this line of research risks leading the field of metaheuristics away 

from scientific rigor. They looked at the historical context that led to an increase in the use of 

metaphors as inspiration and justification for the development of new approaches, as well as the 

reasons for the metaheuristics field's sensitivity to this line of research and its flaws. 

 

 

Differential 

Evolution 

 

DESSA 

 

Image Denoising 
Better due to significant 

improvements in exploitation capability 

 

[94] 

 

 

Genetic Algorithm 

 

 

SSA-GA 

 

Task scheduling in 

Edge computing for 

CPU energy 

consumption. 

Better due to prevent the diversity of the 

agents 

 

 

[95] 



 
37 

 

2.4 Workflow Scheduling  

Various systems of task scheduling in a fog computing environment have been proposed, including 

[97-104]. Some of these systems are discussed in this section. 

ROSA was developed in [105]. It encompasses an uncertainty-based online scheduling method with 

the ability to schedule multiple workflows with restraints on deadlines. Such an approach of 

scheduling has the ability to control the amount of tasks that wait on every VM. A total of five sets of 

experiments were carried out in this study. This was to allow comparison between the proposed system 

and five other algorithms. The obtained outcomes showed superiority of ROSA to the five compared 

algorithms. ROSA was better in terms of costs and use of resource. 

A scheduling algorithm was presented in [106] for the purpose of mitigating IoT workflows’ power 

consumption on fog’s assorted resources. In this study, the authors modeled the problem with the use 

of integer linear programming for the mitigation of power consumption. EMS which entails a 

scheduling algorithm for combining various policies and finding near-optimum scheduling, was also 

proposed as well. Furthermore, the authors concluded the ability of EMS in optimizing power 

consumption and in decreasing the makespan. 

A scheduling technique was proposed in [107]. It encompasses a cross analytical layer technique 

applied for the period of dynamic task scheduling in fog environments, and the method balances the 

delay of service and consumption of power. In this study, the performed analysis also included the use 

of the Lyapunov optimization method in addition to the delay and power- aware task scheduling 

methods. The outcomes demonstrated the effectiveness of the suggested technique, whereby it 

improved delay-energy performance, particularly during task scheduling. Further, a complete 

simulation of the proposed method was presented. Notably, security factors were not addressed in this 

study. 
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A task-scheduling model was highlighted in [108]. In this study, containers were used as a guarantee 

of the timely completion of tasks. Containers are also regarded as the amount of concomitant tasks for 

the fog node. To reduce task delays, a reallocation mechanism was performed. The task-scheduling 

algorithm proposed in this study was able to decrease task delays while also improving the amount of 

concurrency of the tasks within fog nodes. 

A system of scheduling presented in [109] comprised Dispersive Stable Task Scheduling (DATS), 

which is a scheduling system that is both decentralized and scalable. Within diverse fogs, the use of 

DATS reduces service delay. Accordingly, the processing of a QoE based task scheduling and PE-

based computing resources competition were used in this study, and the results of experiments 

demonstrated the ability of DATS in balancing the usage of computing resources and communication 

links. This was to decrease service delay. It should be noted, however, that the proposed system in this 

study merely focused on minimizing delay, while disregarding issues of security.  

The use of DOTS was demonstrated in [110]. Specifically, DOTS entails a task scheduling algorithm 

that considers latency and has the ability to enhance delay in offloading. Above all, security issues 

were disregarded in this study. A scheduling algorithm named Polo was proposed in [111]. The system 

proposed in this study applies linear programming-based optimization in addition to binary PSO. The 

results proved the ability of the proposed system to increase performance, while reducing problems of 

quality loss and service latency. Still, the system did not take into account the security issues. 

In [112], a heuristic method for the dynamic scheduling of various workflows in the IoT was presented. 
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In this regard, the communication cost from the contrivances of the IoT to fog was taken into account. 

Further, comparison was made between the proposed system’s performance and that of a cloud 

unaware system for various workloads. The obtained results showed that the proposed system offered 

a smaller ratio of deadline misses at a greater monetary cost. 

An efficient scheduling approach was proposed in [113]. In this proposed approach, the Max-Min ant 

system was used in dealing with the problem of workflow scheduling in the settings of a 

multiprocessor. Task priority is manipulated in this approach in order to attain the best task- order. In 

this study, numerous random workflows were used by the authors in the evaluation of the performance 

of the proposed system. A completely decentralized hybrid of edge, fog, and cloud was proposed in 

[114]. The system was called Edge-Fog cloud. LPCF algorithm was used in the allotment of tasks on 

the resources accessible within the environment, and the results demonstrated that the LPCF algorithm 

was able to achieve near-optimal networking costs within a polynomial period, but not within the 

complexity of exponential time. Networking costs and processing time were considered factors. On 

the other hand, security-related factors were disregarded in this study. 

A study by [115] demonstrated the application of a method called Deadline-aware Task Scheduling. 

Here, fog nodes cooperate and utilize cloud resources in task execution. As a solution, the use of an 

ACO-based algorithm was proposed by the authors. In meeting the deadlines of the tasks, the authors 

also attempted to intensify fog computing turnover. Notably, the proposed system does not take into 
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account issues related to security. Only cost and deadline factors were addressed. The application of 

the task scheduling algorithm has been demonstrated in [116].  

Using this proposed algorithm, tasks are prioritized according to their degree of delay tolerance. The 

use of this algorithm was to increase the throughput while decreasing the cost and time of the response. 

Cloudanalyst was used in this study for the evaluation of the proposed system. Notably, Cloudanalyst 

is a CloudSim-based tool for simulation. Accordingly, a comparison of fog systems of scheduling can 

be viewed in Table 2.3. 

Table 2.3. Comparison of fog scheduling systems 

Workflow 

or Task 
Element of Scheduling Simulator Assessment Elements Ref. 

Scheduling 

of Tasks 
Resource, Cost   Resource Usage, Cost [105] 

Scheduling 

of Tasks 
Energy  Consumption of energy [106] 

Scheduling 

of Tasks 

Energy Consumption, Service 

Delay, Delay Jitter 
 

Average Power 

Consumption, 

Accumulated Waiting 

Time, Delays, Delay 

Jitter, and Performance 

Delay 

[107] 

Scheduling 

of Tasks 
Resources 

Libvirt,QEMU,Docker, 

Linpack 

Average Reduction Period 

and Total Amount of 

Tasks Accepted 

[108] 

Scheduling 

of Tasks 
Delay  

Latency  and Ratio of 

Latency Reduction 
[109] 

Scheduling 

of Tasks 
Delay  

Consumption of energy, 

Index of Fairness, Delay 

and Nodes 

[110] 

Scheduling 

of Tasks 

Quality Loss, Service Latency 

 
SUMO Latency [111] 
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2.5 Green Fog Computing  

Several recent studies have been carried out to explore optimization algorithms for the purpose of 

workflow scheduling and distributing resources in an energy efficient manner within the context of 

green fog computing. This section presents a comprehensive overview of recent research on green fog 

computing, highlighting significant findings related to the implementation of optimization algorithms 

for the development of low-energy Internet of Things (IoT) systems. 

The authors in [117] employed Reinforcement Learning Techniques to select a server activation policy 

that effectively minimizes the likelihood of job loss. The significance of optimizing battery handling 

in relation to the total capacity of the Renewable-Energy Generator system and the total amount of 

available servers was underscored by a comprehensive performance analysis conducted on a fog 

computing node. The authors provided a case investigation that showcased the efficacy of their 

Scheduling 

of 

Workflow 

Deadline C++ 

Financial cost, the 

percentage of tasks that 

are completed on the 

cloud  and the deadline 

miss ratio 

[112] 

Scheduling 

of 

Workflow 

Makespan MVB 6.0 
Length of a Normalized 

Schedule 
[113] 

Scheduling 

of Tasks 
Network Cost, Cost Python 

Cost of the network, 

processing costs and 

profit 

[114] 

Scheduling 

of Tasks 
Profit  

Cost of the network, 

processing costs  and 

profit 

[115] 

Scheduling 

of Tasks 

and 

Workflow 

Request Arrival Rate Estimates, 

Service Time and Delay 
Cloudanalyst Response Time and Cost [116] 
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proposed system in enhancing the operational efficiency of an energy storage system within a green 

fog computing node of the network  

In [118], the authors aimed to optimize the network utility feature by incorporating environmental 

sustainability and addressing power and interference constraints in the context of green fog computing. 

The problem they aimed to address the large-scale mixed integer nonlinear programming. An 

algorithmic framework was developed to address this challenge in a distributed and parallel fashion. 

The algorithm's outer loop employed Benders' decomposition to partition the integer and continuous 

variables into master and subproblems. The authors additionally discussed the algorithm's capabilities 

and efficiency. The simulation results provided evidence that the algorithm proposed by the 

researchers is characterized by high efficiency in terms of both time and energy consumption. 

In [119], the authors investigated the appropriateness of fog computing as a potential solution to 

address the increasing need for Internet of Things (IoT) devices. The primary factors considered for 

evaluating fog performance were Quality of Service (QoS) and energy consumption. To accomplish 

this objective, models were developed to quantify different metrics within the fog computing 

paradigm. Subsequently, the problem was formulated as a constrained optimization task. The authors 

effectively employed Evolutionary Algorithms (EA) to address this concern. The approach employed 

by the researchers is notable due to its emphasis on energy efficiency. 

In [120], the authors emphasized the diverse domains in which green technology can be supported 
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through the utilization of technologies such as mist, edge, fog, and cloud computing. Additionally, the 

objective of this study is to propose strategies for enhancing the level of assistance provided. 

The issue of resource distribution in fog computing was investigated in [121] with the aim of 

maximizing the utility function from an energy efficiency perspective. The problem at hand can be 

effectively represented using a mixed integer nonlinear programming problem, which is inherently 

classified as NP-hard. The researchers employed a modified distributed inner convex approximation 

as the initial step to approximate the problem for the purpose of resolving it. The Benders 

decomposition procedure was subsequently employed to address integer variables. The Dinkelbach 

algorithm was employed to convert the fractional programming in the subproblem into an equivalent 

parametric subtractive form. Furthermore, the subproblem was divided in a distributed manner, 

allowing users to update their respective portions without the need for information exchange. The 

efficacy of the proposed algorithm was demonstrated through the simulation results. 

The authors in [122] presented a novel fog computing system named Spatio-Fog. This system 

incorporates geospatial information into fog devices, enabling them to utilize nearby resources for 

addressing geospatial queries. The resolution of the geospatial query by the fog device is contingent 

upon the specific geographic area under consideration. In some cases, the fog device is capable of 

independently resolving the query.  

However, in other instances, it may rely on cloud servers or other fog devices located in different 
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regions to accomplish this task. In order to demonstrate the feasibility of their approach, the 

researchers conducted both an empirical inquiry and an experimental examination. The empirical 

investigation revealed that the proposed Spatio-Fog architecture achieved significant improvements 

in power consumption and delay when compared to existing geospatial query resolution systems. 

Specifically, the Spatio-Fog architecture demonstrated a reduction of approximately 43-47% in power 

consumption and 47-83% in delay. In [123], the authors introduced two Integer Linear Programming 

(ILP) models in order to tackle the fog planning issue within the incorporated Cloud-Fog (iCloudFog) 

framework, The primary objective of the initial ILP model is to minimize the capital expenditure 

(CAPEX) and operational expenditure (OPEX) associated with the design and implementation of fog 

computing infrastructure.  

The second Integer Linear Programming (ILP) model aims to optimize the allocation of Internet of 

Things (IoT) jobs on the expected fog nodes in order to maximize efficiency while minimizing power 

usage. The proposed ILP models undergo quantitative evaluation, wherein various IoT job 

requirements, including real-time and mobility, are taken into account. The empirical data 

demonstrates that strategically designed fog computing systems have the potential to minimize 

planning burdens while effectively meeting the diverse job demands of the Internet of Things (IoT). 

In order to address two significant challenges that may impede the progress and execution of 

communication services, the researchers in [124] focused their efforts on the creation of a wireless 
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sensor node suitable for utilization within fog computing frameworks.  

The issues at hand encompassed network resilience provisioning and energy consumption. The writers 

of the wireless sensor node design took into consideration the macroarchitecture features and 

operational limitations that the network platform may encounter. The core of their strategy revolved 

around the integration of commercially available network hardware platforms with advanced power 

management and network resilience techniques.  

A multi-level approach that employs a Mixed-Integer Linear Programming (MILP) model to optimize 

the allocation of resources and the positioning of virtual machines (VMs) in fog-cloud scenarios with 

the aim of minimizing carbon dioxide (CO2) emissions originating from data centers was introduced 

in [125]. The method utilized in this study considers different traffic demand scenarios occurring at 

different times of the day and year. Additionally, it incorporates carbon intensity data obtained from 

the National Grid ESO to estimate the carbon dioxide (CO2) emissions associated with the British 

Telecom (BT) network. The findings of the study indicated that the requirements of traffic and the 

carbon intensity factor exerted a notable influence on the optimal location for hosting applications. 

The results of the study also indicated a trade-off between increasing carbon dioxide (CO2) emissions 

through the hosting of additional applications at fog nodes and reducing CO2 emissions by minimizing 

network travel distances. 

In [126], the authors introduced a novel model called the Tree-Based Fog Computing (TBFC) model. 
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The TBFC model endeavors to mitigate the aggregate electric energy consumption of nodes within 

the Internet of Things (IoT) by distributing processes and data to servers and fog nodes in a hierarchical 

structure resembling a tree. The authors conducted an examination of the TBFC model and 

subsequently demonstrated that it consumed a lower amount of total electric energy compared to the 

cloud computing model for its nodes. 

An overview of the extensive Internet of Things (IoT) and the technologies that enable 6G discussed 

in [127]. The authors conducted an analysis of diverse energy-related concerns that may emerge during 

the implementation of fog computing in the context of 6G-enabled massive Internet of Things (IoT) 

applications. The authors categorized a range of energy-efficient fog computing solutions for the 

Internet of Things (IoT) and provided a comprehensive overview of recent advancements in these 

domains. Finally, the participants engaged in a discussion regarding potential future prospects and 

unresolved obstacles pertaining to the advancement of energy-efficient methodologies for fog 

computing within the upcoming 6G extensive Internet of Things (IoT) network. 

A novel paradigm referred to as the Tree-Based Fog Computing (TBFC) model was introduced in 

[128], in order to mitigate the overall electric energy consumption of nodes within the Internet of 

Things (IoT). The distribution of data and processes in a tree-like topology involves the allocation of 

these resources to servers and fog nodes. The TBFC model was subjected to examination, and it was 

demonstrated that it consumes a lower amount of total electric energy in comparison to the cloud 
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computing model for its nodes. In [129], the authors introduced two methodologies for energy 

prediction: one utilizing the Recursive Least Square (RLS) filter and the other employing an Artificial 

Neural Network (ANN). Both methodologies predict the energy consumption at different fog nodes 

by considering factors such as workload quantity and size. Based on the simulation data, it can be 

observed that the root mean square error (RMSE) for both techniques exhibits a value below 3%. In 

contrast to the RLS-based technique, the ANN-based technique demonstrates a notable reduction of 

up to 20% in root mean square error. An investigation on the potential applications of fog computing, 

particularly in the context of health monitoring conducted in [130]. The authors focused their efforts 

on developing a heart monitoring application that involves users submitting a 30-minute recording of 

their Electrocardiogram (ECG) signal to fog processing units.  

These units are responsible for processing, analyzing, and making decisions within the recommended 

time frame set by the American Heart Association (AHA). The primary objective of this system is to 

promptly respond and provide necessary interventions for heart patients upon detection of any 

abnormalities in the ECG signal. In order to minimize energy consumption in processing and 

networking equipment, a strategic placement of processing servers was implemented. The results of 

the study indicate that the utilization of fog processing units for processing ECG data resulted in a 

significantly higher energy conservation of up to 68% compared to processing the data at the central 

cloud. 
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2.6 Summary 

This chapter offers a comprehensive analysis of metaheuristic algorithms, particularly emphasizing 

the Salp Swarm Algorithm (SSA) and Particle Swarm Optimization (PSO). A category of optimization 

algorithms known as metaheuristic algorithms exhibits the capability to effectively address complex 

optimization problems across various academic disciplines. The latest research studies on PSO and 

SSA algorithms are in-depthly addressed in this chapter, along with their advantages and weaknesses. 

It looks at numerous ways to improve the PSO and SSA algorithms as well as hybridization techniques 

that have been established by hybridizing the two of them with other methods to develop more robust 

and efficient algorithms. 

The necessity of effective scientific workflow scheduling in fog computing is also emphasized. This 

entails resource distribution and workflow scheduling in order to maximize system efficiency. It draws 

attention to the difficulties associated with workflow scheduling in fog computing and looks at several 

scheduling techniques. Additionally, it explores the idea of "green computing" and its importance in 

systems that employ fog computing. It illustrates the potential benefits of incorporating green 

computing practices into fog computing systems, resulting in reduced energy consumption and a 

diminished carbon impact. In its entirety, the chapter offers an in-depth investigation of optimization 

methods. It shows how important it is to use metaheuristic algorithms like PSO and SSA, as well as 

efficient workflow scheduling and green computing ideas, to make fog computing systems more 

effective overall and better for the environment. 
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3 Chapter 3: Underlying Concept and Theories 
 

This chapter presents a comprehensive overview of the necessary background information, formulae, 

and algorithms employed in the present study. It examines various topics, including optimization, 

workflow scheduling, fog computing, Markov chains, DDoS attacks, and green fog computing. 

3.1 Optimization 

A hybrid metaheuristic optimization technique is employed in the proposed system for workflow 

scheduling purposes; as a result, this section presents a theoretical background on optimization 

concepts and metaheuristic algorithms in a general sense, with a specific focus on Particle Swarm 

Optimization (PSO) and Salp Swarm Algorithm (SSA). 

In science, engineering, and business domains, many hard problems can be categorized as optimization 

problems. The minimization of risk, cost, and time, and the maximization of profit, quality, and 

efficiency, are among the examples of optimization. For example, there are numerous ways to build a 

network to minimize cost and improve service quality, and there are numerous ways to schedule a 

production to maximize efficiency, and so forth [131]. 

Optimization algorithms can be generally classified into two groups, namely: exact (deterministic) and 

approximate (stochastic) optimization algorithms. Real-world optimization problems are mostly 

complex and challenging to answer. They are impossible to accurately resolve using exact methods 

within a reasonable length of time. The main alternative for solving this type of issue is to use 

approximation techniques. Heuristics and metaheuristics are two types of approximate algorithms that 

can be deconstructed further [132]. 
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3.1.1 Heuristics Algorithms 

Heuristics are problem-specific; they are created for and applied to a specific situation. The use of 

Heterogeneous Earliest Finish Time (HEFT) is common in heuristic scheduling algorithms. There are 

two stages of HEFT namely the planning phase (task prioritization stage) and also the processor 

selection stage, whereby the former involves the assignment of priorities to the tasks following their 

ascending ranks, while the latter involves the selection of appropriate processor in executing the task, 

taking into account the completion time of minimal tasks [133], [134]. 

3.1.2 Metaheuristic Algorithms 

 

Metaheuristic algorithms can be classified and described in a variety of ways [135]. Several 

classifications are available depending on the features used to differentiate them, each of which is the 

result of a unique point of view. 

 

1. Nature vs. non-nature inspired: The roots of the algorithm are maybe the most logical method of 

categorizing metaheuristics [136]. There are algorithms that are inspired by nature, such as Genetic 

Algorithms, which are inspired by evolutionary theory about the origin of species, or, The Ant Colony 

Optimization Algorithm, which draws its inspiration from how actual ants forage. Furthermore, there 

are algorithms that are not inspired by nature, such as Tabu Search, which employs local search 

methods. 

2. Trajectory-based vs Population-based: In trajectory-based a single agent is used to find the optimal 

solution. In contrast, population-based algorithms employ numerous methods to search for optimal 

solutions. This also has two sub-branches known as swarm intelligence algorithms and evolutionary 

algorithms [137]. 
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Multiple agents are moving in the search space in swarm intelligence algorithms, which are 

population-based. These are self-organized, decentralized agents that interact and cooperate to find 

the optimal solution. 

3. Memory-based vs. memory-less metaheuristics: Whether or not they use memory depends on how 

the search history is used. One of the key components of a potent metaheuristic is the utilization of 

memory. 

3.1.3 Classification of Optimization Problems 

 

Optimization Objectives, constraints, the environment, form functions, and variables can all be used 

to categorize problems as shown in the Figure (3.1). 

 
 

 
Figure 3.1. Classification of Optimization Problems. 

 

 

 

 

Variables 
Function 

Form 
Landscape Constraint Objective 

Optimization 
Problems 

Mixed 

Continuous 

Discrete 

Non-linear Multimodal Unconstrained 
Multi- 

Objective 

Linear Unimodal Constrained 
Single 

Objective 



 
52 

 

In terms of Mathematics, optimization problems can be formulated in a generic form like follows: 

 
 

min 𝑓𝑖(𝑥) , (𝑖 = 1,2, … , 𝐼) 
𝑥∈𝑅𝑛 

   

(3.1) 
 
 

                              𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 {
𝐶𝑗 (𝑥) = 0, (𝑗 = 1,2, … . , 𝐽)

𝐶𝑘 (𝑥) ≥ 0, (𝑘 = 1,2,… . , 𝐾)
 

Here if we suppose that the parameters of the search space are denoted in a vector like “𝑥”, then 

 

(𝑥) will be the objective functions or sometimes called fitness function. 

 
(𝑥) can be a minimizing or maximizing function depending on the design on hand. Finally, 

 

(𝑥) and (𝑥) are the equality and inequality constrain of the design problem respectively. 

 
1. Single objective vs. Multi-objective Optimization Problems 

By classifying optimization problems based on the number of objectives, there are two kinds of 

optimization problems: single and multi-objective. If the previous equation is taken, the problem has 

a single objective, when I = 1. This means that there is only one goal in the search space, and all the 

factors are used to reach that goal. However, when I > 1, it is a multi- objective problem that contains 

multiple conflicting objectives or goals. Many of the real-world problems are multi-objective, for 

example, maximizing profits while minimizing time or cost. When these objectives clash with each 

other, algorithms require a trade-off between them, which leads to the generation of a set of 

compromised solutions. This is commonly known as "Pareto-optimal solutions" [138]. 

2. Constrained vs. Unconstrained Optimization Problems 

In optimization problems, constraints are the conditions that a solution must fulfill. Optimization 

problems can also be classified according to the number of these constraints [139]. For example, in 

the previous equation: if J = K = 0, this means there are no constraints, and this is known as 

“unconstrained optimization problems." As for the equation, if J > 0 or K > 0, the problem is known 
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as an “equality-constrained optimization problem” or an “inequality-constrained optimization 

problem,” respectively. 

3. Continuous Optimization Problem vs. Discrete Optimization Problem 

Depending on the nature of problems, some models may require a discrete set of values to be used for 

representing the solution sets. These types of optimizations are called discrete optimizations. However, 

some other models, known as continuous optimization, are only comprehended when actual real 

numbers are employed to represent the solution sets [140]. It is important to note that continuous 

optimization algorithms can also be used to solve discrete problems. 

4. Linear Optimization Problems vs. Nonlinear Optimization Problems 

Mathematically speaking, problems can be called linear if the change in the output is proportional to 

the change in the input [141]. On the other hand, nonlinear problems are exactly the opposite, and thus 

their outputs are challenging, which makes them harder to solve [142]. 

5. Unimodal vs. Multimodal Problem 

Unimodal problems are those problems that have one global optimum in the search space, while the 

multimodal problems have multiple global optima in the search space [143]. 

3.1.4 Particle Swarm Optimization and Salp Swam Algorithm 

The proposed approach is a hybridized metaheuristic algorithm that is applied to the scheduling of 

scientific workflows. The proposed methodology integrates the Salp Swarm Algorithm (SSA) with 

Particle Swarm Optimization (PSO). As a result, this section offers an overview of the fundamental 

concepts and mathematical frameworks of both SSA and PSO algorithms. 

1. Particle Swarm Optimization (PSO): PSO imitates the movement of fish or birds in their repective 

group, and according to the creators of this algorithm, movement in groups allows each member to 
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benefit from each other’s experiences. For instance, during a food search, the birds in their flock can 

all share their encounters and assist all birds in finding the best food location [144]. 

 

Figure 3.2. PSO swarm behavior is depicted by a flock of birds [144]. 

 

When the algorithm starts generating the initial population, each agent has a position, which represents 

a solution set. Fitness values for all the agents are calculated, and the agent with the best fitness value 

is saved as the global best [145]. In addition, each agent monitors the position with the best fitness 

values it has flown to so far, which is called the personal best. The PSO's advantages are that it is 

simple to perform and does not require numerous parameter adjustments. So, PSO uses the following 

equations (3.2, 3.3) to change the position of an agent: 

 

𝑣 = 𝑣 + 𝑐1𝑟1(𝑋𝑝𝑏𝑒𝑠𝑡 − 𝑋𝑗) + 𝑐2𝑟2(𝑋𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑗) (3.2) 

 

𝑋𝑗 = 𝑋𝑗 + 𝑣 (3.3) 
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Where, 𝑣 is the velocity; 𝑐1 and 𝑐2 are acceleration factors that can be used to alter the weighting of 

individual and collective experience; 𝑟1 and 𝑟2 are random numbers in the range of [0 1]; 𝑋𝑝𝑏𝑒𝑠𝑡 is the 

cognitive component, which is best position where the agent has flown to so far; 𝑋𝑔𝑏𝑒𝑠𝑡 is the social 

component, which is the best position where all the agents has found so far; finally, 𝑋𝑗 is the current 

position of the agent. 

Therefore, the fundamental idea of PSO is that each agent movies toward its personal best and global 

best accompanied with a random weight at each iteration. In a sense, PSO combines the self-

experience and global experience together [146].  

2. Salp Swarm Algorithm: Salps are sea animals belonging to the Salpidae family. Salps have a see-

through barrel-shaped body, and their tissues are very much akin to those of jellyfish. Salps’ movement 

is also highly comparable to that of jellyfish; they pump water through their bodies, and the propulsion 

of water allows them to move forward. Figure 3.3 below illustrates Salp’s shape. 

 

Figure 3.3. Single Salp [147] 

The swarming behavior of Salps in their living environment, namely the deep ocean, is very intriguing. 

Salps would establish a swarm known as a salp chain (see Figure 3.4). According to some researchers, 

the chain is formed to attain better propulsion via rapid synchronized changes and foraging [147]. 
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Figure 3.4. Salps Chain [147] 

 

Mathematical model for moving salp chains: 

Firstly, the salp population was split into two groups: leaders and followers. The salp positioned at the 

front of the chain is called the leader, and those behind are classified as followers. The leader becomes 

the guide, in a direct and indirect manner, while the rest of the salps will be moving based on the 

leader. In the movement, the followers follow one another. 

As with other techniques that follow the mechanism of swarming, salps’ position is specified in an 

𝑛 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 search space. Here, 𝑛 denotes the number of variables in the problem at hand. 

Hence, for all salps, their position is kept in a two-dimensional matrix known as 𝑥. Also, in the search 

space, a food source is presumed to exist, and it is termed as 𝐹. The food source becomes the target of 

the swarm. The updated leader position is determined using the following equations: 
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𝑥𝑗
1 = {𝐹𝑗 + 𝑐1 ((𝑢𝑏𝑗 − 𝑙𝑏𝑗)𝑐2 + 𝑙𝑏𝑗) 𝑐3 ≥ 0 (3.4)          

𝑥𝑗
1 = {𝐹𝑗 − 𝑐1 ((𝑢𝑏𝑗 − 𝑙𝑏𝑗)𝑐2 + 𝑙𝑏𝑗) 𝑐3 < 0 (3.5)          

 

From the above equation: 𝑥𝑗
1 signifies the position of leader within the 𝑗𝑡ℎ dimension, 𝐹𝑗 denotes the 

food source position within the jth dimension, 𝑢𝑏𝑗 denotes the upper limit(bound) of jth dimension, 

𝑙𝑏𝑗 signifies the lower limit(bound) of jth dimension, while 𝑐1, 𝑐2, and 𝑐3 represent random numbers. 

As demonstrated by equation (3.6), leader only updates its position concerning the food source. 

Accordingly, in SSA, the coefficient 𝑐1 balances the exploration and exploitation, making it the most 

essential parameter. SSA is expressed as below:                    

𝑐1 = 2𝑒−(
4𝑙
𝐿
)
2

 
    (3.6)               

From the above equation:  𝑙 denotes the existing iteration, while 𝐿 denotes the highest number of 

iterations. 

The parameters 𝑐2 and 𝑐3 determine if the ensuing position in 𝑗th dimension should focus on reaching 

positive infinity or negative infinity, and the size of step. Both these parameters are random numbers 

which are produced homogeneously in the interval of [0,1]. Accordingly, the followers’ position is 

based on the Newton's law of motion. The equation below is used: 

        𝑥𝑗
𝑖 =

1

2
𝑎𝑡2 + 𝑣0𝑡 

(3.7)               
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From the equation bellow: 𝑖 ≥ 2 and 𝑥𝑗
𝑖 signifies the position of ith follower salp in jth dimension. 

                                           𝑥𝑗
𝑖 =

1

2
(𝑥𝑗

𝑖 + 𝑥𝑗
𝑖−1) (3.8) 

The pseudo-code of SSA algorithm can be viewed in Figure 3.5. 

 

 

 

 

 

 
Figure 3.5. Pseudo-code of the SSA algorithm 

3.2 Fog Computing 

This section presents an overall overview of fog computing and its operating principles as the 

proposed system is used for scheduling workflows in fog computing environments.   

Fog computing is a term introduced by Cisco; it is Ginny Nichols, the product line manager of Cisco, 

who is believed to have coined the term fog computing [148], [149]. Fog computing refers to a 

decentralized system of infrastructure where the data and computation are in a separate place between 

the organization and cloud storage. The power of data is brought closer to the organization through 

fog computing. In some cases, the cloud can be a long distance away from an organization, and this 

can create problems. 

In order to avoid these problems, the data storage and processing are brought closer to the physical 

location of the organization, which makes it easier for the organization to access the data. Refer to 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 𝑡ℎ𝑒 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑠𝑎𝑙𝑝𝑠 
 

    𝑭𝒐𝒓(𝑟𝑜𝑢𝑛𝑑 = 1;  𝑟𝑜𝑢𝑛𝑑 < 𝑚𝑎𝑥 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 ;  𝑟𝑜𝑢𝑛𝑑 + +) 
 

𝒃𝒆𝒈𝒊𝒏  
 

𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒 𝑡ℎ𝑒 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑒𝑎𝑐ℎ 𝑠𝑎𝑙𝑝 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒 𝑡ℎ𝑒 𝑙𝑒𝑎𝑑𝑒𝑟 
 

𝑈𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑒𝑎𝑑𝑒𝑟 𝑠𝑎𝑙𝑝 
 

𝑈𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑟 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 
𝒆𝒏𝒅 

𝑟𝑒𝑡𝑢𝑟𝑛 𝑡ℎ𝑒 𝑙𝑒𝑎𝑑𝑒𝑟 
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Figure 3.6. Fog computing and edge computing are terms that are interchangeably used by people, and 

there are a lot of relationships between these two terms [150]. Both of these terms concentrate on 

bringing the data closer to the organization so that the organization can better manage and access the 

data. Fog computing is basically done to increase the efficiency of the organization and also improve 

its accessibility to data. It also ensures security and additional protection for the organization's data. 

So, fog computing can be described as a bridge between an organization and the cloud. Fog computing 

acts as an intermediary between these two, making it efficient for the organization to process and use 

its data [151]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 3.6. Fog Computing Architecture 
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3.2.1 How Does Fog Computing Work? 

Fog computing is in no way a substitute for cloud services. Cloud servers are essential for long- 

term analytics for the organization, and they are more resource-intensive [152]. Fog computing, 

on the other hand, focuses on the organization's short-term analytics and is less resource-intensive. 

If an organization depends on cloud services, it can consume its time, as the cloud servers may be 

located far away from the physical location of the organization. On the other hand, fog computing 

provides users with timely data and analytics. Organizations need to have something in between 

or near them because it is common for hackers to hack the cloud and obtain information from the 

organization. Hence, it is appropriate and convenient for organizations to have fog computing, 

which is safer and protection-oriented. “Fog computing applications consist of smart buildings, 

smart grids, vehicle networks, smart cities, and software- defined networks” [153]. 

3.2.2 How and Why is Fog Computing Used? 

Fog computing is mainly used for obtaining real-time data and real-time traffic signals. For 

example, if a smart building needs a signal to act accordingly or a smart vehicle needs to act in a 

specific manner, then fog computing is the best way to go, as it is located near the application and 

can receive the data in a timely manner. This is the same with all the IoT devices we use, which 

have to respond to signals and traffic and do the computing to make it convenient for users to use 

these devices in the most efficient manner [154]. In the case of self-driving cars, the concept of 

fog computing comes into play. "With the use of sensors and signals, these vehicles capture the 

moments of other cars and the environment around them, and the obtained data, generally in large 

amounts, can be processed within a very short time, and this is a great example of how fog 

computing is used" [155]. 



 
61 

 

3.2.3 The Advantages of Fog Computing 

There are numerous benefits to fog computing, as it makes the whole process of an organization 

much simpler while increasing the convenience of the end-user [156–161]. Among the benefits of 

fog computing are: 

 

● Bandwidth conservation: As fog computing functions as a bridge between the cloud and the 

application, the data sent to the cloud will decrease in volume, which decreases the associated cost 

while also decreasing the consumption of bandwidth. 

● Improved response time: In fog computing, the data processing is done near the organization 

or where the data is used, which improves the response time and reduces any delays in the data 

processing. The goal of fog computing is to process the data in real-time so the equipment can use 

the data in real-time and respond accordingly. 

● Network-agnostic: In the case of fog computing, the networks can be wired or they can be 

made to be Wi-Fi or 5G. This feature of fog computing is so useful that it can be used in almost 

any application that needs to process data in real-time. 

3.2.4 The Disadvantages of Fog Computing 

It needs to be acknowledged that fog computing also comes with its disadvantages. Some of the 

disadvantages of fog computing are: 

● Physical location: Fog computing is based on a specific location and can only be used for 

computing at a particular place. This is just the opposite of cloud computing, which can be used 

anywhere and anytime. This restriction on location is one of the main disadvantages of fog 

computing. It is noted that in this rapidly altering world, where globalization is becoming a part of 

it, people need services and technologies that they can use anywhere and anytime, but with fog 
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computing, it may be impossible [162]. 

Potential security issues: Fog computing can also be vulnerable to hackers and attacks. There 

can be a middle party that attacks fog computing, such as MitM attacks, IP address spoofing, etc. 

These potential security issues are another disadvantage of fog computing. As we know, security 

and privacy are crucial when it comes to using technology, and for organizations, violations of 

security and privacy will render fog computing useless [163]. 

● Startup costs: Fog computing makes use of both cloud and edge resources, and so there will 

be hardware costs to bear. These startup costs can be too heavy for organizations, especially those 

in the start-up phase [164]. 

● Ambiguous concept: Fog computing has been present for many years and has been used by 

organizations. Still, there remains a certain ambiguity regarding the concept, as different experts 

have defined it differently [165], [166]. Also, there is still a lack of clarity regarding what it really 

is. 

3.3 The Impact of DDoS Attack on Fog Computing Environments:  

Fog resources may become busy due to the vulnerability of fog computing environments to 

different DDoS attacks. When such attacks occur, fog environments typically have fewer resources 

available, which can negatively affect the scheduling of operations submitted by the Internet of 

Things (IoT). In order to decrease the number of workflows that miss deadlines and tasks that are 

offloaded to the cloud, the proposed system takes this impact into account while scheduling tasks. 

A broad review of DDoS attacks, including their mechanics and techniques of identification, is 

therefore given in this section. 
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Distributed denial of service attack, or DDoS attack, is a type of internet attack where the normal 

traffic to a selected server, network, or service is disrupted by flooding the target or the 

infrastructure surrounding it with traffic. The attackers commonly use multiple computers or 

systems to disrupt the traffic of the targeted network; refer to Figure 3.7. DDoS is one of the many 

types of internet attacks that are prevalent out there. “The exploited machines may comprise 

computers, mobile phones, or other IoT devices” [167]. In simple terms, we can say that a DDoS 

attack is like causing traffic congestion on a highway, thus preventing any other vehicle from 

coming to that place. This means that the vehicles cannot reach their destination. The same 

scenario is to be applied to computer servers and networks [168]. 

 

 

Figure 3.7. Distributed Denial of Service attack 
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3.3.1 How do DDoS Attacks Operate? 

 

DDoS attacks are planned with the help of connected internet computers or systems. These 

computers are infected with malware and are connected to each other. The attacker controls these 

computers remotely. The individual malware-affected computers are called ‘bots’ and the group 

of bots is called ‘botnets.’ The attacker then sends a remote request to each bot to attack the targeted 

server [169]. When the attacker targets a victim’s IP address, each bot in the botnet sends requests 

to the user's IP address. This results in congestion and traffic jams, preventing normal traffic from 

coming to the user’s IP address, causing a denial of service to the regular traffic as a result. 

Separating the normal traffic from the malicious traffic is difficult since the bots are legitimate 

internet devices [170]. 

3.3.2 How to Identify a DDoS Attack 

 

The main identifying factor for a DDoS attack is the slowing down of a site or a service. However, 

it is often difficult to distinguish between a normal traffic increase and an attack on traffic 

congestion. So, it is important to use traffic analysis tools to find out the source of the traffic. If 

the traffic is coming from a single IP address, then it is a DDoS attack [171]. Also, traffic from 

users shares the same characteristics when it comes to devices, browsers, etc. A high amount of 

traffic to a single web page, and spikes in traffic every 10 minutes or at unnatural times of the day, 

are among the indicators of a DDoS attack. A hacking solutionist or an organization may be able 

to provide a solution to DDoS attacks. DDoS attacks can take various forms, depending on the 

nature of the attack. It is important that users use their system in a safe manner and abstain from 

downloading or clicking malicious bots or links. Doing so can make it easy for attackers to capture 

users’ IP addresses and then attack them using targeted traffic [172], [173]. 
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3.3.3 Types of DDoS Attacks 

 

There are different components in a network that can be affected by DDoS attack. A network 

connection is made up of different layers and components. Like building a house all the way from 

scratch, each component has unique functions and features [174]. 

•  Application layer attack – This is also known as Level 7 DDoS attack, and it happens through 

exhausting the target’s resources to create a denial of service. These attacks are targeted to the 

layers in which the web pages are generated in request for the http [175]. When there are multiple 

requests coming from different sources at the same time, congestion and traffic jam will happen, 

and this is the purpose of the application layer attacks. These attacks are difficult to identify, as it 

is similar to a normal traffic. 

● Protocol attacks – The overconsumption of resources, such as load balancer and firewall 

resources, results in these attacks, also known as state exhaustion attacks, which interrupt 

resources. These attacks usually focus on layer 3 and layer 4 [176]. When the server resources are 

over consumed, the traffic becomes disrupted and the site or the application hangs. These attacks 

need to be resolved through proper use of software. 

● Volumetric attacks – This type of attacks is aimed at causing congestion by using or 

consuming all the amount of available bandwidth between the target and the wider internet [177]. 

In this case, a significant volume of data is transmitted to the target, causing congestion and 

bandwidth reduction. This is another form of DDoS attack that is prevalent, and one needs to be 

vigilant about it. Usually, amplifications are used to bring in massive traffic, and DNS 

amplification [178] is one such attack. This type of attack is also common and needs to be guarded 

against. 
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3.4 Markov Chain 

Two discrete time Markov-chain techniques were utilized to mitigate the impacts of DDoS attacks 

on fog computing locations. One scheme calculates the average network bandwidth in each fog, 

while the other calculates the average number of virtual machines in each fog. The primary goal 

is to address Distributed Denial of Service (DDoS) attacks on various levels. This method makes 

it possible to predict how DDoS attacks will affect fog computing environments. Therefore, this 

section offers a comprehensive overview of the Markov chain concept and its significance in the 

field of prediction. 

A Markov chain can be defined as a mathematical system that takes transition from one state to 

the next with certain probabilities [179]. It is a sequence of random variables with the condition of 

moving towards the next variable totally depending on the present variable and not on the past 

variable, and this is its distinguishing feature. Markov chains can be used to study the behavior of 

systems or to make predictions about the behavior of applications or conditions. Markov chain is 

included in a lot of applications and is used to predict the outcome of certain events and incidents. 

The model of the Markov chain is used by many scientists and researchers, as well as in the fields 

of engineering and computing. It definitely sheds light on the areas that require more discovery 

and prediction [180]. 

3.4.1 Predictions with the use of Markov chain 

 

There are different predictions that can be made with the help of Markov chain, like predicting the 

arrival of customer lineups at airports, studying cruise control systems in motor vehicles, 

forecasting the currency exchange rates and predicting the animal population dynamics. Markov 

chain can be used in predicting price trends, like the price trends of the market and stock 
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exchanges. As we know, prices fluctuate from time to time, and Markov chain helps to determine 

what the future prices can be. Markov chain is also usable in forecasting wind power [181]. 

 

 
Figure 3.8. Markov chain of Weather Forecast 

 

 
Markov chain is also used in the weather forecast sector; refer to Figure 3.8, to predict the weather, 

specifically, to understand what the weather is like in the future. The use of Markov chain is 

also observed in predicting solar irradiance [182] whereby solar irradiance is predicted using the 

Markov model. Clearly, there are different areas where the prediction usefulness and applicability 

of the Markov model are demonstrated. In the aforementioned areas, the variables are consistently 

changing, with the focus on the present variables. Furthermore, the number of variables is infinite, 

which means that there is no end to the results, and the number keeps on changing. This makes the 

application and the prediction capability of Markov chain broader in scope [183]. 
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In all the aforementioned usage situations, Markov chain uses probabilistic forecasting, which 

means that there is a probability of things happening. The method shows the different probabilities 

during the occurrences, and in this way, the user or the researcher is able to come out with the 

conclusion of whether an event will be happening, or not. The more predictive the nature of an 

application or incident, the more this method is used to solve the problems and give insights [184]. 

3.5 Green Fog Computing 

Green fog computing is a fundamental element of the proposed system, with one of its key goals 

being to improve energy consumption. In order to accomplish this goal, through frequency 

adjustments, Dynamic Voltage and Frequency Scaling (DVFS) is employed by the system as a 

proficient method for mitigating the power usage of virtual machines (VMs). Given the 

aforementioned context, this section provides in-depth explanations of both Dynamic Voltage and 

Frequency Scaling (DVFS) and green fog computing, furnishing extensive background knowledge 

on these two approaches. 

Green fog computing seeks to ensure effective and dependable delivery of services while reducing 

the energy usage and carbon footprint of fog computing infrastructure [185]. It uses a variety of 

techniques, including the use of intelligent power management systems, resource allocation 

optimization, the use of energy-efficient hardware, and the exploitation of renewable energy 

sources. The goal is to formulate a fog computing strategy that effectively addresses the interplay 

between environmental factors, performance considerations, and reliability issues. Green fog 

computing is being actively explored due to a multitude of compelling factors. Primarily, there is 

a strong emphasis on energy consumption in fog computing systems, seeking to minimize energy 

usage with the implementation of resource management strategies and the utilization of energy-
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efficient techniques [186]. Consequently, this results in a decrease in the environmental footprint 

and a reduction in expenses.  

Furthermore, fog computing encourages environmental sustainability by mitigating the carbon 

footprint and ecological consequences. This can be achieved through the utilization of renewable 

energy sources and implementing eco-friendly habits [187]. In addition, the implementation of 

energy-efficient strategies in green fog computing contributes to the reduction of operating costs 

and electricity expenditures [188]. By maximizing resource utilization and implementing efficient 

hardware, it also enhances flexibility and dependability [189], thereby ensuring consistent and 

efficient system operation. Finally, Green fog computing also shows a commitment to 

sustainability, improves reputation, and satisfies society's desire for eco-friendly technology [190], 

all of which are consistent with CSR (Corporate Social Responsibility) standards. 

In more general terms, the concept of "green fog computing" encompasses the integration of 

energy consumption, sustainability of the environment, decreased expenses, scalability, reliability, 

and corporate social responsibility in order to enhance the performance of fog computing systems 

while mitigating their ecological footprint. 

Although green fog computing offers numerous advantages, it is important to acknowledge and 

address its associated drawbacks. Initially, there may be a demand for hardware upgrades or 

expenditures on energy-efficient infrastructure, both of which could entail substantial initial 

expenditures. Moreover, it is common to encounter a trade-off between energy consumption and 

system functionality, as any reduction in voltage or frequency may have an effect on the power 

needed for processing.  Due to the dynamic nature of resource management and distribution in 

green fog computing environments, it can be challenging and requires advanced algorithms and 
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monitoring systems [191]. The process of incorporating older or previous systems can pose 

difficulties, requiring modifications to ensure compatibility and potentially causing disruptions to 

existing systems. In addition, the sustainability and reliability of the renewable energy sources 

upon which green fog computing depends may face fluctuations. The absence of comprehensive 

standardization exacerbates difficulties associated with the integration and communication 

processes across various systems and suppliers. To properly evaluate the influence of these 

drawbacks on desired outcomes and the overall performance of the system, it is essential to take 

into account these restrictions during the implementation of green fog computing [192]. 

3.6 Utilizing Markov Chain Model to Predict DDoS Attack: 

The impact of a distributed denial of service (DDoS) attack is estimated using two discrete Markov 

models. The first model is employed to estimate the actual bandwidth that is available, and the 

second model is employed to estimate the actual number of VMs that are present in fog computing 

environments.    

3.6.1 Predicting True Available Bandwidth with Regards to DDoS Attack  

Due to issues like DDoS attacks, the majority of scheduling techniques simply take into account 

the maximum bandwidth utilization. Meanwhile, several network bandwidth-affecting elements 

should be taken into account when calculating the true available bandwidth in order to be more 

realistic and practical. 

By considering numerous issues that affect network bandwidth while calculating the true available 

bandwidth, the system's viability can be improved. It is important to remember that the lack of an 

average computed bandwidth might result in a greater reliance on bandwidth, which may lead to 

improper selection of suitable virtual resources for workflow execution and consequent breaches 



 
71 

 

of Service Level Agreements (SLAs). Therefore, the proposed system takes into account how 

Distributed Denial of Service (DDoS) attacks affect network capacity. To do this, the true available 

bandwidth of brokers, clouds, and fogs is calculated using a discrete Markov chain model. 

The model is illustrated in Figure 3.9. This method prevents the problem of overestimating the 

accessible bandwidth for brokers, clouds, and fogs. The use of this method thus increases the 

accuracy of the estimation of the workflow makespan. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.9. Bandwidth Markov model for a fog computing environment. 

 

In essence, the discrete Markov chain model considers three states. During the initial state, the "no 

bandwidth" DDoS attack state is identified and given an assumed bandwidth of 100 mbps. Here, 

the maximum bandwidth is presented. As for other states, each state suffers from DDoS attacks at 

certain levels. Hence, in the state of DDoS level 1, there is a small decrease of 20% in the effective 

network bandwidth, and in DDoS level 2, the network bandwidth is further decreased by 40%. 
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Table 3.1. The transition table 

 

 

In the proposed system, the average accessible bandwidth between fogs and brokers is calculated 

utilizing Equation 3.9, whereby: 𝐹𝑜𝑔_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖  denotes the average bandwidth of 𝑖𝑡ℎ 

fog, while 𝐵𝑟𝑜𝑘𝑒𝑟_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑗 denotes the average bandwidth of 𝑗𝑡ℎ broker. The essential 

data regarding the transition table, specifically the probabilities associated with the states, can be 

found in the security logs of fog computing servers [193]. The security logs of fog computing 

servers encompass the documentation of security-related activities and events occurring within the 

fog computing environment, as indicated in Table 3.1. The logs serve as a valuable data source for 

the purpose of monitoring and assessing security-related incidents, identifying potential risks or 

vulnerabilities, and investigating any suspicious occurrences or breaches within the fog computing 

architecture. 

As indicated in Table 3.2, the solution to this Markov chain model can be obtained through a 

systematic approach that entails iteratively computing the successive powers of the P matrix until 

it converges, resulting in uniform rows across the matrix. The attainment of the state of 

equilibrium, also known as the steady state, of the Markov system can be accomplished through 

the resolution of this Markov model. 

 

 

Probability of transition for state (0)  0.5 0.5 0.0 

Probability of transition for state (1)  0.33 0.34 0.33 

Probability of transition for state (2) 0.0 0.5 0.5 
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Table 3.2. Steady state transition  

 

These average bandwidths are calculated through the solution of their bandwidth Markov model, 

specifically through the solution of the bandwidth Markov model for each fog. In this study, the 

average accessible bandwidth for a fog environment is calculated using Equation 3.10 and 

Equation 3.11 as well, whereby: 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑘  denotes the bandwidth of kth state and it entails a 

fraction of  𝐹𝑜𝑔_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑖 , signifying the maximum bandwidth of ith fog. In this equation, Pk 

represents the probability of ith state of Markov model utilized in this study.  

As a concrete example Figure 3.10 is the calculation of determining available bandwidth which 

uses equation 3.10 

 

 

Figure 3.10. Calculation of determining available bandwidth 

 

In the initial state, as previously indicated, where no attack occurs (represented by 0 denoting no 

attack on Bandwidth), we can multiply the available bandwidth, which is 100, by the values in the 

first row of the saturated matrix P which is 0.28 (taken from Table 3.2). Subsequently, we repeat 

the same process for the remaining states, which allows us to calculate the true available 

bandwidth, in which in our case, the 100 mbps became 80 mbps. 

 

0.28643597618464006 0.4310342976307201 0.28252972618464006 

0.28643597618464006 0.4310342976307201 0.28252972618464006 

0.28643597618464006 0.4310342976307201 0.28252972618464006 

Calculating available Bandwidth = 0 + 100*0.28  

= 28 

         = 28 + 80 *0.43 = 62.4 

        = 62.4 + 60*0.28  

      =79.2 (80) 
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Through the resolution of bandwidth Markov model for each broker, the average accessible 

bandwidth becomes computable for a broker through Equation 3.12 and Equation 3.13. In such 

equations, bandwidthk is representative of the bandwidth of kth state and this bandwidth is part of 

𝐵𝑟𝑜𝑘𝑒𝑟_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑖, which represents the largest bandwidth of ith broker node. In utilizing this 

system, the tasks will be offloaded to cloud computing data centers when the resources of a given 

fog environment are inadequate for running the tasks.  

Equations 3.14 - 3.16 are used in the computation of the average available bandwidth between 

clouds and fogs.In the applied equations, Fog_ave_bandwidthi represents the average bandwidth 

of ith fog and Cloud_ave_bandwidthj signifies the average bandwidth of jth cloud environment.  

Furthermore, bandwidthk signifies the bandwidth of kth state, while Pk encompasses the probability 

of the ith state within steady state distribution.  

 

Fog_Broker_BWij= 𝑚𝑖𝑛 (𝐹𝑜𝑔_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖, 𝐵𝑟𝑜𝑘𝑒𝑟_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑗)         (3.9) 

 
𝐹𝑜𝑔_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖 = ∑  𝑠𝑛

𝑘=1 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑘 ∗ 𝑃𝑘 where ∑  𝑠𝑛
𝑘=1 𝑃𝑘 = 1 

  

 

      (3.10) 

 

 

𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑘 = 𝑘𝑖 ∗ 𝐹𝑜𝑔_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖 

 

 

     (3.11) 

 
 

𝐵𝑟𝑜𝑘𝑒𝑟_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑗 = ∑  𝑠𝑛
𝑘=1  𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑘 ∗ 𝑃𝑘 where ∑  𝑠𝑛

𝑘=1  𝑃𝑘 = 1 
  

 

 
         (3.12) 
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𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑘 = 𝑘𝑖 ∗ 𝐵𝑟𝑜𝑘𝑒𝑟_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖 

 
         (3.13) 

 

 
 

Fog_Cloud_BWij= 𝑚𝑖𝑛 (𝐹𝑜𝑔_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖, 𝐶𝑙𝑜𝑢𝑑_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑗)   (3.14) 

 
𝐶𝑙𝑜𝑢𝑑_𝑎𝑣𝑒_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖 = ∑  𝑠𝑛

𝑘=1   𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑘 ∗ 𝑃𝑘 where ∑  𝑠𝑛
𝑘=1   𝑃𝑘 = 1 

 

 
(3.15) 

 

 

 

 

 

  

3.6.2 Predicting True Number of Available VMs with Regards to DDoS Attack 

In this research, the use of scheduling algorithm is for the minimization of the number of VMs 

allotted for the execution of each workflow in fog environments. In view of that, the available 

scheduling systems generally presume the availability of all VMs for scheduling in fog computing, 

but such presumption appears to be erroneous. Furthermore, the availability of VMs can fluctuate 

when it comes to issues including DDoS attacks and VM malfunctions. 

In this system, the effects of the aforesaid issues are addressed with the application of discrete 

Markov chain model. As can be observed in Figure 3.11, each state denotes the attacks that a given 

fog and the related amount of available VMs are facing. The Markov model shows that the states 

each denote the acuteness of the attacks.  

 

 

 

𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑘 = 𝑘𝑖 ∗ 𝐶𝑙𝑜𝑢𝑑_𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑖 (3.16)  
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Figure 3.11. VM Markov model for a fog computing environment 

 
The utilized Markov models are resolved using a transition table, whereby the table denotes the 

transition likelihood from one state to another state. The summation of each row in the transition 

Tables should be 1 in general. For example, ∑ Pij = 1
n
j=1  means that the sum of ith row in matrix P 

is 1. In the formation of the transition Table (probability of the states), the required data are 

attainable from the security logs of fog computing servers, refer to Table 3.3. 

 Table 3.3. The transition table 

 

As shown in Table 3.4, we can solve this Markov chain model by performing a straightforward 

procedure that involves calculating the P matrix's successive powers up until it reaches a point of 

convergence at which point all of its rows are the same.  We can achieve the equilibrium state, 

sometimes referred to as the steady-state, of the Markov system by solving this Markov model. 

Probability of transition for state (0)  0.5 0.5 0.0 

Probability of transition for state (1)  0.33 0.34 0.33 

Probability of transition for state (2) 0.0 0.5 0.5 

No DDos Attack 
No of VMs=30 

 

0.5 0.5 
0.5 0.34 0.33 

0.3
3

0.5 

Level 1 
No.VMs=24 

Level 2 
No.VMs=18 

State 0 State 1 State 2 
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 Table 3.4. Steady state transition table  

 

Then, utilizing the following Equation 3.17, ave_VMi or the average available VMs in ith fog is 

computed: 

                                Sn 

ave_VMi = ∑ Nvmj ∗ Pj 

                                    j=1 

 

(3.17) 

Here: Nvmi denotes the amount of accessible VMs in ith state, while Pi shows the likelihood of ith 

state, achieved from the steady-state distribution.  

As a concrete example Figure 3.12 is the calculation of determining number of available VMs 

which uses equation 3.17 

 

 

 

 

 

Figure 3.12. Calculation of determining the number of available VMs 

 

0.28643597618464006 0.4310342976307201 0.2825297261846

4006 

0.28643597618464006 0.4310342976307201 0.2825297261846

4006 

0.28643597618464006 0.4310342976307201 0.2825297261846

4006 

 

Calculating number of available VMs = 0 + 30*0.28  

= 8.4 

         = 8.4 + 28 *0.43 = 18.72 

        = 18.72 +18 *0.28  

      =23.70 (24) 
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In the initial state, as previously indicated, where no attack occurs (represented by 0 denoting no 

attack on VMs), we can multiply the number of VMs, which is 30, by the values in the first row 

of the saturated matrix P which is 0.28 (taken from Table 3.4). Subsequently, we repeat the same 

process for the remaining states, which allows us to calculate the available VMs, in which in our 

case, the 30 VMs became 24 VMs. The same procedure is carried out for a total of 300 VMs. 

Notably, scheduling of workflow can be made effective through the resolution of Markov model 

in the solutions encoding, as can be observed in Figure 3.13. In this regard, the VMs Markov 

model for each fog needs to be resolved first.  

Consequently, the average amount of VMs that these Markov models have accomplished should 

be applied as the upper limit of each solution dimension. 

 

 

 

 

 

Figure 3.13. Solving Markov model VMs 

 

3.7 Abbreviations and Acronyms 

The described workflow paradigm is presented in this section. Table 3.5, which lists the 

abbreviations used in the subsequent portions of this research, is presented to improve 

straightforwardness and simplify understanding. 

𝑭𝒐𝒓 𝑖 = 1 𝑡𝑜 𝑁𝑓𝑜𝑔 
𝐶𝑜𝑚𝑝𝑢𝑡𝑒 𝐴𝑣𝑒_𝑉𝑀𝑖 𝑏𝑦 𝑠𝑜𝑙𝑣𝑖𝑛𝑔 𝑡ℎ𝑒 𝑀𝑎𝑘𝑜𝑣 𝑚𝑜𝑑𝑒𝑙 

𝑓𝑜𝑟 𝑡ℎ𝑒 𝑖𝑡ℎ 𝑓𝑜𝑔  
𝑬𝒏𝒅  

𝑭𝒐𝒓 𝑖 = 1 𝑡𝑜 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒 

𝑭𝒐𝒓 𝑗 = 1 𝑡𝑜 𝑁𝑓𝑜𝑔  
𝐹𝑜𝑔 𝑘 = 1 𝑡𝑜 𝑁𝑡𝑎𝑠𝑘𝑠 
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Table 3.5. Abbreviations and acronyms 

 Abbreviation Description 

𝑉𝑀𝑖 𝑖𝑡ℎ  𝑉𝑀 

𝑁𝑣𝑚 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑉𝑀𝑠 

𝑊𝑖 𝑖𝑡ℎ  workflow 

𝑇𝑖 𝑖𝑡ℎ  𝑡𝑎𝑠𝑘  

𝐹𝑇(𝑇i, 𝑉𝑀𝑗) 𝐹𝑖𝑛𝑖𝑠ℎ 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑖𝑡ℎ 𝑡𝑎𝑠𝑘 𝑜𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ  𝑉𝑀 

𝑎𝑣𝑎𝑖𝑙(𝑉𝑀𝑗) 𝑇ℎ𝑒 𝑡𝑖𝑚𝑒 𝑡ℎ𝑎𝑡 𝑗𝑡ℎ  𝑉𝑀 𝑤𝑖𝑙𝑙 𝑏𝑒 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 

𝑆𝑇𝑖𝑚𝑒(𝑇𝑖, 𝑉𝑀𝑗) 𝑇ℎ𝑒 𝑠𝑡𝑎𝑟𝑡 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘 𝑇𝑖 𝑜𝑛 𝑡ℎ𝑒 𝑉𝑀𝑗 

𝐴𝑣𝑒 

    (𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖)) 

𝑇ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘 𝑇𝑖 

𝐶𝑜𝑚_𝑇𝑖𝑚𝑒(𝑇𝑖, 𝑇𝑗) 𝐶𝑜𝑚𝑚𝑢𝑛𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟  
𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑇𝑖 𝑎𝑛𝑑 𝑇𝑗 

𝑃𝑟𝑒𝑑𝑒𝑐𝑒𝑠𝑠𝑜𝑟(𝑇𝑖) 𝑃𝑟𝑒𝑑𝑒𝑐𝑒𝑠𝑠𝑜𝑟 𝑠𝑒𝑡 𝑜𝑓 𝑡𝑎𝑠𝑘 𝑇𝑖 

𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟(𝑇𝑖 ) 𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟 𝑠𝑒𝑡 𝑜𝑓 𝑡𝑎𝑠𝑘 𝑇𝑖 

𝐹_𝐷𝑉𝐹𝑆𝑖  𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑆𝑐𝑎𝑙𝑖𝑛𝑔 

𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖 𝑖𝑡ℎ 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 

𝑉𝑜𝑙𝑡𝑎𝑔𝑒𝑖 𝑖𝑡ℎ 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 

𝑆𝑙𝑎𝑐𝑘𝑇𝑖𝑚𝑒 𝑆𝑙𝑎𝑐𝑘 𝑇𝑖𝑚𝑒 

𝐸𝑏𝑢𝑠𝑦 𝑇ℎ𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑉𝑀𝑠 

𝐸𝐼𝑑𝑙𝑒 𝑇ℎ𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 𝑜𝑓 𝑖𝑑𝑙𝑒 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 
 

The proposed system presumes the existence of four numbers of fog computing environments 

signified as, Fog = {fog1, fog2, fog3 and fog4} whereby each fog carries a group of virtual 

machines or VMs (30 VMs for 100 tasks and 300 VMs for 1000 tasks), signified by VMi={VMi1, 

VMi2, VMi3, …}. Here, VMi signifies the VMs of fogi. 

The virtual machines (VMs) have the capability to operate at various levels, denoted as 𝐹_𝐷𝑉𝐹𝑆 =

{ 𝐹_𝐷𝑉𝐹𝑆1, 𝐹_𝐷𝑉𝐹𝑆2, 𝐹_𝐷𝑉𝐹𝑆3, . . . }. Each 𝐹_𝐷𝑉𝐹𝑆𝑖 represents a specific configuration for the 

𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 and 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 of the fog processor, given as 𝐷𝑉𝐹𝑆𝑖 = ( 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖, 𝑉𝑜𝑙𝑡𝑎𝑔𝑒𝑖).  

Additionally, supposed that 𝐹_𝐷𝑉𝐹𝑆𝑖 <  𝐹_𝐷𝑉𝐹𝑆𝑗, where 𝑖 < 𝑗. To be more precise, this means 

that 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑖 < 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦𝑗 and 𝑉𝑜𝑙𝑡𝑎𝑔𝑒𝑖 < 𝑉𝑜𝑙𝑡𝑎𝑔𝑒𝑗. 
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Furthermore, the proposed system utilizes a single broker and cloud. Moreover, the workflows 

each carries certain tasks that are expressed as follows: Wi={T1, T2, T3, …}. The workflows are 

each labelled as a DAG whereby the nodes each signifies a task, while the edges state the data or 

control dependencies between the tasks. Here, Eij expresses the edge between Ti and Tj, when Ti ≠ 

Tj; it shows that the child tasks can be performed following the full execution of all its parent tasks, 

and the delivery of their output data. On the other hand, control dependencies merely transport the 

required parameters of configuration in the execution of the child task, and transport lesser amount 

of data. Nonetheless, in the data dependencies, the transferred data are applied as input data to the 

child process. 

3.8 𝐃𝐲𝐧𝐚𝐦𝐢𝐜 𝐕𝐨𝐥𝐭𝐚𝐠𝐞 𝐚𝐧𝐝 𝐅𝐫𝐞𝐪𝐮𝐞𝐧𝐜𝐲 𝐒𝐜𝐚𝐥𝐢𝐧𝐠 (𝐃𝐕𝐅𝐒) 

To obtain the energy efficiency, the proposed system employs the 𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 

𝑎𝑛𝑑 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑆𝑐𝑎𝑙𝑖𝑛𝑔 (𝐷𝑉𝐹𝑆) approach. DVFS is typically used to lower the operational 

𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑎𝑛𝑑 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 of systems during workflow execution in order to reduce energy usage 

[194]. This approach has the potential to be employed throughout a range of computing platforms, 

encompassing data centers utilized for cloud computing as well as smartphones and tablets.  

Nevertheless, lowering the 𝐶𝑃𝑈′𝑠 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 might also result in a slowdown in 

processing speed, potentially leading to an inadvertent failure to meet 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒𝑠. 

Because of this, the main goal of scheduling systems that employ 𝐷𝑉𝐹𝑆 𝑎𝑝𝑝𝑟𝑜𝑎𝑐ℎ𝑒s is to 

determine the VMs' lowest necessary operational frequency while still guaranteeing that the 

workflow timely completion is reached. 
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(a) 

 

 

 

 

(b) 

𝐹𝑖𝑔𝑢𝑟𝑒 3.14. 𝑆𝑙𝑎𝑐𝑘 𝑡𝑖𝑚𝑒 

The effects of employing various frequencies in 𝐷𝑉𝐹𝑆 − 𝑏𝑎𝑠𝑒𝑑 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑖𝑛𝑔 are depicted in 

Figure 3.14. A faster completion of the task is achieved when a ℎ𝑖𝑔ℎ𝑒𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 is used. In 

contrast, using a lower frequency extends the time a task is executed. The 𝑠𝑙𝑎𝑐𝑘 𝑡𝑖𝑚𝑒 available 

for 𝐷𝑉𝐹𝑆 − 𝑏𝑎𝑠𝑒𝑑 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑖𝑛𝑔 is depicted in Figure 3.14.a and is determined through the 

utilization of  Equation 3.18. The 𝑠𝑙𝑎𝑐𝑘 𝑡𝑖𝑚𝑒 refers to the duration between the 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒 of a 

task (𝑇𝑎𝑠𝑘𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒_𝑖) and the completion time of the task (𝑇𝑎𝑠𝑘𝐹𝑖𝑛𝑖𝑠ℎ𝑇𝑖𝑚𝑒_𝑖 (𝐹𝑚𝑎𝑥)), 

during which the processor is functioning at its highest achievable 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦. 

SlackTime = 𝑇𝑎𝑠𝑘𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒i - 𝑇𝑎𝑠𝑘𝐹𝑖𝑛𝑖𝑠ℎ𝑇𝑖𝑚𝑒i (𝐹max)       (3.18) 

Task 1 

Frequency 

Time 

Task Finish Time Task Deadline 

Slack Time 

Task 1 

Task Deadline 

Time 

Frequency 
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The scheduling of various workflow elements on the fog computing system is depicted in Figure 

3.15. These components are in charge of gathering data. The Figure illustrates that the execution 

of 𝑇6 should be preceded by the completion of 𝑇1, 𝑇2, 𝑇3, 𝑇4, 𝑎𝑛𝑑 𝑇5. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.15. 𝐴 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑑𝑎𝑡𝑎 𝑔𝑎𝑡ℎ𝑒𝑟𝑖𝑛𝑔 𝑝𝑙𝑎𝑐𝑒 

 

In specific cases, the durations and characteristics of 𝑇1 𝑡𝑜 𝑇5 may exhibit variation. As 

illustrated in Figure 3.16, 𝑇𝑎𝑠𝑘 1 exhibits a longer completion time in comparison to the 

remaining tasks. As a result, the virtual machines (VMs) 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑡𝑜 𝑇2 𝑡𝑜 𝑇5 will remain 

inactive once they have completed their designated tasks. Through the implementation of the 

𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑎𝑛𝑑 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑆𝑐𝑎𝑙𝑖𝑛𝑔 (𝐷𝑉𝐹𝑆) technique, it becomes possible to effectively 

lower the 𝐶𝑃𝑈 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑉𝑀1 𝑡𝑜 𝑉𝑀5. Consequently, this action leads to a reduction in their 

execution speed and 𝑜𝑣𝑒𝑟𝑎𝑙𝑙 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 . This modification is implemented while 

ensuring adherence to the deadline established by 𝑇1. The user possesses the right to choose the 

T1 T2 T3 T4 T5 

T6 
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deadlines, or alternatively, they can be ascertained by the scheduling system. The primary goal 

of scheduling based on 𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑎𝑛𝑑 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑆𝑐𝑎𝑙𝑖𝑛𝑔 (𝐷𝑉𝐹𝑆) is to ascertain the 

lowest attainable frequency for each task, thereby guaranteeing the fulfillment of their respective 

𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒𝑠. The proposed method aims to reduce 𝑝𝑜𝑤𝑒𝑟 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 during the 

𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡𝑎𝑠𝑘𝑠 𝑎𝑛𝑑 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤𝑠. 

 

 

 

 

 

 

Figure 3.16. 𝐴 𝑔𝑎𝑛𝑡𝑡 𝑐ℎ𝑎𝑟𝑡 𝑑𝑒𝑝𝑖𝑐𝑡𝑖𝑛𝑔 𝑣𝑎𝑟𝑖𝑜𝑢𝑠 𝑡𝑎𝑠𝑘𝑠 𝑤𝑖𝑡ℎ𝑖𝑛 𝑎 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤. 

 

This method states that power consumption is made up of both 𝑠𝑡𝑎𝑡𝑖𝑐 𝑎𝑛𝑑 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 components. 

In particular, we focus on 𝑑𝑦𝑛𝑎𝑚𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 usage in our scheduling strategy because it is more 

𝑡𝑖𝑚𝑒 − 𝑐𝑜𝑛𝑠𝑢𝑚𝑖𝑛𝑔 𝑎𝑛𝑑 𝑐𝑜𝑠𝑡𝑙𝑦, while ignoring 𝑠𝑡𝑎𝑡𝑖𝑐 energy consumption. 

Energy = 𝐸𝑛𝑒𝑟𝑔𝑦static + 𝐸𝑛𝑒𝑟𝑔𝑦dynamic 

 

(3.19) 

The dynamic power consumption, indicated as 𝑃𝑜𝑤𝑒𝑟𝑑𝑦𝑛𝑎𝑚𝑖𝑐, is calculated using the formula 

below. 

1 

 

Time 

Frequency 

 

 

  

 

T1 

T4 

T3 

T2 

T5 T6 

VM1 

VM2 

VM3 

VM4 

VM5 

2 3 4 12 8 
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        𝑃𝑜𝑤𝑒𝑟dynamic = 𝐾. 𝑣2JS .𝑓 (3.20) 

 

Whereas 𝐾 represents the device capacity constant, 𝑣2 represents the 

𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑡ℎ 𝑙𝑒𝑣𝑒𝑙 𝑎𝑛𝑑 𝑗𝑡ℎ 𝑉𝑀, and 𝑓 indicates the 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 of the 𝑗𝑡ℎ 𝑉𝑀. The 

energy consumption of the virtual machines (VMs) can be determined by utilizing the provided 

equation in the following:             

𝐸𝑏𝑢𝑠𝑦 =∑𝐾 ∗ 𝑣𝑗𝑠
2 ∗ 𝑓𝑗𝑠 ∗ 𝐸𝑇𝑖𝑗 =∑𝑃𝑜𝑤𝑒𝑟𝑑𝑦𝑛𝑎𝑚𝑖𝑐𝑖 ∗ 𝐸𝑇𝑖𝑗

𝑛

𝑗=1

𝑛

𝑗=1

 

 

(3.21)    

𝑣𝑗𝑠 represents the usage of the 𝑖𝑡ℎ 𝑡𝑎𝑠𝑘 on the 𝑗𝑡ℎ 𝑉𝑀 at the 𝑠𝑡ℎ 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙, whereas 

𝐸𝑇𝑖𝑗 represents the execution time of the 𝑖𝑡ℎ 𝑡𝑎𝑠𝑘 on the 𝑗𝑡ℎ 𝑉𝑀. Furthermore, 𝑓𝑗𝑠 

signifies the processor 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 in the 𝑗𝑡ℎ 𝑉𝑀 at the 𝑠𝑡ℎ 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙 . Furthermore, 

during 𝑉𝑀 𝑖𝑑𝑙𝑒 periods, the 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 is lowered to the lowest possible level to maximize 

energy savings. During these idle moments, the following definitions apply to all available 

𝐶𝑃𝑈𝑠′ energy consumption: 

𝐸𝑖𝑑𝑙𝑒 =∑𝑘 ∗ 𝑣𝑗𝑚𝑖𝑛
2 ∗ 𝑓𝑗𝑚𝑖𝑛 ∗ 𝐼𝑇𝑗 =∑𝑃𝑜𝑤𝑒𝑟𝑖𝑑𝑙𝑒 ∗ 𝐼𝑇𝑗              

𝑝

𝑗=1

𝑝

𝑗=1

 

 

(3.22) 

 

Where 𝑣𝑗𝑚𝑖𝑛 and 𝑓𝑗𝑚𝑖𝑛 denote the 𝑗𝑡ℎ 𝑉𝑀′𝑠 minimum 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 and 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 , 

respectively, and 𝐼𝑇𝑗 denotes the 𝑗𝑡ℎ 𝑉𝑀′𝑠 𝑖𝑑𝑙𝑒 𝑡𝑖𝑚𝑒. The entire energy usage for 𝐷𝐴𝐺  

scheduling in a fog computing system can be computed using the preceding equations: 

                 𝐸total = 𝐸Busy + 𝐸Idle                                    (3.23)  
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3.9 Ranking Workflow Tasks  

To prioritize tasks, the proposed system employs the Heterogeneous Earliest Finish Time (HEFT) 

algorithm. The HEFT algorithm is employed to assign priority to the tasks by considering their 

anticipated earliest completion times, as well as taking into account task interdependencies and 

communication expenses. In the subsequent section, an examination will be conducted of the 

equations employed by the HEFT algorithm for the purpose of task ranking or prioritization. 

Equation 3.24 shown below denotes the manner in which the rank is to be calculated for each task 

of workflow. 

Rank(Ti)=Ave (Exection_Time(Ti)) + {max(Com_Time(Ti, Tj) + Rank(Ti))|Tj ∈ 

Successor(Ti)} 

     (3.24) 

 

Where 𝑇𝑖 is the 𝑖𝑡ℎ task in the workflow, and 𝐴𝑣𝑒(𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖)) denotes the ith task's 

average performance cost. Furthermore, 𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟(𝑇𝑖) represents Ti's successor tasks, and 

𝐶𝑜𝑚_𝑇𝑖𝑚𝑒(𝑇𝑖, 𝑇𝑗) represents the cost of communication between 𝑇𝑖 𝑎𝑛𝑑 𝑇𝑗.  Tasks are assigned 

to 𝑉𝑀𝑠 after their priority has been determined. The ℎ𝑖𝑔ℎ𝑒𝑠𝑡 𝑝𝑟𝑖𝑜𝑟𝑖𝑡𝑦 work, comprising the 

execution of all its parent tasks, is scheduled on 𝑉𝑀, resulting in the shortest completion time. As 

a result, the computation of the set of all direct predecessors of each workflow task is as follows: 

 

 

In terms of entry task or tasks, it is important that their predecessor set is empty, as follows: 

Predecessor (T entry) = {}.  

 

 

Predecessor(Ti) = { Tj | (Tj,Ti) ∈ E} (3.25) 
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Accordingly, for each task, the set of all direct successors is computable as follows: 

Successor(Ti )= { Tj | (Ti,Tj) ∈ E} (3.26) 

For exit task or tasks, their successor set will be empty as follows: 𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟 (𝑇𝑒𝑥𝑖𝑡) = {}.  

To calculate 𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_(𝑇𝑖, 𝐹_𝐷𝑉𝐹𝑆𝑘), or the length of 𝑇𝑖′𝑠 𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛  at the 

𝑘𝑡ℎ 𝐷𝑉𝐹𝑆 (Dynamic Voltage and Frequency Scaling) 𝑙𝑒𝑣𝑒𝑙, we can use Equation 3.27. 

(𝑗, 𝐹_𝐷𝑉𝐹𝑆𝑘) reflects the performance of the 𝑗𝑡ℎ virtual machine using the 

𝐷𝑉𝐹𝑆 𝑘𝑡ℎ 𝑙𝑒𝑣𝑒𝑙, and 𝑇𝑎𝑠𝑘_(𝑇𝑖) specifies the task duration in millions of instructions 

processed per second. Furthermore, the following formula will be used to calculate the 

average execution duration of the task 𝑇𝑖 on the 𝑗𝑡ℎ virtual machine: 

Where 𝑁𝑑𝑣𝑓𝑠 is the total number of 𝐷𝑉𝐹𝑆 𝑙𝑒𝑣𝑒𝑙𝑠 available in the virtual machine. 

Furthermore, the average time it takes to complete task 𝑇𝑖 across all virtual machines 

can be calculated as follows: 

Equation 3.30 is used in the computation of the earliest start time of each task. From the equation: 

𝑎𝑣𝑎𝑖𝑙(𝑉𝑀𝑗) represents the time which jth VM is accessible for the execution of the requested task.  

Furthermore, for each task, the finish time is computable using Equation 3.31. Here, 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒 𝑤𝑖 

signifies the deadline of wi workflow. Relevantly, the time of communication of data transfer 

𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖, 𝐹 − 𝐷𝑉𝐹𝑆𝐾 =
𝑇𝑎𝑠𝑘_𝑙𝑒𝑛(𝑇𝑖)

𝑉𝑀(𝑗,𝐹−𝐷𝑉𝐹𝑆𝐾)
   (3.27) 

𝐴𝑣𝑒(𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖)) =
1

𝑁𝑑𝑣𝑓𝑠
∑ 𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖, 𝐹 − 𝐷𝑉𝐹𝑆𝐾)

𝑁𝑑𝑣𝑓𝑠

𝑗=1

 

 

(3.28) 

𝐴𝑣𝑒(𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖)) =
1

𝑁𝑣𝑚
∑ 𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖, 𝑉𝑀𝑗)

𝑁𝑣𝑚

𝑗=1

 

 

(3.29) 
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between Ti and Tj is computable following Equation 3.32. Here, 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ(𝑉𝑀(𝑇𝑖), 𝑉𝑀(𝑇𝑗)) 

comprises the bandwidth between two VMs which that are to perform Ti and Tj tasks. Meanwhile, 

Data(Ti, Tj) signifies the amount of data transferrable between these tasks. The storage of 

maximum accessible bandwidth among various VMs of the first fog computing environment 

usually needs a Table, in addition to the consideration of comparable data structure to enable 

storage of VMs bandwidth in other fogs.  

 

𝐸𝑆𝑇𝑖𝑚𝑒(𝑇𝑖, 𝑉𝑀𝑗)

= {

0                                                                                                                                             𝐼𝑓  𝑇1 𝑖𝑠 𝑎𝑛 𝑒𝑛𝑡𝑟𝑦 𝑡𝑎𝑠𝑘
 

max {𝑎𝑣𝑎𝑖𝑙(𝑉𝑀𝑗),max{𝐹𝑇(𝑇𝑗) + 𝐶𝑜𝑚_𝑇𝑖𝑚𝑒(𝑇𝑗, 𝑇𝑖)}             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  𝐹𝑜𝑟 𝑒𝑎𝑐ℎ 𝑇𝑗 ∈ 𝑃𝑟𝑒𝑑𝑒𝑐𝑒𝑠𝑠𝑜𝑟(𝑇𝑖)
  

 

 

(3.30) 

 

 

 

𝐹𝑇(𝑇𝑖, 𝑉𝑀𝑗) = {

 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒(𝑤𝑖)                                                                                            𝑖𝑓   𝑇𝑖  𝑖𝑠 𝑎𝑛 𝑒𝑥𝑖𝑡 𝑡𝑎𝑠𝑘
 

𝐸𝑆𝑇𝑖𝑚𝑒(𝑇𝑖, 𝑉𝑀𝑗) + 𝐴𝑣𝑒(𝐸𝑥𝑒𝑐𝑡𝑖𝑜𝑛_𝑇𝑖𝑚𝑒(𝑇𝑖))                                                   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

  (3.31) 

 

 

𝐶𝑜𝑚_𝑇𝑖𝑚𝑒(𝑇𝑖, 𝑇𝑗) =

{
 

 

 

 0                                                             𝐼𝐹   𝑉𝑀(𝑇𝑖) = 𝑉𝑀(𝑇𝑗)
 

𝐷𝑎𝑡𝑎(𝑇𝑖, 𝑇𝑗) 

𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ(𝑉𝑀(𝑇𝑖), 𝑉𝑀(𝑇𝑗))
                         𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

 

 

  (3.32) 
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3.10  Measure the Percentage of Exploration and Exploitation   

Exploration and exploitation capabilities are built into metaheuristic algorithms. In this section, 

we look at the mathematical equations that are utilized to quantify and evaluate the level of 

exploration and exploitation displayed by the algorithms. We may derive a quantitative estimate 

of the algorithm's exploration and exploitation properties by using these equations. 

The dimension-wise diversity measurement is used to quantify the extent of exploitation and 

exploration of the algorithms used. Furthermore, in equation 3.33, the median was utilized instead 

of the mean since it more accurately depicts the population's center. 

Divj =
1

n
∑meadian

n

i=1

(xj) − xi
j
; 

Div =
1

D
∑Divj

D

j=1

 

(3.33) 

 

Where median (xj) is the population-wide 𝑚𝑒𝑑𝑖𝑎𝑛 of dimension 𝑗.  The dimension 𝑗 of the 

individual 𝑖 is represented by xi
j
, where n indicates the 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒 and 𝐷 represents the 

𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛.  The average distance between each search agent's 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 𝑗 and that dimension's 

𝑚𝑒𝑑𝑖𝑎𝑛 can be used to calculate the diversity in each 𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 𝐷𝑖𝑣_𝑗. The average diversity 

across all dimensions is then determined in 𝐷𝑖𝑣. The exploration and exploitation percentage of 

an algorithm can be calculated by averaging the equation 3.34: 

                                                       XPL% = (
Div

Divmax
) ∗ 100 

                XPT% = (
|Div − Divmax|

Divmax
) ∗ 100 

(3.34) 
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Where 𝐷𝑖𝑣_𝑚𝑎𝑥 is the maximum diversity value obtained throughout the optimization procedure. 

The degrees of 𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑒𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑜𝑛 are represented by 𝑋𝑃𝐿% and 𝑋𝑃𝑇%, 

respectively. 

3.11 Selected Algorithms for Comparison 

This section discusses two of the most recent sophisticated hybrid algorithms, 𝑃𝐺𝐴 𝑎𝑛𝑑 𝑃𝑆𝑂 −

𝐺𝑊𝑂, as well as the well-known and innovative scheduling algorithms 

𝑀𝑂𝑊𝑂 𝑎𝑛𝑑 𝐻𝑦𝑏𝑟𝑖𝑑 𝐸𝐷𝐹. These algorithms will be compared to the proposed algorithm in 

Chapter 5. To allow for meaningful comparison, we provide a thorough explanation of how these 

algorithms work. 

3.11.1 Hybrid Optimization Algorithms 

1. PGA (Particle Genetic Algorithm): 

𝑃𝐺𝐴 is a new sophisticated hybrid heuristic method for task scheduling that is built on the notions 

of a 𝐺𝑒𝑛𝑒𝑡𝑖𝑐 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 (𝐺𝐴) 𝑎𝑛𝑑 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑆𝑤𝑎𝑟𝑚 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (𝑃𝑆𝑂). The PGA [195] 

technique blends the concepts of self-cognition and social cognition from Particle Swarm 

Optimization into the Genetic Algorithm. 

The 𝐺𝑒𝑛𝑒𝑡𝑖𝑐 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 (𝐺𝐴) is a well-known stochastic algorithm that was one of the first to 

offer population-based techniques. It has contributed significantly to the advancement of many 

optimization strategies. 𝐴 𝐺𝐴′𝑠 major components are selection, crossover, and mutation. Because 

of its pioneering nature and influence on later algorithms, 𝐺𝐴 is often referred to as the "mother of 

algorithms." An encoding/decoding approach is necessary to establish the mapping between 

chromosomes and scheduling solutions in order to use 𝐺𝐴. 
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The PGA employs the following encoding/decoding schemes. Individuals and chromosomes are 

treated as distinct entities in 𝑃𝑆𝑂, but not in 𝐺𝐴. Individuals have a single chromosome that can 

be modified through population evolutions, whereas chromosomes play a role comparable to 

locations in 𝑃𝑆𝑂. The 𝑃𝐺𝐴 populates a population with multiple individuals based on the 

encoding/decoding processes. Every individual's chromosome gene value is set at random between 

1 and the core number. Furthermore, each individual's fitness is assessed. The 𝑃𝐺𝐴 tracks each 

individual's personal best chromosome and determines the chromosome with the best fitness as 

the global best chromosome. 

The 𝑃𝐺𝐴 iteratively develops the population using crossover, mutation, and selection operators 

during the evolution process. The 𝑃𝐺𝐴 applies the crossover operator to each individual three 

times in each evolution, with a probability known as the crossover probability. This operation 

entails crossing an individual's chromosome with the chromosomes of another individual, resulting 

in the individual's personal best chromosome and global best chromosome, respectively. Each 

crossover process produces two children, culminating in the formation of six new 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒𝑠 

for each original chromosome. Each new 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒′𝑠 fitness is assessed, and if it improves, 

the personal best 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 and the global best 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 are updated. 

Furthermore, the 𝑃𝐺𝐴 applies the mutation operator to each individual's genome with a probability 

known as the mutation probability. This operator has the ability to create a new chromosome. The 

new 𝑐ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒′𝑠 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 is assessed, and if it outperforms the individual's prior best fitness, 

the personal and global best chromosomes are updated appropriately. 

The 𝑃𝐺𝐴 uses the selection operator at the end of each evolution to select a chromosome for each 

individual to advance to the next round. The present chromosome, the six new chromosomes 

created by the crossover operator, and the new chromosome produced by the mutation operator 
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are all included in the selection pool. After the evolution phase is complete, the 𝑃𝐺𝐴 decodes the 

task scheduling solution using the global best chromosome. The algorithm's 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 

is the maximum number of evolution generations. 

2. PSO-GWO (Particle Swarm Optimization and Grey Wolf Optimization): 

𝑃𝑆𝑂 − 𝐺𝑊𝑂 is a hybrid meta-heuristic algorithm [196] that combines 𝑃𝑆𝑂 and Grey Wolf 

Optimization (𝐺𝑊𝑂) features. 𝐺𝑊𝑂 is a meta-heuristic algorithm that 𝑚𝑖𝑚𝑖𝑐𝑠 the natural 

leadership structure and hunting mechanisms of 𝑔𝑟𝑒𝑦 𝑤𝑜𝑙𝑣𝑒𝑠. It effectively solves optimization 

problems by utilizing the traits identified in grey wolf packs. 𝐺𝑟𝑒𝑦 𝑤𝑜𝑙𝑣𝑒𝑠 are incredible apex 

predators that live at the top of the 𝑓𝑜𝑜𝑑 𝑐ℎ𝑎𝑖𝑛. They prefer to live in groups known as packs, 

which usually consist of 5 𝑡𝑜 12 individuals. These packs are not just random groups of wolves; 

they operate within a highly organized social system. As seen in the accompanying figure, each 

member of the pack follows a tight social dominance structure. This hierarchy guarantees group 

order and collaboration, with an alpha pair typically adopting the highest rank and leading the 

pack. 𝐺𝑟𝑒𝑦 𝑤𝑜𝑙𝑣𝑒𝑠 have established themselves as major players in their ecosystems due to their 

exceptional social dynamics and predatory capability.  

The suggested approach addresses challenges related to local optima by incorporating 𝑃𝑆𝑂 −

𝐺𝑊𝑂 hybridization. Furthermore, the algorithm focuses on task scheduling in a variety of 

computing contexts, including cloud, fog, and mobile computing. The algorithm's performance is 

evaluated by minimizing the 𝑇𝑜𝑡𝑎𝑙 𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒 (𝑇𝐸𝑇) and 𝑇𝑜𝑡𝑎𝑙 𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝐶𝑜𝑠𝑡 (𝑇𝐸𝐶) 

associated with scheduling operations. The suggested approach starts with a population of 

randomly produced particles, each of which represents a possible solution to the workflow 

problems. The 𝑃𝑆𝑂 algorithm is run for half of the total number of iterations (𝑛/2), where n is the 

total number of iterations. The best result from these 𝑃𝑆𝑂 repetitions is then used as the 
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𝐺𝑊𝑂 algorithm's leader whale.  

The 𝐺𝑊𝑂 technique is used to conduct the remaining iterations (𝑛/2 +  1 𝑡𝑜 𝑛) utilizing this 

initialized leader whale. The 𝐺𝑊𝑂 algorithm results serve as the final outcome of the suggested 

algorithm. The number of iterations conducted in the algorithm determines the correctness of the 

findings. Each repetition enhances the results and brings them closer to the ideal answer. 

3.11.2 Emerging Cutting Edge Optimization Algorithms 

1. MOWO (Multi-Objective Workflow Optimization): 

MOWO is an advanced and cutting-edge algorithm specifically developed for the purpose of 

efficiently managing workflow scheduling in the context of fog computing [197]. This particular 

development is notable as an innovative method within the field, providing cutting-edge 

functionalities for the optimization of workflow scheduling. MOWO investigates the possible 

benefits of Fog computing in the context of workflow management. It presents a novel model that 

integrates Cloud and Fog resources, with a specific focus on virtual machines, in order to improve 

scheduling efficiency. 

It is based on the 𝑁𝑆𝐺𝐴 − 𝐼𝐼 algorithm, exhibits extraordinary success in handling workflow 

scheduling challenges because to its novel methodology. Because of its uniqueness and great 

performance, it is a top choice for optimizing workflow scheduling in fog computing 

environments. MOWO ranks tasks in the workflow using the HEFT algorithm. The evaluation of 

each task is conducted by considering its computation and communication costs, which are 

determined by factors such as its execution time and data transfer specifications. A task is allocated 

a rank that indicates its priority for scheduling. The algorithm subsequently employs 𝑁𝑜𝑛 −

𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑑 𝑆𝑜𝑟𝑡𝑖𝑛𝑔 Genetic Algorithm 𝐼𝐼 (𝑁𝑆𝐺𝐴 − 𝐼𝐼) to perform task scheduling.  
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In order to maintain solutions of superior quality, 𝑁𝑆𝐺𝐴 − 𝐼𝐼 integrates elitism and diversity 

preservation methods. The task scheduling problem is formulated by incorporating objectives such 

as reducing time, optimizing resource utilization, and minimizing communication expenses. The 

𝑁𝑆𝐺𝐴 − 𝐼𝐼 algorithm employs a process of iterative 𝑠𝑒𝑙𝑒𝑐𝑡𝑖𝑜𝑛, 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟, and 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 

operations to explore the search space and identify a collection of solutions that are 𝑃𝑎𝑟𝑒𝑡𝑜 −

𝑜𝑝𝑡𝑖𝑚𝑎𝑙. This set can be utilized by decision-makers to identify task scheduling alternatives that 

align with their preferences and requirements. 

2. Hybrid-Earliest Deadline First (Hybrid-EDF): 

The Hybrid-EDF algorithm is a sophisticated and advanced approach [198] specifically designed 

for the efficient scheduling of various real-time IoT workflows within 𝑎 𝑡ℎ𝑟𝑒𝑒 −

𝑡𝑖𝑒𝑟𝑒𝑑 𝑎𝑟𝑐ℎ𝑖𝑡𝑒𝑐𝑡𝑢𝑟𝑒. The proposed approach signifies a significant deviation from traditional 

techniques as it effectively allocates computational tasks by taking into account their 

communication needs within the cloud and fog layers. In contrast to traditional approaches that 

predominantly handle Internet of Things (IoT) tasks within the fog layer, the Hybrid-EDF 

scheduling technique endeavors to allocate computationally intensive tasks with minimal 

communication requirements to the cloud, while communication-intensive tasks requiring low 

computation needs are assigned to the fog layer. It leverages any existing gaps in the scheduling 

of 𝑓𝑜𝑔 𝑎𝑛𝑑 𝑐𝑙𝑜𝑢𝑑 𝑉𝑀𝑠. Furthermore, the algorithm takes into consideration the communication 

expenses linked to the transmission of data from Internet of Things (IoT) devices and 𝑠𝑒𝑛𝑠𝑜𝑟𝑠 in 

the IoT layer to the fog layer during the scheduling procedure. 

The escalating magnitude, diversity, and speed at which Internet of Things (IoT) data is being 

generated require enhanced computational capabilities for immediate processing, surpassing the 

usual resources available in a fog computing environment. On the other hand, the cloud provides 



 
94 

 

nearly boundless computational resources; however, it does result in increased communication 

latency and monetary expenses. Therefore, it is imperative to allocate the workload of Internet of 

Things (IoT) data to resources in both the fog and cloud layers, taking into account the technical 

and communication attributes of each task. Efficient and adaptable scheduling algorithms that are 

capable of considering fog and cloud locations, such as Hybrid-EDF, play a crucial role in 

managing the allocation of tasks, particularly in time-sensitive scenarios such as traffic 

management systems. 

The prioritization of tasks is determined by their respective task deadlines, with tasks possessing 

earlier deadlines being assigned greater priority. The prioritization strategy employed adheres to 

the principle of Earliest Deadline First (EDF) policy. In scenarios where there are multiple tasks 

that are prepared and possess equal priority, the task with the greatest average computational cost 

is selected as the foremost priority.  

3.12 Summary 

This chapter discusses a wide range of optimization approaches and algorithms in a general 

context. The initial phase involves the necessary prior knowledge of optimization, emphasizing its 

importance in solving a wide range of problems. 

The HEFT algorithm is characterized as a heuristic approach, specifically recognized as a problem-

specific approach, and is used to schedule a group of interconnected tasks across many virtual 

machines (VMs). The HEFT algorithm considers communication length a crucial aspect of the 

scheduling process. Following that, the chapter looks into metaheuristic algorithms, notably 

Particle Swarm Optimization (PSO) and Salp Swarm Optimization (SSA). These algorithms 

provide efficient and flexible search strategies for solving difficult optimization problems. The 
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chapter then discusses the use of Markov chains in fog computing environments for predicting the 

severity of Distributed Denial of Service (DDoS) attacks on fog's VMs and bandwidth. To evaluate 

the probable effects of DDoS attacks on fog resources, Markov chains provide a probabilistic 

modeling methodology. The Markov model provides insights into potential vulnerabilities and aids 

in the development of effective responses by evaluating previous attack patterns and system 

behavior. 

The importance of green fog computing in improving energy efficiency is also presented in the 

chapter. The utilization of Dynamic Voltage and Frequency Scaling (DVFS) is a fundamental 

approach used to attain this objective. DVFS is a technique for lowering processor power 

consumption by altering their frequency. This section explains green fog computing and DVFS in 

detail, including deep explanations and insights into both concepts. In general, the system intends 

to effectively leverage DVFS and green fog computing to improve energy efficiency. 

Moreover, the chapter offers a comprehensive explanation of the prioritization of workflow Ttasks 

through the utilization of the HEFT method. This discussion highlights the significance of the 

HEFT method in the domain of task scheduling. Its capability to reduce makespan, which enhances 

overall operational efficiency, is underscored. 

Finally, this section provides a full explanation of the operation and underlying mathematical 

models of two of the most recent advanced hybrid algorithms, PGA and PSO-GWO, as well as 

two emerging cutting-edge algorithms, MOWO and Hybrid. These algorithms serve as comparison 

points with the proposed method, and a thorough description of their operation and mathematical 

foundations is presented.  

In summary, this chapter explores various optimization approaches and algorithms, emphasizing 

their importance in solving various problems. It discusses the HEFT algorithm, a heuristic 
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approach for scheduling interconnected tasks across virtual machines, and metaheuristic 

algorithms like Particle Swarm Optimization (PSO) and Salp Swarm Optimization (SSA). It also 

discusses the use of Markov chains in fog computing environments to predict DDoS attacks' 

severity and develop effective responses. The chapter also highlights the importance of green fog 

computing for improving energy efficiency, utilizing Dynamic Voltage and Frequency Scaling 

(DVFS) to lower processor power consumption. The chapter also discusses the prioritization of 

workflow tasks using the HEFT method, highlighting its ability to reduce makespan and enhance 

overall operational efficiency. The chapter also provides a detailed explanation of the operation 

and mathematical models of advanced hybrid algorithms, such as PGA and PSO-GWO, and 

emerging algorithms like MOWO and Hybrid.
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4 Chapter 4: Methodology 

This chapter defines the study approach, including step-by-step processes, system architecture, and 

mathematical specifications as well. It is intended to fulfill the objectives mentioned in Chapter 1. 

Therefore, research objective one and other objectives are accomplished in sections 4.3 and 4.4, 

respectively. 

4.1 System Architecture 

This section introduces the proposed workflow scheduling algorithm, specifically designed for 

multi-fog environments. Figure 4.1 illustrates the architecture of the suggested system. On the left-

hand side, there exist IoT networks comprising a variety of home appliances and user devices. 

Each of these IoT networks is assisted by a broker node that holds the resource details of fog 

computing environments.  

The broker acts as a central hub or intermediary that facilitates communication and data exchange 

between IoT devices and the fog computing environments. The system operates under the 

assumption that there are four fogs, each having a data repository and a unique set of virtual 

resources. Depending on the number of tasks allocated, each fog computing environment contains 

a different number of virtual machines (VMs). For instance, 30 VMs are used in the case of a 

scenario with 100 tasks. However, the number of VMs rises to 300 if there are 1000 tasks. As a 

result, VM allocation in fog computing environments exhibits heterogeneity based on the demands 

of the specific workload. Each fog is responsible for executing the tasks delivered to it, and when 

it does not have the required resources to run the tasks, it submits them to cloud computing. 
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Moreover, a single cloud computing environment is used to receive offloaded tasks. Usually, cloud 

environments operate large-scale data centers that offer high computational power and storage 

capacity. Cloud computing excels at handling massive workloads, complex data processing tasks, 

and applications that require substantial resources. Through this configuration, it is connected to 

all four fogs computing environments; a dedicated connection is created between the fog nodes 

and the cloud, allowing for easy resource sharing and communication. When the fogs are unable 

to process a specific task, they usually offload it to the cloud to be processed. 

 

Figure 4.1. Proposed Fog Computing Architecture 
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4.2 System Processes 

The broker is the first node to receive the IoT tasks; it has multiple responsibilities; for example, 

it uses two discrete Markov chain models to predict the true available bandwidth and the true 

number of available virtual machines. Then it uses the HEFT algorithm to rank the workflow tasks 

and uses DVFS, as fulfillment of research objective three (RO3) mentioned in Chapter 1, to 

consider the energy consumption of the tasks, as shown in figure 4.2. The DVFS technique is 

employed to decrease the energy consumption of processors during task execution by reducing 

their operational frequency and voltage. Higher frequency reduces task execution time, resulting 

in faster completion, while lower frequency extends task execution duration. So, the idea is to 

lower the frequency of those virtual machines that are in the waiting state, and thus the energy will 

be consumed less. 

Finally, it utilizes the proposed hybrid algorithm (SSPSO) to schedule and distribute the workflow 

tasks among the fog environments. Therefore, the tasks will be then handed to the fogs, and each 

fog will process the tasks accordingly. As mentioned earlier, if a specific task is not possible to be 

addressed by the assigned fog, it will be forwarded to the cloud environment, where the cloud 

server is responsible for processing it; otherwise, it will be considered a missed deadline workflow. 
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Figure 4.2. The process of the proposed workflow scheduling system 
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4.3 The Proposed Hybrid Optimization Algorithm 

This section is intended to address research objective (RO1) mentioned in Chapter 1.  

SSA algorithm and PSO algorithm each utilize different methods in problem space searching. Each 

also has different capacities. Both algorithms are thus combined in order to gain the advantages of 

both, resulting in a hybrid optimization algorithm with better performance and effectiveness. The 

operation of the algorithm is such that a random solution is first generated, followed by the division 

of the population between SSA and PSO algorithms. The size of each population can vary 

according to the improvements that each algorithm has attained. Accordingly, the flowchart of 

hybrid optimization thesisalgorithm proposed in the present study can be viewed in figure 4.3.
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Figure 4.3. Flowchart of the SSPSO hybrid optimization algorithm 

Send the best solution to SSA from PSO 

Send the best solution to PSO from SSA  

Send the best solution to SSA from PSO 

Send the random solution to PSO from SSA 

 

Send the best solution to SSA from PSO 

Send a solution selected by roulette wheel to 

PSO from SSA 

Conditionally select 

exchange method 

Start 

Initialize Population 

Max_ iteration is 

reached 
Output the best solution End 

Combine the two subpopulations 

If round % 7=0 

Divide the population into two 

subpopulations 

Yes 

No 

Divide the population into two 

subpopulations 

Divide the population into two 

subpopulations 



 
103 

 

The proposed hybrid algorithm requires that the population be combined and divided in each seven 

rounds, in order that the population division overhead can be decreased. Each algorithm then 

operates on its own subpopulation. 

In this regard, utilizing its own solutions, each algorithm performs the problem space search. 

Following the execution of each algorithm in a given round, PSO algorithm transmits its finest 

solution to SSA algorithm. If the solution provided by PSO is superior to that by SSA, then it is 

made the leader solution, or the solution will be disregarded. Also, utilizing the Rolette wheel, 

SSA becomes able to deliver the finest solution, a randomly selected solution, or a solution singled 

out to PSO algorithm. Such exchange leads to the achievement of the best results. In addition, a 

procedure of population division has been proposed in order to enable the provision of various 

populations for SSA and PSO (see Figure 4.4). For this purpose, two dividing methods known as 

the method of low overhead are used. 

The first method involves the random division of the population solutions, and the second one 

involves the division of the solutions with the roulette wheel method. In the application of this 

procedure, an equivalent amount of solutions is first assigned for both SSA and PSO algorithms. 

This is followed by the gathering and usage of certain statistics on the outcomes of the algorithm 

in the division of the population following the accomplishments of each algorithm. In this regard, 

the algorithm with better results achieves more solutions. 
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Figure 4.4. Dividing the population between SSA and PSO algorithms 

4.4 Fitness Function 

This section is intended to fulfill the research objectives two (RO2) and three (RO3) mentioned in 

Chapter 1. Equation 4.1 shows the applied fitness function in the proposed fog scheduling system. 

Here, α, β define the significance of each objective, with the value of 1 as their required sum. 

Accordingly, Equation 4.2 can be used in the computation of the makespan of wi workflow, 

whereby: 𝑁𝑙𝑒𝑣𝑒𝑙𝑖 denotes the amount of levels of ith workflow acquiesced to the broker, while 

inputdelayj defines the submission delay of input data of jth level of the workflow, to the fog 

 
𝑭𝒖𝒏𝒄𝒕𝒊𝒐𝒏 𝐷𝑖𝑣𝑖𝑑𝑖𝑛𝑔_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛() 
𝑰𝒏𝒑𝒖𝒕: 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

𝐷𝑖𝑣𝑖𝑠𝑖𝑡𝑖𝑜𝑛_𝑡𝑦𝑝𝑒 
𝑶𝒖𝒕𝒑𝒖𝒕: 𝑇𝑤𝑜 𝑠𝑢𝑏 − 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

                   𝑩𝒆𝒈𝒊𝒏 
          𝑰𝒇 𝑟𝑜𝑢𝑛𝑑 =  0 𝒐𝒓 𝑟𝑜𝑢𝑛𝑑 𝑚𝑜𝑑 49 =  0 𝑻𝒉𝒆𝒏   
                 𝑆𝑆𝐴_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 =  𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒/2  
                  𝑃𝑆𝑂_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 =  𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒/2 

𝑬𝒍𝒔𝒆 
𝑰𝒇 𝑆𝑆𝐴_𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 >  𝑃𝑆𝑂_𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡 𝑻𝒉𝒆𝒏 
𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑆𝑆𝐴_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒  
𝐷𝑒𝑐𝑟𝑒𝑎𝑠𝑒 𝑃𝑆𝑂_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 

𝑬𝒍𝒔𝒆 
𝐷𝑒𝑐𝑟𝑒𝑎𝑠𝑒 𝑆𝑆𝐴_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒  
𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 𝑃𝑆𝑂_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 

      𝑬𝒏𝒅 

 𝑬𝒏𝒅 
       𝑰𝒇 𝐷𝑖𝑣𝑖𝑠𝑖𝑜𝑛 𝑡𝑦𝑝𝑒 = 1 𝑻𝒉𝒆𝒏           // 𝐷𝑖𝑣𝑖𝑑𝑒 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 

𝑭𝒐𝒓 𝑖 = 1 𝑡𝑜 𝑃𝑆𝑂_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 
                          𝑆𝑒𝑙𝑒𝑐𝑡 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛  
                         𝑅𝑒𝑚𝑜𝑣𝑒 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛  
                         𝐴𝑑𝑑 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑡𝑜 𝑃𝑆𝑂’𝑠 𝑠𝑢𝑏 − 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

𝑬𝒏𝒅 
   𝐴𝑑𝑑 𝑡ℎ𝑒 𝑟𝑒𝑠𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑡ℎ𝑒 𝑆𝑆𝐴’𝑠 𝑠𝑢𝑏 − 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

    𝑬𝒍𝒔𝒆   // 𝐷𝑖𝑣𝑖𝑑𝑒 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑖𝑛𝑔 𝑡ℎ𝑒 𝑟𝑜𝑢𝑙𝑒𝑡𝑡𝑒 𝑤ℎ𝑒𝑒𝑙 
     𝑭𝒐𝒓 𝑖 = 1 𝑡𝑜 𝑃𝑆𝑂_𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 

                𝑆𝑒𝑙𝑒𝑐𝑡 𝑎 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑢𝑠𝑖𝑛𝑔 𝑡ℎ𝑒 𝑟𝑜𝑢𝑙𝑒𝑡𝑡𝑒 𝑤ℎ𝑒𝑒𝑙, 
                                  𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 𝑣𝑎𝑙𝑢𝑒𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠 

               𝑅𝑒𝑚𝑜𝑣𝑒 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑚𝑎𝑖𝑛 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
            𝐴𝑑𝑑 𝑡ℎ𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑡𝑜 𝑃𝑆𝑂’𝑠 𝑠𝑢𝑏 − 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 

𝑬𝒏𝒅 
𝐴𝑑𝑑 𝑡ℎ𝑒 𝑟𝑒𝑠𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑡𝑜 𝑡ℎ𝑒 𝑆𝑆𝐴’𝑠 𝑠𝑢𝑏 − 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 
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selected, from the broker. Further, processingdelayj represents the processing delay of jth level’s 

tasks, whereas outputdelayj signifies the submission delay of the output of jth level’s tasks to the 

broker. 

 Equation 4.3 – 4.7 can be used as well in the computation of inputdelayj. In this regard, Ntasklevelj 

entails the amount of tasks in jth level of wi workflow, whereas inputdelayjk denotes the input 

delay of the kth task of jth level. Further, Ntasklocalj signifies the tasks amount completed locally 

on the fog, while Ntaskcloudj denotes the amount of tasks offloaded to an isolated cloud data 

center, in jth level of the workflow. Correspondingly, Nvmlevelj signifies the number of the 

required VMs in jth level, whereas Nleveli signifies the amount of levels in the ith workflow. 

Additionally, outputdelayjk represents the output of the kth task in ith level of the wi workflow. 

The pseudo-code of the proposed SSPSO algorithm is shown in Figure 4.5. 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =  

{
 
 

 
 
  1                                                                                                                                         𝑖𝑓 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛(𝑤𝑖) > 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒    

 
 
 

𝛼 ∗ 
𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛(𝑤𝑖)

𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒(𝑤𝑖)
+  𝛽 ∗  

𝑁𝑛𝑒𝑒𝑑𝑒𝑑𝑣𝑚(𝑤𝑖)

𝑁𝑣𝑚
                                             𝑖𝑓 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛(𝑤𝑖) < 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒

 

 

𝛼 + 𝛽 = 1 

 

 

 

 

(4.1) 

 

𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛(𝑤𝑖) = ∑ (𝑖𝑛𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗 + 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔𝑑𝑒𝑙𝑎𝑦𝑗 + 𝑜𝑢𝑡𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗)

𝑁𝑙𝑒𝑣𝑒𝑙𝑖

𝑗=1

 

 

 

 
 

(4.2) 
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𝑛𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗 = {

  0                                                                 𝑖𝑓   𝑗 = 0   

  ∑ 𝑖𝑛𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗𝑘

𝑁𝑡𝑎𝑠𝑘𝑙𝑒𝑣𝑒𝑙𝑗

𝑘=1

                       𝑖𝑓   𝑗 ≠ 0     
} 

  

 

 
(4.3) 

𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔𝑑𝑒𝑙𝑎𝑦𝑗             

=        ∑ 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔𝑑𝑒𝑙𝑎𝑦𝑗𝑘

𝑁𝑡𝑎𝑠𝑘𝑙𝑜𝑐𝑎𝑙𝑗

𝑘=1

+       ∑ (𝑐𝑖𝑛𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗 + 𝑐𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔𝑑𝑒𝑙𝑎𝑦𝑗 + 𝑐𝑜𝑢𝑡𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗)

𝑁𝑡𝑎𝑠𝑘𝑐𝑙𝑜𝑢𝑑𝑖

𝑗=1

 

 

 

 

 

 

 

𝑁𝑡𝑎𝑠𝑘𝑙𝑒𝑣𝑒𝑙𝑗 = 𝑁𝑡𝑎𝑠𝑘𝑙𝑜𝑐𝑎𝑙𝑗 + 𝑁𝑡𝑎𝑠𝑘𝑐𝑙𝑜𝑢𝑑𝑗 

 

 

 

(4.4) 

 

 

 

 

 

 

 
(4.5) 

𝑜𝑢𝑡𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗 =

{
 
 

 
 

  0                                                                 𝑖𝑓   𝑗 = 0   
 

 ∑ 𝑜𝑢𝑡𝑝𝑢𝑡𝑑𝑒𝑙𝑎𝑦𝑗𝑘

𝑁𝑡𝑎𝑠𝑘𝑙𝑒𝑣𝑒𝑙𝑗

𝑘=1

                         𝑖𝑓   𝑗 ≠ 0     
}
 
 

 
 

 

 

 
(4.6) 

𝑁𝑛𝑒𝑒𝑑𝑒𝑑𝑣𝑚(𝑤𝑖)  = ∑ 𝑁𝑣𝑚𝑙𝑒𝑣𝑒𝑙𝑗

𝑁𝑙𝑒𝑣𝑒𝑙𝑖

𝑗=1

 

 

(4.7) 
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Figure 4.5. Workflow scheduling using SSPSO algorithm in broker nodes. 

      𝑷𝒓𝒐𝒄𝒆𝒅𝒖𝒓𝒆 𝑭𝒐𝒈_𝒔𝒄𝒉𝒆𝒅𝒖𝒍𝒊𝒏𝒈() 

      𝑰𝒏𝒑𝒖𝒕: 𝑊𝑜𝑟𝑘𝑓𝑙𝑜𝑤 
           𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒 
           𝐹𝑜𝑔𝑠 𝑎𝑛𝑑 𝑡ℎ𝑒𝑖𝑟 𝑉𝑀𝑠 
           𝐷𝑉𝐹𝑆 𝑙𝑒𝑣𝑒𝑙𝑠 
               𝐷𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑉𝑀𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑜𝑔 𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡𝑠  

𝐷𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒 𝑡ℎ𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑅𝑒𝑎𝑑 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑑𝑎𝑡𝑎 𝑓𝑟𝑜𝑚 𝑖𝑡𝑠 𝐷𝐴𝑋 𝑓𝑖𝑙𝑒 

               𝑆𝑜𝑙𝑣𝑒 𝑡ℎ𝑒 𝑉𝑀𝑠 𝑀𝑎𝑟𝑘𝑜𝑣 𝑐ℎ𝑎𝑖𝑛 𝑚𝑜𝑑𝑒𝑙𝑠 𝑡𝑜 𝑔𝑒𝑡 𝑎𝑣𝑒_𝑉𝑀 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑜𝑔 

                      𝑀𝑎𝑥_𝑉𝑀 = 𝑓𝑙𝑜𝑜𝑟(𝑎𝑣𝑒_𝑉𝑀)   

                      𝑅𝑢𝑛 𝐻𝐸𝐹𝑇  

𝐶𝑜𝑚𝑝𝑢𝑡𝑒 𝑡ℎ𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑡𝑎𝑠𝑘𝑠’ 𝑟𝑎𝑛𝑘 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑡ℎ𝑒 𝐻𝐸𝐹𝑇 𝑟𝑎𝑛𝑘𝑖𝑛𝑔 𝑚𝑒𝑡ℎ𝑜𝑑 

           𝑆𝑜𝑟𝑡 𝑡𝑎𝑠𝑘𝑠 𝑖𝑛 𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔 𝑜𝑟𝑑𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒𝑖𝑟 𝑟𝑎𝑛𝑘 

           𝐶𝑜𝑚𝑝𝑢𝑡𝑒 𝑡ℎ𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑠𝑙𝑎𝑐𝑘 𝑡𝑖𝑚𝑒  

           𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑒 𝑡ℎ𝑒 𝑠𝑙𝑎𝑐𝑘 𝑡𝑖𝑚𝑒 𝑡𝑜 𝑡ℎ𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑙𝑒𝑣𝑒𝑙𝑠 

           𝑈𝑠𝑒𝑡ℎ𝑒 𝑟𝑎𝑛𝑘𝑒𝑑 𝑡𝑎𝑠𝑘𝑠 𝑖𝑛 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛  

               𝑭𝒐𝒓 𝑖 = 1 𝑡𝑜 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑠𝑖𝑧𝑒 

                                          𝑭𝒐𝒓 𝑗 = 1 𝑡𝑜 𝑁𝑓𝑜𝑔 

                      𝑭𝒐𝒓 𝑘 = 1 𝑡𝑜 𝑁𝑡𝑎𝑠𝑘𝑠  

 𝑃𝑜𝑝(𝑖, 𝑗, 𝑘) = 𝑟𝑎𝑛𝑑(1 𝑡𝑜 𝑀𝑎𝑥_𝑉𝑀) 

                              𝑬𝒏𝒅  
                        𝑬𝒏𝒅 

                             𝑬𝒏𝒅 
                          𝑆𝑒𝑡 𝑡ℎ𝑒 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 

               𝑈𝑠𝑒 𝑡ℎ𝑒 𝑆𝑆𝑃𝑆𝑂 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝑡𝑜 𝑜𝑏𝑡𝑎𝑖𝑛 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 

                                  𝑭𝒐𝒓 𝒆𝒂𝒄𝒉 𝑇𝑖 𝑡𝑎𝑠𝑘 𝑖𝑛 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑊𝑖 

𝐹𝑖𝑛𝑑 𝑡ℎ𝑒 𝐹𝑜𝑔𝑖 𝑎𝑛𝑑 𝑉𝑀𝑗 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛  

                                𝐹𝑖𝑛𝑑 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑒𝑐𝑒𝑠𝑠𝑜𝑟 𝑠𝑒𝑡 𝑜𝑓 𝑇𝑖 

𝑾𝒉𝒊𝒍𝒆( 𝑉𝑀𝑗 𝑖𝑛 𝑡ℎ𝑒 𝐹𝑜𝑔𝑖 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑑𝑙𝑒 𝑎𝑛𝑑 𝒐𝒓 𝑎𝑙𝑙 𝑇𝑖’𝑠 𝑝𝑟𝑒𝑑𝑒𝑐𝑒𝑠𝑠𝑜𝑟 𝑎𝑟𝑒 𝑛𝑜𝑡 𝑒𝑥𝑒𝑐𝑢𝑡𝑒𝑑 ) 

                                      𝑊𝑎𝑖𝑡 
                        𝑬𝒏𝒅 

              𝐴𝑙𝑙𝑜𝑐𝑎𝑡𝑒 𝑡ℎ𝑒 𝐷𝑉𝐹𝑆 𝑙𝑒𝑣𝑒𝑙𝑠 𝑡𝑜 𝑡ℎ𝑒 𝑉𝑀𝑠 

𝑆𝑒𝑛𝑑 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘 𝑇𝑖 𝑎𝑛𝑑 𝑖𝑡𝑠 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎 𝑡𝑜 𝑒𝑥𝑒𝑐𝑢𝑡𝑒 𝑇𝑖 𝑜𝑛 𝑡ℎ𝑒 𝑉𝑀𝑖 

                              𝑆𝑒𝑛𝑑 𝑡ℎ𝑒 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑇𝑖 𝑡𝑜 𝑖𝑡𝑠 𝑑𝑒𝑠𝑐𝑒𝑛𝑑𝑎𝑛𝑡𝑠  

               𝑊𝑎𝑖𝑡 𝑢𝑛𝑡𝑖𝑙 𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔 𝑡ℎ𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑓𝑜𝑔𝑠  

                 𝐶ℎ𝑒𝑐𝑘 𝑡ℎ𝑒 𝑟𝑒𝑠𝑢𝑙𝑡 𝑓𝑜𝑟 𝑡ℎ𝑒𝑖𝑟 𝑖𝑛𝑡𝑒𝑔𝑟𝑖𝑡𝑦 
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Figure 4.6 exhibits the execution of tasks in different fogs. As shown in this figure, when a fog 

receives the input tasks and their required data, it checks the availability of the required number of 

VMs, specified by the broker. Then, when the required resources for the tasks become available, 

fog should run the tasks; otherwise, when it cannot allocate the required number of VMs, it offloads 

the tasks and their data to a cloud computing data center. Then, the tasks assigned to fog are 

executed, and their results should be forwarded to the broker node, which should further process 

them and send them to other fogs to run other tasks. 

Figure 4.6. Execution of tasks in each fog. 

4.5 Justification for Selecting SSA and PSO Algorithms 

The hybridization of metaheuristic algorithms has gained significant traction in recent years due 

to its ability to capitalize on the respective advantages of various algorithms while mitigating their 

limitations. Consequently, a multitude of hybrid methods have been suggested for diverse 

optimization challenges, such as task scheduling in a multi-fog environment. The hybridization of 

an extensive range of metaheuristic algorithms, including Tabu Search, Grey Wolf Optimizer, 

Evolutionary Algorithm, Particle Swarm Optimization, Genetic Algorithms, Salp Swarm 

Algorithm, Simulated Annealing, Evolutionary Algorithm, ant Colony Optimization, Moth-flame 

     
          𝑅𝑒𝑐𝑒𝑖𝑣𝑒 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘𝑠 𝑡𝑜 𝑏𝑒 𝑒𝑥𝑒𝑐𝑢𝑡𝑒𝑑 𝑎𝑛𝑑 𝑡ℎ𝑒𝑖𝑟 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎 

 𝐶ℎ𝑒𝑐𝑘 𝑡ℎ𝑒 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠 𝑓𝑜𝑟 𝑟𝑢𝑛𝑛𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑒𝑑 𝑝𝑎𝑟𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 
       𝑰𝒇 𝑡ℎ𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑉𝑀𝑠 𝑎𝑟𝑒 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒  
             𝑻𝒉𝒆𝒏 𝒇𝒐𝒓 𝒆𝒂𝒄𝒉 𝑖𝑛𝑝𝑢𝑡 𝑡𝑎𝑠𝑘𝑠 𝑇𝑖 

       𝑾𝒉𝒊𝒍𝒆( 𝑡ℎ𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑉𝑀𝑗 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑜𝑔 𝑖𝑠 𝑛𝑜𝑡 𝑖𝑑𝑙𝑒) 
                     𝑊𝑎𝑖𝑡 

                   𝑬𝒏𝒅 
                                            𝑅𝑢𝑛 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘𝑠 
                              𝑬𝒏𝒅 

                         𝑬𝒍𝒔𝒆 
    𝑆𝑒𝑛𝑑 𝑡ℎ𝑒 𝑖𝑛𝑝𝑢𝑡 𝑑𝑎𝑡𝑎 𝑎𝑛𝑑 𝑡𝑎𝑠𝑘𝑠 𝑡𝑜 𝑡ℎ𝑒 𝑑𝑒𝑠𝑖𝑔𝑛𝑎𝑡𝑒𝑑 𝑐𝑙𝑜𝑢𝑑 𝑐𝑜𝑚𝑝𝑢𝑡𝑖𝑛𝑔 𝑑𝑎𝑡𝑎 𝑐𝑒𝑛𝑡𝑒𝑟𝑠 

               𝑬𝒏𝒅 
              𝑆𝑒𝑛𝑑 𝑡ℎ𝑒 𝑜𝑢𝑡𝑝𝑢𝑡 𝑜𝑓 𝑡𝑎𝑠𝑘𝑠 𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑡𝑜 𝑡ℎ𝑒 𝑏𝑟𝑜𝑘𝑒𝑟 𝑤ℎ𝑖𝑐ℎ ℎ𝑎𝑠 𝑖𝑠𝑠𝑢𝑒𝑑 𝑡ℎ𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 
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Optimization, Clonal Selection Algorithm, and Intelligent Water Drops, as well as others, have 

been examined and experimented with in this research. Subsequently, it was shown that combining 

PSO and SSA yielded exceptional outcomes. 

The justification for selecting Particle Swarm Optimization (PSO) and Salp Swarm Algorithm 

(SSA) is supported by multiple criteria, which will be elaborated upon in the subsequent 

discussion: 

1. Both algorithms utilize distinct techniques for searching; however, they can be mutually 

beneficial when combined in a hybrid form. PSO draws inspiration from the collective behavior 

observed in flocks of birds and aims to effectively utilize the most optimal solutions discovered 

by individual particles within a swarm. In contrast, the concept of SSA draws inspiration from the 

collective movement patterns observed in the salps chain, with a particular focus on promoting 

exploration through stochastic movements. By integrating both algorithms, the hybrid algorithm 

can benefit from the advantages of both algorithms' searching techniques. 

2. PSO is recognized for its rapid convergence rate [199], while SSA is acknowledged for its 

resilience in avoiding local optima [200]. The combination of these two algorithms results in a 

hybrid approach that exhibits both accelerated convergence and enhanced resilience, thereby 

enhancing the efficiency and effectiveness of the hybrid method in finding optimal solutions.  

3. The optimization process often exhibits distinct solution trajectories for PSO and SSA, 

indicating diversity in their approaches. The movement of PSO particles is influenced by their 

personal best and global best positions [201], whereas SSA individuals exhibit random movement 

and depend on their fitness evaluations [202]. The presence of diverse trajectories can significantly 

augment the search process, enabling the hybrid algorithm to concurrently explore various regions 

within the search space. 
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As a result, it can be concluded that the Particle Swarm Optimization (PSO) algorithm exhibits a 

higher convergence rate, indicating its strong exploitation capability. On the other hand, the Salp 

Swarm Algorithm (SSA) demonstrates a notable ability to identify promising regions, highlighting 

its effective exploration capability. Therefore, the hybrid algorithm offers a more effective search 

of the solution space, which results in quicker convergence and escape from local optima, resulting 

in a significant balance of exploration and exploitation. This balance is particularly crucial in 

optimization issues, where the search space is frequently challenging and dynamic. 

4.6 Experimental Design 

This section presents the experimental design for the proposed system, which includes a 

comprehensive table containing all the sets of experiments conducted. Refer to Table 4.1, which 

includes information on the systematic investigation process that leads to hypothesis testing, initial 

parameters, conditions for iterations and terminations, as well as relevant performance metrics. 

Table 4.1. Experimental design for the proposed system 

𝐄𝐱𝐩𝐞𝐫𝐢𝐦𝐞𝐧𝐭𝐚𝐥 𝐂𝐨𝐦𝐩𝐨𝐧𝐞𝐧𝐭 𝐃𝐞𝐬𝐜𝐫𝐢𝐩𝐭𝐢𝐨𝐧 

𝑰𝒏𝒅𝒆𝒑𝒆𝒏𝒅𝒆𝒏𝒕 𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆  

• 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒 (50) 

•  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 (30)  

• 𝑇ℎ𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝛼 = 0.3 𝑤ℎ𝑖𝑐ℎ 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡  

𝑡ℎ𝑒 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛. 

• 𝑇ℎ𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 𝛽 = 07 𝑤ℎ𝑖𝑐ℎ 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠  

 𝑡ℎ𝑒 𝑖𝑚𝑝𝑜𝑟𝑡𝑎𝑛𝑐𝑒 𝑜𝑓 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑖𝑟𝑡𝑢𝑎𝑙 𝑚𝑎𝑐ℎ𝑖𝑛𝑒𝑠. 
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𝑫𝒆𝒑𝒆𝒏𝒅𝒆𝒏𝒕 𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆 

𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒 𝑚𝑖𝑠𝑠𝑒𝑑, 𝑜𝑓𝑓𝑙𝑜𝑎𝑑𝑒𝑑 𝑡𝑎𝑠𝑘𝑠  

𝑎𝑛𝑑 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛  

𝑪𝒐𝒏𝒕𝒓𝒐𝒍 𝑽𝒂𝒓𝒊𝒂𝒃𝒍𝒆 

• 𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒 50 𝑓𝑜𝑟 100 𝑡𝑎𝑠𝑘𝑠 𝑎𝑛𝑑 150 𝑓𝑜𝑟 1000 𝑡𝑎𝑠𝑘𝑠  

• 𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ (100 𝑀𝑏𝑝𝑠) 

• 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑉𝑀𝑠 𝑣𝑎𝑟𝑖𝑒𝑠 𝑑𝑒𝑝𝑒𝑛𝑑𝑖𝑛𝑔 𝑜𝑛 𝑡𝑎𝑠𝑘𝑠 

 (30 𝑉𝑀𝑠 𝑓𝑜𝑟 100 𝑡𝑎𝑠𝑘𝑠, 300 𝑉𝑀𝑠 𝑓𝑜𝑟 1000 𝑡𝑎𝑠𝑘𝑠) 

𝑫𝒂𝒕𝒂𝒔𝒆𝒕𝒔 

CyberShake (100 and 1000 tasks), 𝐿𝑖𝑔𝑜 (100 𝑎𝑛𝑑 1000 𝑡𝑎𝑠𝑘𝑠), 

𝑀𝑜𝑛𝑡𝑎𝑔𝑒 (100 𝑎𝑛𝑑 1000 𝑡𝑎𝑠𝑘𝑠), 𝑎𝑛𝑑 𝑆𝑖𝑝ℎ𝑡 (97 𝑎𝑛𝑑 968 𝑡𝑎𝑠𝑘𝑠) 

𝑰𝒐𝑻 𝑵𝒆𝒕𝒘𝒐𝒓𝒌 𝑈𝑠𝑒𝑠 ℎ𝑜𝑚𝑒 𝑎𝑝𝑝𝑙𝑖𝑎𝑛𝑐𝑒𝑠 𝑎𝑛𝑑 𝑢𝑠𝑒𝑟 𝑑𝑒𝑣𝑖𝑐𝑒𝑠 

𝑩𝒓𝒐𝒌𝒆𝒓 𝑵𝒐𝒅𝒆 

𝑅𝑎𝑛𝑘 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘𝑠 𝑢𝑠𝑖𝑛𝑔 𝐻𝐸𝐹𝑇 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚, 

𝑢𝑡𝑖𝑙𝑖𝑧𝑒 𝐷𝑉𝐹𝑆 𝑓𝑜𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 𝑚𝑎𝑛𝑎𝑔𝑒𝑚𝑒𝑛𝑡, 

𝑎𝑛𝑑 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘𝑠 𝑢𝑠𝑖𝑛𝑔 𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 (𝑆𝑆𝑃𝑆𝑂). 

𝑪𝒐𝒎𝒑𝒖𝒕𝒊𝒏𝒈 𝑬𝒏𝒗𝒊𝒓𝒐𝒏𝒎𝒆𝒏𝒕𝒔 

4 𝑓𝑜𝑔 𝑐𝑜𝑚𝑝𝑢𝑡𝑖𝑛𝑔 𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡𝑠 𝑡𝑜 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘𝑠 

𝑎𝑛𝑑 𝑠𝑖𝑛𝑔𝑙𝑒 𝑐𝑙𝑜𝑢𝑑 𝑐𝑜𝑚𝑝𝑢𝑡𝑖𝑛𝑔 𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 𝑡𝑜 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑡ℎ𝑒 

𝑜𝑓𝑓𝑙𝑜𝑎𝑑𝑒𝑑 𝑡𝑎𝑠𝑘𝑠 

𝑯𝒚𝒑𝒐𝒕𝒉𝒆𝒔𝒊𝒔 

1. 𝐵𝑎𝑙𝑎𝑛𝑐𝑖𝑛𝑔 𝑡ℎ𝑒 𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑒𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑜𝑛 𝑝ℎ𝑎𝑠𝑒𝑠 

𝑏𝑦 𝑐𝑜𝑚𝑏𝑖𝑛𝑖𝑛𝑔 𝑆𝐴𝐿𝑃 𝑆𝑤𝑎𝑟𝑚 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 (𝑆𝑆𝐴) 

𝑎𝑛𝑑 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑆𝑤𝑎𝑟𝑚 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (𝑃𝑆𝑂). 

2. 𝑇ℎ𝑒 𝑢𝑡𝑖𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎 ℎ𝑦𝑏𝑟𝑖𝑑𝑖𝑧𝑒𝑑 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑖𝑛𝑔 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 

(𝑆𝑆𝑃𝑆𝑂) 𝑎𝑛𝑑 𝑡𝑤𝑜 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑀𝑎𝑟𝑘𝑜𝑣 𝑚𝑜𝑑𝑒𝑙𝑠 𝑐𝑎𝑛 𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦 

𝑎𝑛𝑑 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑙𝑦 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 𝑡𝑎𝑠𝑘𝑠 𝑖𝑛 𝑚𝑢𝑙𝑡𝑖 − 𝑓𝑜𝑔 

𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡𝑠 𝑏𝑦 𝑚𝑖𝑡𝑖𝑔𝑎𝑡𝑖𝑛𝑔 𝑡ℎ𝑒 𝑒𝑓𝑓𝑒𝑐𝑡𝑠 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 
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𝐷𝐷𝑜𝑆 𝑎𝑡𝑡𝑎𝑐𝑘𝑠. 𝑇ℎ𝑖𝑠 𝑤𝑖𝑙𝑙 𝑟𝑒𝑠𝑢𝑙𝑡 𝑖𝑛 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑑 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒 

𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑤ℎ𝑖𝑐ℎ 𝑤𝑖𝑙𝑙 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑓𝑓𝑙𝑜𝑎𝑑𝑒𝑑 

𝑡𝑎𝑠𝑘𝑠 𝑎𝑛𝑑 𝑑𝑒𝑎𝑑𝑙𝑖𝑛𝑒 𝑚𝑖𝑠𝑠𝑒𝑑 𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤𝑠. 

3. 𝑇ℎ𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝐷𝑦𝑛𝑎𝑚𝑖𝑐 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝑎𝑛𝑑 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 

𝑆𝑐𝑎𝑙𝑖𝑛𝑔 (𝐷𝑉𝐹𝑆) 𝑎𝑛𝑑 𝑡ℎ𝑒 𝑝𝑟𝑜𝑝𝑜𝑠𝑒𝑑 𝑆𝑆𝑃𝑆𝑂 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 

𝑤𝑖𝑙𝑙 𝑟𝑒𝑠𝑢𝑙𝑡 𝑖𝑛 𝑟𝑒𝑑𝑢𝑐𝑖𝑛𝑔 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛. 

𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 

𝐻𝑦𝑏𝑟𝑖𝑑 𝑣𝑒𝑟𝑠𝑖𝑜𝑛 𝑜𝑓 𝑆𝑎𝑙𝑝 𝑆𝑤𝑎𝑟𝑚 𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 (𝑆𝑆𝐴) 

𝑎𝑛𝑑 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒 𝑆𝑤𝑎𝑟𝑚 𝑂𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (𝑃𝑆𝑂) −  𝑛𝑎𝑚𝑒𝑑 𝑆𝑆𝑃𝑆𝑂 

𝑷𝒓𝒐𝒑𝒐𝒔𝒆𝒅 𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎 

𝑰𝒎𝒑𝒍𝒆𝒎𝒆𝒏𝒕𝒂𝒕𝒊𝒐𝒏 

• 𝑆𝑆𝑃𝑆𝑂 𝑠𝑡𝑎𝑟𝑡𝑠 𝑤𝑖𝑡ℎ 𝑎 𝑟𝑎𝑛𝑑𝑜𝑚 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛, 

• 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑑𝑖𝑣𝑖𝑑𝑒𝑑 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑤𝑜 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠. 

• 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑠𝑖𝑧𝑒 𝑛𝑜𝑡 𝑓𝑖𝑥𝑒𝑑 𝑎𝑛𝑑 𝑣𝑎𝑟𝑖𝑒𝑠 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑖𝑚𝑝𝑟𝑜𝑣𝑒𝑚𝑒𝑛𝑡𝑠.  

• 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑑𝑖𝑣𝑖𝑠𝑖𝑜𝑛 𝑜𝑐𝑐𝑢𝑟𝑠 𝑒𝑣𝑒𝑟𝑦 𝑠𝑒𝑣𝑒𝑛 

𝑟𝑜𝑢𝑛𝑑𝑠 𝑡𝑜 𝑟𝑒𝑑𝑢𝑐𝑒 𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑𝑠.  

• 𝐸𝑎𝑐ℎ 𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝑤𝑜𝑟𝑘𝑠 𝑜𝑛 𝑖𝑡𝑠 𝑠𝑢𝑏𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑒𝑥𝑝𝑙𝑜𝑟𝑒𝑠 

𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑙𝑒𝑚 𝑠𝑝𝑎𝑐𝑒 𝑢𝑠𝑖𝑛𝑔 𝑖𝑡𝑠 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛𝑠.  

• 𝐵𝑒𝑠𝑡 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑠𝑒𝑛𝑡 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑆𝑆𝐴 𝑎𝑛𝑑 𝑃𝑆𝑂,𝑤𝑖𝑡ℎ 𝑡ℎ𝑒 

𝑏𝑒𝑡𝑡𝑒𝑟 𝑜𝑛𝑒 𝑏𝑒𝑐𝑜𝑚𝑖𝑛𝑔 𝑡ℎ𝑒 𝑙𝑒𝑎𝑑𝑒𝑟 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 

𝑴𝒂𝒓𝒌𝒐𝒗 𝒎𝒐𝒅𝒆𝒍𝒔  

𝑇𝑤𝑜 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 − 𝑡𝑖𝑚𝑒 𝑀𝑎𝑟𝑘𝑜𝑣 𝑐ℎ𝑎𝑖𝑛 𝑚𝑜𝑑𝑒𝑙𝑠 𝑢𝑠𝑒𝑑 𝑡𝑜 𝑚𝑖𝑡𝑖𝑔𝑎𝑡𝑒 

𝐷𝐷𝑜𝑆 𝑎𝑡𝑡𝑎𝑐𝑘𝑠. 𝑂𝑛𝑒 𝑚𝑜𝑑𝑒𝑙 𝑐𝑜𝑚𝑝𝑢𝑡𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 

𝑛𝑒𝑡𝑤𝑜𝑟𝑘 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑜𝑔, 𝑡ℎ𝑒 𝑜𝑡ℎ𝑒𝑟 𝑚𝑜𝑑𝑒𝑙 𝑓𝑖𝑛𝑑𝑠 𝑡ℎ𝑒 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑉𝑀𝑠 𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑜𝑔 
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4.7 Datasets 

Four distinct real-world workflow datasets, including Montage, Cybershake, Sipht and LIGO, 

were used to evaluate the proposed algorithm. The datasets have various structures and 

characteristics, which enable the simulation of numerous Internet of Things (IoT) applications. In 

the graphic representation of the workflows, circles show the individual computing tasks, arrows 

illustrate the data dependencies between tasks, and different color schemes represent the various 

categories of 𝑗𝑜𝑏𝑠. 

The Cybershake workflow has an intense 𝑖𝑛𝑝𝑢𝑡/𝑜𝑢𝑡𝑝𝑢𝑡 (𝐼/𝑂) characteristic and necessitates 

high-performance computing, while the Montage concentrates on demanding 𝐼/𝑂 operations and 

doesn't require a lot of 𝐶𝑃𝑈 power [203]. On the other hand, the LIGO workflow consists of a 

number of data aggregation operations that require a lot of 𝐶𝑃𝑈 power because they process a lot 

of data. Regarding Sipht, it is well known for its workflow, which makes extensive use of the 

𝐶𝑃𝑈 while having minimal 𝐼/𝑂 demands [204]. 

Figure 4.7 depicts a streamlined illustration of each workflow's structure. Workflows are expressed 

in 𝑋𝑀𝐿 (𝐷𝐴𝑋) using the 𝐷𝑖𝑟𝑒𝑐𝑡𝑒𝑑 𝐴𝑐𝑦𝑐𝑙𝑖𝑐 𝐺𝑟𝑎𝑝ℎ (𝐷𝐴𝐺) format, which includes 

𝑫𝑽𝑭𝑺 𝑳𝒆𝒗𝒆𝒍𝒔 6 𝐿𝑒𝑣𝑒𝑙𝑠 

 

𝑳𝒆𝒗𝒆𝒍 𝑽𝒐𝒍𝒕𝒂𝒈𝒆 𝑺𝒑𝒆𝒆𝒅 𝒑𝒆𝒓𝒄𝒆𝒏𝒕𝒂𝒈𝒆 

1 1.5 100% 

2 1.4 90% 

3 1.3 80% 

4 1.2 70% 

5 1.1 60% 

6 1.0 50% 
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𝑡𝑎𝑠𝑘𝑠, 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑐𝑦 𝑒𝑑𝑔𝑒𝑠, 𝑑𝑎𝑡𝑎 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑠, and other essential information. As a result, the 

experimental workflows can be built as 𝑋𝑀𝐿 files in the form of 𝐷𝐴𝐺𝑠. 

  

(a) Ligo (b) CyberShake 

 

 

(c) Sipht (d) Montage 

Figure 4.7. The structures of the workflows for the utilized datasets 

 

 

 

 



115  

4.8 Summary  

This chapter provides an overview of the research strategy employed in the research, 

encompassing a thorough examination of methodologies, the development of a system design, and 

mathematical requirements. 

In the beginning, the chapter provides a discussion of the system architecture that has been 

developed primarily for multi-fog environments. Within this architectural framework, there appear 

to be Internet of Things (IoT) networks that encompass a diverse range of household appliances 

and user devices. Every Internet of Things (IoT) network is facilitated by a broker node, which 

serves as a central entity responsible for storing and managing resource information pertaining to 

fog computing environments. The broker serves the role of a central hub, enabling the seamless 

transmission of information and facilitating effective communication between Internet of Things 

(IoT) devices and fogs. The system involves the existence of four fog computing environments, 

each characterized by its own individual data repository and a selection of virtual resources. The 

number of VMs within each fog is dependent on the assigned tasks. In instances where a fog 

computing environment is not sufficiently equipped (lack of resources) to carry out tasks, it 

transfers these tasks to the cloud. 

The subsequent section describes the processes of the system, defining the various roles and duties 

of the broker, fog nodes, and cloud infrastructure. It offers an in-depth investigation of the 

functionalities and interactions of these components across the system. 

Then the chapter presents an overview of a hybrid optimization method, namely SSPSO. The 

proposed algorithm integrates the characteristics of the SSA (Salp Swarm Algorithm) and PSO 

(Particle Swarm Optimization) algorithms. By using the different searching techniques and skills 

of SSA and PSO, the hybrid algorithm tries to make workflow scheduling more effective and 
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efficient in a multi-fog setting. 

The fitness function for the proposed method is also discussed in this chapter, providing a 

comprehensive explanation of the equations involved. The rationale for choosing the SSA and 

PSO algorithms is supported by emphasizing their individual strengths and advantages. 

Additionally, it provides an overview of the experimental design employed for evaluating the 

proposed system. The evaluation of the system involved the utilization of four genuine workflow 

datasets, namely LIGO, Montage, Sipht, and Cybershake. The datasets exhibit a wide range of 

structures and features, facilitating the emulation of various applications in Internet of Things (IoT) 

environments. 

Overall, this chapter presents a comprehensive examination of the methodology employed, the 

system architecture utilized, the various processes involved, and the hybrid optimization algorithm 

proposed for the purpose of scheduling workflows in multi-fog environments. Further, it addresses 

the concept of the fitness function, provides a rationale for choosing the SSA and PSO algorithms, 

and outlines the experimental methodology and evaluation of the proposed system using genuine 

workflow datasets. 
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5 Chapter 5: Results and Discussions 
 

This chapter introduces the results of the algorithm proposed, in which the hybridization of SSA 

and PSO algorithms is utilized. It is structured into three distinct phases. The preliminary phase 

entails the selection of the SSA and PSO algorithms for the purpose of hybridization. The second 

phase entails conducting a comparative analysis to assess the performance of the proposed 

algorithm in relation to other hybrid optimization algorithms. Finally, the third phase encompasses 

a comparative analysis aimed at evaluating the performance of the proposed algorithm in 

comparison to other emerging cutting optimization methods. 

5.1 Preliminary Phase: Selecting the SSA and PSO Algorithms for Hybridization  

This section is intended to fulfill the research objective one (RO1) mentioned in Chapter 1. The 

preliminary phase involved the selection of the SSA and PSO algorithms with the intention of 

combining them to create the SSPSO algorithm. This decision was driven by the objective of 

attaining an optimal balance between exploration and exploitation. The achievement can be 

attributed to the hybrid algorithm's ability to effectively maintain a balance between exploration 

and exploitation. 

The SSA is widely recognized for its robust exploration abilities, which enable it to effectively 

investigate an extensive variety of solution spaces. In contrast, PSO demonstrates a notable 

proficiency in exploitation as it effectively utilizes promising regions to achieve enhanced 

solutions. Through the hybridization of these mutually strengthening attributes, the hybrid 

algorithm is capable of executing a more efficient search of the solution space. Consequently, it 

attains convergence towards the optimum solutions and possesses enhanced capability to avoid 

local optima and find promising regions. This balance between exploration and exploitation plays 

a crucial role in the domain of optimization problems, especially when confronted with complex 
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and dynamic search spaces. The capacity to investigate various regions while capitalizing on 

valuable solutions is essential for achieving optimal results. The percentage of algorithm 

exploration and exploitation can be measured and assessed, as indicated in Chapter 3, Section 3.10. 

Table 5.1 presents the comparative analysis of the balance between exploration and exploitation 

obtained from the proposed method as compared to the SSA and PSO. It involved conducting 

experiments on four datasets, namely CyberShake, LIGO, Montage, and Sipht, using 100 and 1000 

tasks. 

Table 5.1. Comparison of exploration and exploitation percentage  
 

 

(a) Ligo dataset 

 

 Ligo 100 Ligo 1000 

Algorithms 
Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

PSO 68.8 31.2 70.4 29.6 

SSA 15.5 84.5 15.0 85.0 

SSPSO 53.0 47.0 58.8 41.2 

 

 

(b) CyberShake dataset 
 

 CyberShake 100 CyberShake 1000 

Algorithms 
Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

PSO 69.2 30.8 70.0 29.9 

SSA 15.2 84.8 14.8 85.2 

SSPSO 58.6 41.4 59.5 40.5 

 

 

 



119  

(c) Montage dataset 

 

 Montage 100 Montage 1000 

Algorithms 
Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

PSO 68.6 31.4 68.9 31.1 

SSA 14.9 85.1 14.9 85.1 

SSPSO 58.3 41.7 58.8 41.2 

 

 

(d) Sipht dataset 

 

 Sipht 97 Sipht 968 

Algorithms 
Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

Exploration 

Percentage  

PSO 68.3 31.7 70.2 29.8 

SSA 15.9 84.1 15.9 84.1 

SSPSO 56.6 43.4 57.6 42.4 

 

 

The results displayed in Table 5.1 simply illustrate the remarkable efficacy of the proposed 

algorithm in attaining an optimal balance between exploration and exploitation. The proposed 

algorithm demonstrates superior performance in effectively managing both aspects in comparison 

to the SSA and PSO algorithms. The endeavor effectively converges towards the optimum 

solutions and possesses enhanced capability to avoid local optima and find promising regions. The 

proposed algorithm's exceptional balance provides a substantial contribution to its exceptional 

performance, particularly in the context of challenging optimization problems. 
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5.2 Phase Two: Comparative Analysis to Evaluate SSPSO with Hybrid Optimization 

Algorithms. 

This section is intended to fulfill the research objectives two (RO2) and three (RO3) mentioned in 

Chapter 1. The results of comprehensive simulations of the proposed workflow scheduling method 

conducted in this research are introduced and evaluated in this chapter. The proposed scientific 

workflow scheduling system was simulated using the iFogSim simulator to accomplish this. The 

proposed system's performance was then evaluated against two hybrid algorithms, PGA and PSO-

GWO. Section 3.11 in Chapter 3 provides a full overview of how these algorithms work. The 

principles of PGA are designed based on the concepts of a Genetic Algorithm (GA) and Particle 

Swarm Optimization (PSO). The PGA approach blends the concepts of self-cognition and social 

cognition from Particle Swarm Optimization into the Genetic Algorithm. 

In contrast, the PSO-GWO algorithm integrates the characteristics of both the Particle Swarm 

Optimization (PSO) and Grey Wolf Optimization (GWO) algorithms. The GWO algorithm is a 

meta-heuristic approach that emulates the hierarchical leadership structure and hunting behavior 

observed in grey wolves within their natural environment. The utilization of the characteristics 

observed in grey wolf packs is employed to efficiently address optimization challenges. 

The research primarily concentrated on metrics that are specifically relevant to fog computing 

environments. These metrics included the average amount of tasks that were offloaded to cloud 

computing, the average number of workflows resulting in missed deadlines, and the overall energy 

consumption. The results of these evaluations are comprehensively analyzed and deliberated upon, 

yielding valuable insights into the efficacy of the proposed method. 
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An extensive investigation was carried out to evaluate the effect of DDoS attacks on fog nodes, 

with a particular focus on the availability of virtual machines (VMs) within a 15-second simulated 

period. Table 5.2 and Figure 5.1 show the dynamic and temporal repercussions of DDoS attacks, 

which result in oscillations in the number of available VMs. During the first 5 seconds of a certain 

fog scenario, 25 of 30 virtual machines (VMs) were available. However, the number of available 

VMs reduced to 18 VMs in the following time frame of 5 to 10 seconds. In the final 5 seconds, the 

number of available VMs reached 20 VMs. 

The fluctuation in VM unavailability has a negative impact on workflow execution, forcing the 

offloading of certain tasks to cloud computing environments while possibly causing others to miss 

their deadlines. During DDoS attacks, this issue of VM availability has an important impact on the 

overall performance and dependability of the system. This argument underscores the importance 

of implementing strong mitigation strategies in order to sustain efficient workflow execution and 

guarantee the resilience of systems when confronted with Distributed Denial of Service (DDoS) 

attacks. 

Table 5.2. Virtual machines oscillation on each fog due to DDoS 

attack 

(a) 

Time in seconds 

1000 tasks 100 tasks 

No. of available VMs No. of available VMs 

0-5 250 25 

5-10 180 18 

10-15 200 20 
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(b) 

Time in seconds 

1000 tasks 100 tasks 

No. of available VMs No. of available VMs 

0-5 200 20 

5-10 250 26 

10-15 250 26 

 

(c) 

Time in seconds 

1000 tasks 100 tasks 

No. of available VMs No. of available VMs 

0-5 250 25 

5-10 200 20 

10-15 250 25 

 

(d) 

Time in seconds 

1000 tasks 100 tasks 

No. of available VMs No. of available VMs 

0-5 200 20 

5-10 230 25 

10-15 250 28 
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(a) (b) 

  

(c) (d) 

Figure 5.1. Oscillation of virtual machines due to DDoS attack on each fog. 

 

5.2.1 Comparing SSPSO with PGA and PSO-GWO for Task Offloading and Workflow 

Deadline Missed in Fog Computing 

This section is intended to fulfill research objective 2 (RO2) mentioned in Chapter 1. Two sets of 

experiments are reported in this section. The experiments involved two different scenarios, as 

follows: the first one was specified in the workflows of LIGO and CyberShake. The set-ups 

involved the use of two sets of workflows comprising 100 and 1000 tasks, and four fog computing 
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environments. The first scenario included 300 VMs in the execution of workflows with 1000 tasks, 

while the second scenario included 30 virtual machines in the execution of workflows comprising 

100 tasks. As can be seen in Table 5.3 and Figure 5.2, the average of the offloaded tasks on the 

cloud is within four selected fogs. Here, the outcomes of the system proposed were compared with 

those obtained by PGA and PSO-GWO algorithms. Overall, 100 and 1000 tasks were executed in 

LIGO workflows. 

Table 5.3. Average amount of the offloaded tasks on cloud computing 

in the Ligo workflows 

 
Ligo (100 Tasks) Ligo (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 18 7 5 2 0 0 0 0 

PGA 24 19 9 37 19 7 22 2 

PSO-GWO 22 30 7 46 30 20 30 29 

 

The results show that the proposed system offloads smaller amount of tasks on the cloud. In 

comparison to PGA and PSO-GWO algorithms, the system proposed in this study shows greater 

effectiveness, and this has been linked to the application of the Markov models in addressing the 

effects of DDoS attacks on virtual machines of fog location. As presented in this study, the average 

amount of VMs was computed for every single fog. As such, the proposed system receives smaller 

impacts from DDoS attacks.   
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(a) 

 

(b) 

Figure 5.2. (Ligo workflows) The average amount of the offloaded tasks on cloud 
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The computation of the proportion of the average amount of deadline missed workflows by the 

proposed system can be viewed in Figure 5.3.  

𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒_𝑚𝑖𝑠𝑠𝑒𝑑 = 0;  

                      𝑁𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤 = 70;   
𝑭𝒐𝒓 𝑖 = 1 𝑡𝑜 𝑁𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤𝑠 

𝑪𝒂𝒍𝒍 𝐹𝑜𝑔_𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑖𝑛𝑔(𝑤𝑖) 

 𝑰𝒇 𝑚𝑎𝑘𝑒𝑠𝑝𝑎𝑛(𝑊𝑖) >  𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒(𝑊𝑖) 𝑻𝒉𝒆𝒏 

𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒_𝑚𝑖𝑠𝑠𝑒𝑑 + +; 

                                   𝑬𝒏𝒅  

                        𝑬𝒏𝒅 
𝑃𝑟𝑖𝑛𝑡 100 ∗  𝐷𝑒𝑎𝑑𝑙𝑖𝑛𝑒_𝑚𝑖𝑠𝑠𝑒𝑑/ 𝑁𝑢𝑚𝑏𝑒𝑟_𝑜𝑓_𝑤𝑜𝑟𝑘𝑓𝑙𝑜𝑤𝑠; 

Figure 5.3. Calculating the deadline missed workflows 

 

Table 5.4 and Figure 5.4 show the average of the deadline missed workflow (100 and 1000 tasks) 

in the LIGO on the cloud in four considered fogs, in which the results of the proposed scheme is 

compared against those of PGA and PSO-GWO algorithms. 

Table 5.4. Average amount of the deadline missed workflow in the 

Ligo workflows 

 

Ligo (100 Tasks) Ligo (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 36 50 53 46 42 41 38 46 

PGA 85 87 55 61 47 49 53 49 

PSO-GWO 74 60 62 57 66 66 73 55 

 

As can be observed, the proposed system calculates the average amount of available VMs, and it 

has better tolerance towards the negative impact of DDoS attacks, resulting in lesser amount of 

workflows that missed their deadlines. Nonetheless, considering the dependency of other 

workflow scheduling systems on the maximum amount of accessible virtual machines, they are 
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not able to take in the impact of DDoS attacks on fog’s virtual machines. Also, several of their 

workflows missed their deadline. Additionally, both LIGO and CyberShake workflows were 

analyzed utilizing the settings specifically for evaluating the scheduling of LIGO workflows, 

taking into account the effect imparted by DDoS attacks on fogs. 

 
(a) 

 

 
(b) 

 

Figure 5.4. (Ligo workflows) The average amount of the deadline missed 

0

10

20

30

40

50

60

70

80

90

Fog 1 Fog 2 Fog 3 Fog 4

SSPSO

PGA

PSO-GWO

P
er

ce
n

ta
ge

 o
f 

th
e 

d
ea

d
lin

e 
m

is
se

d
 w

o
rk

fl
o

w Ligo (100 Tasks)

0

10

20

30

40

50

60

70

80

Fog 1 Fog 2 Fog 3 Fog 4

SSPSO

PGA

PSO-GWO

P
er

ce
n

ta
ge

 o
f 

th
e 

d
ea

d
lin

e 
m

is
se

d
 

w
o

rk
fl

o
w

Ligo (1000 Tasks)



128  

 

The average amount of offloaded CyberShake tasks (100 and 1000) in cloud servers can be 

displayed in Table 5.5 and Figure 5.5.  

Table 5.5. Average amount of the offloaded tasks on cloud computing  

in the CyberShake workflows 

 

CyberShake (100 Tasks) CyberShake (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 6 5 4 3 2 0 0 0 

PGA 20 31 6 22 22 7 31 20 

PSO-GWO 39 33 13 29 20 33 44 37 

 

As shown, the proposed system is superior to PGA and PSO-GWO algorithms, while also showing 

the ability in reducing the amount of tasks to be offloaded to cloud. 
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(b) 
 

Figure 5.5. (CyberShake workflows) The average amount of the offloaded tasks on cloud 

Table 5.6 and Figure 5.6 displays the average amount of the deadline missed workflows in the 

CyberShake (100 and 1000 tasks), whereby the use of the proposed workflows scheduling 

approach has reduced the number of workflows missing their deadline. 

Table 5.6. Average amount of the deadline missed workflow in the 

CyberShake workflows 

 

 
CyberShake (100 Tasks) CyberShake (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 10 6 4 0 0 0 0 0 

PGA 47 51 50 47 34 31 17 23 

PSO-GWO 42 66 58 44 40 33 14 20 

 

 

As can be observed, the proposed system has better tolerance towards the negative impact of DDoS 

attacks, resulting in lesser amount of workflows that missed their deadlines. 
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Figure 5.6. (CyberShake workflows) The average amount of the deadline missed 
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The comparison of outcomes of the scheduling of CyberShake with that of LIGO shows that 

CyberShake face lower amount of DDoS attacks as these workflows require lesser amount of VMs 

in each level. 

The second group of experiments involved the evaluation of the scientific workflows of Sipht and 

Montage. As can be viewed in Table 5.7 and Figure 5.7, the average of the offloaded tasks on 

cloud is within four selected fogs. Here, the outcomes of the system proposed were compared with 

those obtained PGA and PSO-GWO algorithms. Overall, 97 and 968 tasks were executed in Sipht 

workflows. 

Table 5.7. Average amount of the offloaded tasks on cloud computing 

in the Sipht workflows 

 

Sipht (97 Tasks) Sipht (968 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 4 6 5 3 0 0 0 0 

PGA 19 22 13 20 1 6 7 4 

PSO-GWO 18 22 11 7 3 11 8 7 

 

The results show that the proposed system offloads smaller amount of tasks on the cloud. In 

comparison to PGA and PSO-GWO algorithms, the system proposed in this study shows greater 

effectiveness, and this has been linked to the application of the Markov models in addressing the 

effects of DDoS attacks on virtual machines of fog locations. As presented, the average amount of 

VMs was computed for every single fog. As such, the proposed system receives smaller impacts 

from DDoS attacks.   
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(a) 

 

(b) 

Figure 5.7. (Sipht workflows) The average amount of the offloaded tasks on cloud 
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Further, the average amount of the deadline missed workflows in the experiments performed using 

Sipht workflows on the four fog locations under study can be viewed in Table 5.8 and Figure 5.8. 

Table 5.8. Average amount of the deadline missed workflow in the 

Sipht workflows 

 

Sipht (97 Tasks) Sipht (968 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 23 9 6 8 16 9 16 9 

PGA 18 19 22 25 23 39 47 40 

PSO-GWO 17 20 20 12 39 24 30 33 

 

As can be observed, the proposed system has better tolerance towards the negative impact of DDoS 

attacks, resulting in lesser amount of workflows that missed their deadlines. 
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(b) 

 

Figure 5.8. (Sipht workflows) The average amount of the deadline missed 

 

The average amount of offloaded in Montage tasks (100 and 1000) in cloud servers can be 

displayed in Table 5.9 and Figure 5.9. As shown, the proposed system is superior to PGA and 

PSO-GWO algorithms, while also showing the ability in reducing the amount of tasks to be 

offloaded to cloud. 

Table 5.9. Average amount of the offloaded tasks on cloud computing 

in the Montage workflows 

 
Montage (100 Tasks) Montage (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 3 12 3 5 0 0 0 0 

PGA 21 31 12 22 1 4 1 2 

PSO-GWO 33 37 33 20 1 4 4 4 

 

As shown, the proposed system is superior to PGA and PSO-GWO algorithms, while also showing 

the ability in reducing the amount of tasks to be offloaded to cloud. 
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(a) 

 

(b) 

Figure 5.9. (Montage workflows) The average amount of the offloaded tasks on cloud 
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Table 5.10 and Figure 5.10 display the average amount of the deadline missed workflows in the 

Montage (100 and 1000) tasks, whereby the use of the proposed workflows scheduling approach 

has reduced the number of workflows missing their deadlines 

 

Table 5.10. Average amount of the deadline missed workflow in the 

Montage workflows 

 
Montage (100 Tasks) Montage (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 0 0 0 0 0 0 0 0 

PGA 60 55 81 76 1 3 4 1 

PSO-GWO 70 79 70 79 6 4 4 2 

 

As can be observed, the proposed system has better tolerance towards the negative impact of DDoS 

attacks, resulting in lesser amount of workflows that missed their deadlines. 
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(b) 

Figure 5.10. (Montage workflows) The average amount of the deadline missed 
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Computing 
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Section 3.8, Dynamic Voltage and Frequency Scaling (DVFS) has the potential to reduce the 

energy consumption of Virtual Machines (VMs) during the execution of tasks. The proposed 

system integrates the use of Dynamic Voltage and Frequency Scaling (DVFS) as a valuable 

technique for mitigating power consumption in virtual machines (VMs) through the adjustment of 

their operational frequency and voltage. 
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Four datasets were used in the evaluation process: Montage, CyberShake, Sipht, and Ligo. Table 

5.11 and Figure 5.11 show the overall energy consumption in watt-hours (Wh) of the SSPSO 

algorithm, as well as a comparison to the PGA and PSO-GWO algorithms. These illustrations 

provide vital insight into the energy efficiency of such algorithms in the context of fog computing. 

Watt-hours (Wh) is the metric used to measure the total power utilized by the virtual machines 

(VMs) in all four fog computing environments over the course of an hour. It captures the energy 

usage as a cumulative value and takes into account the total power consumption of the VMs. 

 

Table 5.11. SSPSO overall energy consumption (Wh) compared with 

PGA and PSO-GWO 

Datasets 

Algorithms 

SSPSO energy 

consumption in (Wh) 

PGA energy 

consumption in (Wh) 

PSO-GWO energy 

consumption in (Wh) 

Inspiral 100 23664.511 60152.238 53954.528 

Inspiral 

1000 
136986.283 473272.678 391744.397 

CyberShake 

100 
1254.325 7133.313 6147.904 

CyberShake 

1000 
32225.496 88321.526 82239.450 

Montage 

100 
69964.788 438573.521 803564.211 

Montage 

1000 
830087.794 5432134.451 5624410.346 

Sipht 97 10514.335 29213.245 35002.450 

Sipht 968 63191.049 205548.532 218240.221 
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In comparison to SSPSO, PGA, and PSO-GWO algorithms, the results clearly demonstrate that 

SSPSO is superior in terms of its ability to significantly minimize the amount of energy that virtual 

machines consume when operating in fog environments. 
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Figure 5.11. SSPSO, PGA and PSO-GWO overall energy consumption (Wh) 

 

5.3 Phase Three: Comparative Analysis to Evaluate SSPSO with Cutting Edge Optimization 

Algorithms of Workflow Scheduling. 

This section is intended to fulfil the research objectives two (RO2) and three (RO3) mentioned in 

Chapter one. It highlights the results of in-depth simulations performed to evaluate the proposed 

workflow scheduling method using two cutting-edge workflow scheduling systems: Hybrid-EDF 

and MOWO. Chapter 3, Section 3.11, contains a comprehensive explanation of how these 

algorithms function.  
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Hybrid-EDF is a powerful and cutting-edge algorithm developed specifically for scheduling 

various real-time Internet of Things (IoT) tasks inside a three-tiered architecture. By carefully 

distributing computational tasks according to their communication needs in both the cloud and fog 

levels, it marks a substantial difference from conventional methods. The MOWO algorithm, on 

the other hand, was created expressly for fog computing workflow scheduling and is a highly 

effective and advanced method. With cutting-edge features to enhance workflow scheduling. 

The research concentrated on metrics specific to fog computing environments, such as the average 

number of tasks offloaded to cloud computing servers, the average number of workflows with 

missed deadlines, and overall energy consumption. The results of these comparisons are 

extensively investigated and addressed, providing important insights into the performance of the 

proposed approach. 

5.3.1 Comparing SSPSO with Hybrid EDF and MOWO Algorithms for Task Offloading and 

Workflow Deadline Missed in Fog Computing 

 

This section is intended to fulfill research objective 2 (RO2) mentioned in Chapter 1. Two sets of 

experiments are reported in this section. The experiments involved two different scenarios, as 

follows: the first one was specified in the workflows of LIGO and CyberShake. The set-ups 

involved the use of two sets of workflows comprising 100 and 1000 tasks, and four fog computing 

environments. The first scenario included 300 VMs in the execution of workflows with 1000 tasks, 

while the second scenario included 30 virtual machines in the execution of workflows comprising 

100 tasks. 

As can be viewed in Table 5.12 Figure 5.12, the average of the offloaded tasks on cloud is within 

four selected fogs. Here, the outcomes of the system proposed were compared with those obtained 
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by Hybrid-EDF and MOWO workflow scheduling systems. Overall, 100 and 1000 tasks were 

executed in LIGO workflows.  

The average amount of offloaded tasks (100 and 1000) in the LIGO cloud environment was 

evaluated across four selected fog nodes. This evaluation compared the results of the proposed 

scheme with those of the Hybrid-EDF and MOWO workflow scheduling schemes. 

Table 5.12. Average amount of the offloaded tasks on cloud 

computing in the LIGO workflows 

 
Ligo (100 Tasks) Ligo (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 18 7 5 2 0 0 0 0 

Hybrid-EDF 6 7 9 43 1 4 3 8 

MOWO 66 58 68 22 36 62 42 36 

 

The results show that the proposed system offloads smaller amount of tasks on the cloud. In 

comparison to Hybrid-EDF and MOWO workflow scheduling systems, the system proposed in 

this study shows greater effectiveness, and this has been linked to the application of the Markov 

models in addressing the effects of DDoS attacks on virtual machines of fog locations. As 

presented in this study, the average amount of VMs was computed for every single fog. As such, 

the proposed system receives smaller impacts from DDoS attacks.   
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(a) 
 

 

(b) 

Figure 5.12. (Ligo workflows) The average amount of the offloaded tasks on cloud 

Table 5.13 and Figure 5.13 display the average amount of the deadline missed workflows in the 

Ligo (100 and 1000) tasks, whereby the use of the proposed workflows scheduling approach has 

reduced the number of workflows missing their deadlines 
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Table 5.13. Average amount of the deadline missed workflow in the 

LIGO workflows 

Algorithms 

Ligo (100 Tasks) Ligo (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 36 50 53 46 42 41 38 46 

Hybrid-EDF 63 58 84 83 47 51 47 47 

MOWO 59 65 57 72 71 71 70 71 

 

As can be observed, the proposed system calculates the average amount of available VMs, and it 

has better tolerance towards the negative impact of DDoS attacks, resulting in lesser amount of 

workflows that missed their deadlines. Nonetheless, considering the dependency of other 

workflow scheduling systems on the maximum amount of accessible virtual machines, they are 

not able to take in the impact of DDoS attacks on fog’s virtual machines. Also, several of their 

workflows missed their deadline. Additionally, both LIGO and CyberShake workflows were 

analyzed utilizing the settings specifically for evaluating the scheduling of LIGO workflows, 

taking into account the effect imparted by DDoS attacks on fogs. 
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(a) 

 

 
(b) 

 

 

Figure 5.13. (Ligo workflows) The average amount of the deadline missed 

Table 5.14 and Figure 5.14 show the average amount of the offloaded tasks (100 and 1000) in the 

CyberShake on the cloud in four considered fogs, in which the results of the proposed scheme is 

compared against those of Hybrid-EDF and MOWO workflow scheduling schemes. 
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Table 5.14. Average amount of the offloaded tasks on cloud 

computing in the CyberShake workflows 

Algorithms 

CyberShake (100 Tasks) CyberShake (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 6 5 4 3 2 0 0 0 

Hybrid-EDF 8 35 6 8 0 3 0 3 

MOWO 53 69 55 53 53 81 83 37 

 

As shown, the proposed system is superior to Hybrid EDF and MOWO systems, while also 

showing the ability in reducing the amount of tasks to be offloaded to cloud. 
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(b) 

Figure 5.14. (CyberShake workflows) The average amount of the offloaded tasks on cloud 

Table 5.15 and Figure 5.15 show the average amount of the deadline missed workflow (100 and 

1000 tasks) in the CyberShake on the cloud in four considered fogs, in which the results of the 

proposed scheme is compared against those of Hybrid-EDF and MOWO workflow scheduling 

schemes. 

Table 5.15. Average amount of the deadline missed workflow in the 

CyberShake workflows 

Algorithms 
CyberShake (100 Tasks) CyberShake (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 10 6 4 0 0 0 0 0 

Hybrid-EDF 53 46 50 45 22 24 20 23 

MOWO 46 50 56 68 49 51 56 47 
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The results show that of the proposed workflows scheduling approach has reduced the number of 

workflows missing their deadline. 

 

 
(a) 

 
(b) 

 

Figure 5.15. (CyberShake workflows) The average amount of the deadline missed 
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The comparison of outcomes of the scheduling of CyberShake with that of LIGO shows that 

CyberShake face lower amount of DDoS attacks as these workflows require lesser amount of VMs 

in each level. 

The second group of experiments involved the evaluation of the scientific workflows of Sipht and 

Montage. As can be viewed in Table 5.16 and Figure 5.16, the average of the offloaded tasks on 

cloud is within four selected fogs. Here, the outcomes of the system proposed were compared with 

those obtained by Hybrid-EDF and MOWO workflow scheduling systems. Overall, 97 and 968 

tasks were executed in Sipht workflows. 

Table 5.16. Average amount of the offloaded tasks on cloud 

computing in the Sipht workflows 

Algorithms 
Sipht (97 Tasks) Sipht (968 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 4 6 5 3 0 0 0 0 

Hybrid-EDF 15 24 16 29 0 5 7 1 

MOWO 18 18 8 5 14 14 13 9 

The results show that the proposed system offloads smaller amount of tasks on the cloud. In 

comparison to Hybrid-EDF and MOWO workflow scheduling systems, the system proposed in 

this study shows greater effectiveness, and this has been linked to the application of the Markov 

models in addressing the effects of DDoS attacks on virtual machines of fog locations. As 

presented, the average amount of VMs was computed for every single fog. As such, the proposed 

system receives smaller impacts from DDoS attacks.   
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(a) 

 

(b) 

Figure 5.16. (Sipht workflows) The average amount of the offloaded tasks on cloud 
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Table 5.17 and Figure 5.17 show the average amount of the deadline missed workflow (97 and 

968 tasks) in the Sipht on the cloud in four considered fogs, in which the results of the proposed 

scheme is compared against those of Hybrid-EDF and MOWO workflow scheduling schemes. 

Table 5.17. Average amount of the deadline missed workflow in the 

Sipht workflows 

Algorithms 
Sipht (97 Tasks) Sipht (968 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 23 9 6 8 16 9 16 9 

Hybrid-EDF 17 17 27 26 38 43 46 38 

MOWO 19 18 20 6 41 31 31 26 

The results show that of the proposed workflows scheduling approach has reduced the number of 

workflows missing their deadline. 
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(b) 

 

Figure 5.17. (Sipht workflows) The average amount of the deadline missed 

 

Table 5.18 and Figure 5.18 show the average amount of the offloaded tasks (100 and 1000) in the 

Montage on the cloud in four considered fogs, in which the results of the proposed scheme is 

compared against Hybrid-EDF and MOWO workflow scheduling schemes. 

Table 5.18. Average amount of the offloaded tasks on cloud 

computing in the Montage workflows 

Algorithms 
Montage (100 Tasks) Montage (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 3 12 3 5 0 0 0 0 

Hybrid-EDF 7 33 8 16 1 0 1 0 

MOWO 47 40 33 61 7 4 4 4 

 
As shown, the proposed system is superior to Hybrid-EDF and MOWO, while also showing the 

ability in reducing the amount of tasks to be offloaded to cloud. 
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(a) 

 

(b) 

Figure 5.18. (Montage workflows) The average amount of the offloaded tasks on cloud 
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Table 5.19 and Figure 5.19 show the average amount of the deadline missed workflow (100 and 

1000 tasks) in the Montage on the cloud in four considered fogs, in which the results of the 

proposed scheme is compared against Hybrid-EDF and MOWO workflow scheduling schemes. 

 

Table 5.19. Average amount of the deadline missed workflow in the 

Montage workflows 

Algorithms 
Montage (100 Tasks) Montage (1000 Tasks) 

Fog 1 Fog 2 Fog 3 Fog 4 Fog 1 Fog 2 Fog 3 Fog 4 

SSPSO 0 0 0 0 0 0 0 0 

Hybrid-EDF 68 63 71 77 1 0 0 0 

MOWO 76 82 73 76 8 4 5 0 

The results show that of the proposed workflows scheduling approach has reduced the number of 

workflows missing their deadline. 
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(a) 

Figure 5.19. (Montage workflows) The average amount of the deadline missed 

  

5.3.2 Comparing SSPSO, Hybrid EDF and MOWO Algorithms for energy consumption in Fog 

Computing 

This section is intended to fulfill research objective 3 (RO3) mentioned in Chapter 1 and focuses 

on the concept of green fog computing. It presents a thorough analysis evaluating the energy 

consumption of the proposed method SSPSO with Hybrid EDF and MOWO. As stated in Chapter 

3, Section 3.8, Dynamic Voltage and Frequency Scaling (DVFS) has the potential to reduce the 

energy consumption of Virtual Machines (VMs) during the execution of tasks. The proposed 

system integrates the use of Dynamic Voltage and Frequency Scaling (DVFS) as a valuable 

technique for mitigating power consumption in virtual machines (VMs) through the adjustment of 

their operational frequency and voltage. 
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Four datasets were used in the evaluation process: Montage, CyberShake, Sipht, and Ligo. Table 

5.20 and Figure 5.20 show the overall energy consumption in watt-hours (Wh) of the SSPSO 

algorithm, as well as a comparison to the Hybrid EDF and MOWO algorithms. These illustrations 

provide vital insight into the energy efficiency of such algorithms in the context of fog computing. 

Watt-hours (Wh) is the metric used to measure the total power utilized by the virtual machines 

(VMs) in all four fog computing environments over the course of an hour. It captures the energy 

usage as a cumulative value and takes into account the total power consumption of the VMs. 
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Figure 5.20. SSPSO, Hybrid-EDF and MOWO overall energy consumption (Wh) 
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Table 5.20. SSPSO overall energy consumption (Wh) compared with Hybrid EDF 

and MOWO 

Datasets 

Algorithms 

SSPSO energy 

consumption in (Wh) 

Hybrid EDF energy 

consumption in (Wh) 

PSO-GWO energy 

consumption in (Wh) 

Inspiral 100 23664.511 63358.359 62179.765 

Inspiral 1000 136986.283 413272.678 351744.397 

CyberShake 100 1254.325 7340.453 7443.514 

CyberShake 1000 32225.496 92341.537 84579.850 

Montage 100 69964.788 188253.589 792300.621 

Montage 1000 830087.794 6375114.091 7820910.146 

Sipht 97 10514.335 25216.188 27802.701 

Sipht 968 63191.049 172938.549 168820.373 

 

In comparison to SSPSO, Hybrid EDF, and MOWO algorithms, the results clearly demonstrate 

that SSPSO is superior in terms of its ability to significantly minimize the amount of energy that 

virtual machines consume when operating in fog environments. 

5.4 Discussions  

The results achieved from the experiments that were carried out confirmed that the presented 

approach was successful in reducing the number of missed deadlines for processes and tasks that 

were migrated to cloud servers. The implementation of the SSPSO, as well as two discrete Markov 

models for determining the average true available bandwidth of fogs and the average true amount 

of virtual machines, were essential elements in the accomplishment of these results. When 

compared to the innovative and superior hybrid optimization algorithms, such as PGA and PSO-

GWO, as well as cutting-edge optimization algorithms like Hybrid-EDF and MOWO algorithms, 
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SSPSO demonstrated better results. Enhanced task scheduling and distribution were achievable 

due to the implementation of the SSPSO algorithm. The utilization of two discrete Markov models 

led to an improvement in the accuracy of resource estimation, which consequently led to a better 

task distribution, a reduction in the number of tasks offloaded onto the cloud, and fewer missed 

deadlines. 

Additionally, the system also showed advantages in terms of energy consumption. The 

employment of the DVFS algorithm, which was integrated along with the SSPSO algorithm, made 

it possible to dynamically adjust the operating frequency and voltage of the CPU based on the 

workload demand. In comparison to the hybrid and emerging cutting-edge optimization 

algorithms, this enabled the system to function at lower power levels during low workloads and at 

greater power levels during heavy workloads. 

The research results, along with the visual representations and tabular data showcasing datasets 

such as Ligo, Cybershake, Montage, and Sipht, offer convincing proof of the potential advantages 

and effectiveness provided by the proposed system. The results from the experiments involving 

both 100 and 1000 tasks provide clear evidence of the system's efficacy in effectively managing 

missed deadlines, reducing offloaded tasks, and optimizing energy consumption. The 

aforementioned results highlight the importance of the SSPSO. 

 

 

 

 

 



160  

6 Chapter 6: Conclusion and Future Direction 
 

6.1 Conclusion 

 

A stochastic resilient swarm-based metaheuristic optimization algorithm was proposed in this 

research. It is a hybrid algorithm that combined the Particle Swarm Optimization and Salp Swarm 

Optimization techniques. This method was then used to solve a challenging and critical problem, 

which is the scheduling of scientific workflows in multi-fog environments. Fog computing was 

created to support the intensifying demand for IoT by making available more amount of resources 

and increasing the power of processing as well. In order to minimize delays in communication 

and the load of processing on the infrastructure of cloud computing, resources for fog computing 

should be placed close to the IoT networks. In this regard, effective scheduling of offloaded tasks 

of IoT is necessary in order to assure correct management of virtual resources of fog which 

support IoT. 

PSO and SSA algorithms were combined to form a new hybrid optimization algorithm. Each 

algorithm runs on nearly fifty percent of the population, and when superior outcomes are found 

by one algorithm, the proposed algorithm allocates more population to it. This was to increase the 

quality of the results. For each seven rounds, the two sub-populations would be recombined and 

re-classed. This is to allow each algorithm to have equal chances of searching the problem space 

and operating on various solutions. Also, in each round, the algorithms exchange one of these 

results (solutions) stochastically, namely, the most optimal solution, a solution attained through 

the roulette wheel, or a random solution. The algorithm is then applied to the scheduling of IoT-

submitted workflows on a number of computing locations in fog that sustain the Internet of Things 

(IoT) network, and also to minimizing the makespan of workflows and the amount of VMs used 

in fogs. 
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Appositely, DDoS attacks affect the performance of fog computing environments, and as a 

solution, the proposed system included two separate Markov chain models in the computation of 

the average amount of VMs accessible for each fog environment. The Markov models allowed 

the allocation of sufficient amount of resources for running the workflow, with no problem of 

overestimation of the amount of VMs on computing environments of fog. Accordingly, iFogSim 

simulator was used to run the experiments, and the results show the ability of the proposed 

approach of workflow scheduling in effectively mitigating the workflow in terms of its makespan. 

At the same time, the proposed approach was able to minimize the amount of tasks offloaded to 

cloud servers as well as the amount of deadlines missed workflows. 

Furthermore, the implementation of effective scheduling strategies has significantly contributed 

to the optimization of energy consumption through the allocation of tasks to the most suitable 

resources, taking into account the energy efficiency of each individual resource. In order to 

address this issue, the SSPSO algorithm under consideration has integrated the Dynamic Voltage 

and Frequency Scaling (DVFS) technique, which is widely utilized in the field of green 

computing, to effectively optimize processor energy usage. The conducted experimental findings 

provided evidence that the proposed system, combined with the DVFS technique, produced 

significant results in a minimization in energy consumption. As a result, the system offers a more 

environmentally friendly and sustainable solution for fog computing environments. 

6.2 Future Directions  

This research indicates that the presented hybrid metaheuristic algorithm has considerable 

possibilities for further investigation and advancement in the domain of metaheuristics, 

particularly in the realm of fog computing and workflow scheduling. The following are 

suggestions for future endeavors: 
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1. A potential area for future research in metaheuristic algorithms is Multi-objective optimization 

refers to the process of simultaneously optimizing multiple conflicting objectives in a given 

system or problem. In order to address the simultaneous handling of multiple conflicting 

objectives, an extension to the hybrid algorithm can be proposed. Incorporate supplementary 

objectives, such as load balancing, resource utilization, reliability, or cost optimization, into the 

existing framework. Utilize multi-objective metaheuristic methods, such as Pareto-based 

algorithms or dominance-based approaches, in order to derive an optimal Pareto front that 

effectively captures diverse trade-offs among various objectives. 

2. Utilizing the proposed algorithm across various challenge domains and practical scenarios, 

Examine the potential utilization of the proposed hybrid algorithm in diverse optimization 

problems beyond the realm of scheduling within multi-fog environments. Evaluate the 

performance and adaptability of the system in various domains, including production planning, 

resource allocation, and vehicle routing. The method can be modified and refined to meet the 

unique needs and limitations of various challenge domains. 

3. A further potential avenue for future research is to place more focus on optimizing energy 

consumption within the proposed algorithm. Additional exploration of various strategies, 

including dynamic power management, workload consolidation, and energy-aware task 

allocation, can be conducted in order to achieve a more significant reduction in energy 

consumption within the multifog environment. 

4. Exploring the integration of machine learning methods with metaheuristic algorithms. 

Investigate the potential of reinforcement learning, deep learning, and other types of machine 

learning techniques for enhancing decision-making processes and the learning capabilities within 

the algorithm. The process of this integration can potentially result in the development of 
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optimization strategies that are more intelligent and flexible in nature. 

5. To enhance the hybrid algorithm's performance in tackling various combinatorial challenges, 

it is essential to further refine its exploration and exploitation strategies. The examination of 

advanced strategies to improve the algorithm's ability to effectively navigate the search space and 

simultaneously take advantage of promising solutions This optimization technique will enhance 

the algorithm's capability to address a wider variety of complicated optimization challenges. 

6. It is recommended to engage in further research associated with task and workflow scheduling, 

with a specific focus on the multi-fog environment. Further exploration should be conducted into 

additional factors such as fault tolerance, quality of service, and real-time constraints. The 

objective is to design and implement improved algorithms that effectively tackle the 

aforementioned challenges, thereby making significant contributions to the progression of fog 

computing and scheduling approaches. 

7. Investigation in the development of mechanisms within the hybrid algorithms that enable the 

dynamic adjustment of their parameters, operators, or search techniques in response to 

adjustments in the environment or the problem's features. The examination of mechanisms for 

self-adaptive control parameters, adaptive swarm size modification, and adaptive operator 

selection may also be taken into consideration. The implementation of these strategies is expected 

to enhance the algorithm's ability to adapt and perform effectively in dynamic and unpredictable 

environments, thereby increasing its robustness, flexibility, and overall performance. 

Scientists can expand the subject of metaheuristics, enhance fog computing optimization 

methods, and contribute to the development of effective algorithms for a variety of real-world 

applications by exploring such future research directions. 
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Appendix 
 

 

This appendix explores a modified, tuned, and simplified version of the proposed algorithm 

employed to address the problem of Economic Load Dispatch. The reason for selecting a modified 

version of the algorithm for ELD is based on its proven superior efficacy when compared to the 

previous scheme. The new version has been modified to better accommodate the requirements and 

characteristics of the ELD problem, leading to improved optimization results. The appendix 

presents in-depth explanations of the methodology, experimental outcomes, and a conclusive 

evaluation of the algorithm's performance in addressing the ELD problem. 
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Appendix A: Introduction 

Power systems might include different generating units such as thermal, hydro, nuclear, wind, 

steam, etc. Engineers are constantly confronted with the problem of Economic Load Dispatch 

(ELD), which determines the optimal output of the number of generating units to obtain the 

required system load at the lowest possible cost. As a result, effective solutions to the ELD problem 

would result in enormous economic benefits for both the power generation industry and end users 

[205]. 

Over the years, different classical and mathematical optimization techniques have been used to 

tackle ELD. However, due to the non-linear features of the generators and the non-smooth, non-

differential, and non-convex features of the cost function, these methods are not successful in 

doing so in an efficient and accurate manner. On the other hand, metaheuristic algorithms with a 

variety of constraints and/or multiple objectives are very popular to solve ELD [206-209]. 

However, when dealing with large-scale economic load dispatch problems, metaheuristic 

algorithms suffer from the local optima issue. The issue is having the flaw of "premature 

convergence", which is the probability of becoming trapped in local optima and hence unable to 

locate the global optimum. To address this problem, a simplified version of SSPSO is proposed. 

The proposed algorithm shows superior results compared to several well-known and widely used 

algorithms in the literature. 

The justification for adopting a modified version of the original technique for the ELD problem is 

that it has been noted to offer better outcomes than the initial version. The updated version of the 

algorithm does not require the particles to exchange their best solutions in every round. This update 

is specifically geared to the features of the ELD problem, in which the updated technique is 

superior in identifying optimum load dispatch solutions. 
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Nevertheless, it is important to acknowledge that the updated version exhibits poor performance 

when employed for scheduling tasks in a multi-fog environment. The reason for this is the variation 

in requirements and structure between the multi-fog environment and the ELD problem. 

Consequently, the initial version of the solution exchange mechanism between PSO and SSA was 

specifically developed to tackle the workflow scheduling challenge. To attain optimum 

performance, metaheuristic algorithms' nature usually involves adapting and fine-tuning the 

algorithm for various challenging domains.
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Appendix B: Literature Review 

An in-depth review of essential research and studies on Economic Load Dispatch (ELD) is 

presented in this section. 

Over the past ten years, bio-inspired optimization BIO techniques have demonstrated promising 

performance on such limited ELD challenges, replacing many conventional optimization 

approaches that have been developed to handle ELD problems. In [2010], the authors made an 

effort to offer a thorough analysis of how BIO algorithms have been used to resolve some of the 

most challenging real-world ELD issues. 

In order to address the economic load dispatch problem, a simplex search method (SSM) that 

combines a hybrid artificial algae algorithm (HAAA) and the artificial algae algorithm (AAA) 

presented in [211]. With the use economic load dispatch issues from CEC'05 test functions, the 

performance of HAAA is assessed. The simulation findings support the claim that the suggested 

method outperforms or yields results on par with those of the well-known and widely used 

techniques. In [212], the authors proposed a novel method to solve the economic load dispatch 

challenge using an optimization technique called the crow search algorithm. The result of the 

simulations and the statistical analysis demonstrate how effective the suggested crow search 

algorithm is. The simulation results are also contrasted with those of other published algorithms. 

The findings of the comparison show that the suggested algorithm is effective at handling the non-

convex practical economic load dispatch problem and provides reasonable quality solutions. 

In [213], the authors proposed a hybridized genetic algorithms and simulated algorithms. Then 

they tested on an IEEE 30 bus system and a 20-unit generator system. In [214], the authors covered 
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the convex Economic Load Dispatch (ELD) problem for a 3-Generator, 5-Bus system that is 

subject to equality and inequality constraints. Particle Swarm Optimization (PSO), Gravitational 

Search Algorithm (GSA), and a hybrid of Particle Swarm Optimization and Gravitational Search 

Algorithm (hybrid PSO-GSA) are discretely modelled in MATLAB to find the answer to this issue. 

The fundamental idea behind combining PSO and GSA is to create an algorithm that 

simultaneously makes use of the local search functionality of GSA and the global search 

functionality of PSO, making the algorithm speedy and robust in nature. 

In order to address the economic load dispatch (ELD) problem, a novel hybridized Genetic 

Algorithm (GA) and Particle Swarm Optimization (PSO) techniques introduced in [215]. The basic 

goal of ELD is to produce power at the lowest possible cost while still meeting the diverse load 

demands that arise during each hour. The algorithms applied on two test systems while accounting 

for transmission losses. The first of the chosen systems is a three-unit test system, and the second 

is a ten-unit system that takes the influence of the valve point into account. In comparison to other 

methods utilized in the literature, simulation results applied to the test systems demonstrate that 

the two algorithms obtained optimal and dependable results. 

In [216], the authors solved the economic dispatch issue (ED) problem by applying a new hybrid 

Particle Swarm Optimization and ant lion algorithm (Hybrid PSO-ALO) while taking into account 

the constraints on generator real power production and power loss in transmission. In hybrid ALO-

PSO, individuals of a new generation are produced by various PSO and ALO techniques, enabling 

the emergence of a superior and new population. By using it on several test networks of 6 and 10 

generators, the efficacy of this hybrid technique is investigated and proven. The outcomes show 

that, in comparison to other heuristic algorithms in the current literature, the suggested hybrid 

PSO-ALO performs better and provides a superior solution. 
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The cost of producing electricity is impacted by the rise in real power demand on the power 

system's distribution side. The major goal is to employ an intelligent technique to schedule the 

overall demand across all of the units in a thermal plant with the lowest possible fuel cost. There 

are numerous established and sophisticated methods for the efficient dispatch of thermal units. 

Because of their ease of use, intelligent approaches are increasingly important in many applications 

nowadays. In [217], the authors applied Particle Swarm Optimization (PSO) to 3 and 6 unit test 

cases, and the results are compared to those of other methods. When compared to other intelligent 

approaches that are already in use, PSO is one of the simple to use intelligent strategies. 
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Appendix C: Underlying Concept and Theories 

This section provides the relevant background knowledge on Economic Load Dispatch (ELD) and 

explores the formulas and algorithms, such as Chimp and Dragonfly algorithms, that have been 

compared with the proposed method. "Economic Load Dispatch" describes a situation in which 

the generator's real and reactive powers vary within predetermined bounds and the load demand is 

satisfied with reduced fuel use [218]. The magnitude of the electric power system is expanding 

swiftly to fulfill the demand for energy. Due to the interconnectivity of the power system, several 

power plants are linked together in parallel to meet the system load. It becomes necessary to run 

the plant units more efficiently [219]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure C1. Economic Load Dispatch 

 

 

The economic scheduling of generators strives to ensure that the best mix of generators connected 

to the system is available at all times to meet the load demand. The economic load dispatch 

distributes the load among the parallel generating units; refer to figure C1, in such a way that the 
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overall cost of supplying is reduced. It also meets the system's minute-by-minute requirements 

[220]. The nonlinear character of the issue justifies this; refer to figure C2. It is necessary to use 

methods that do not impose restrictions on the fuel-cost curves' form. 

 

 

 

 

 

 

 

 

 

Figure C2. The nonlinear nature of ELD problem 

Problem formulation for Economic Load Dispatch 

This section concentrates on providing the mathematical formulation for the ELD problem in the 

context of the proposed system implemented to the ELD problem. The purpose of this formulation 

is to reduce the total fuel cost associated with thermal generators by identifying the optimal power 

generation allocation that results in the lowest possible total cost. ELD can be expressed 

mathematically, as illustrated in equation (C1). 

N 

F(Pg) = ∑(aiP2
gi + biPgi + ci) 

 i=1 

 

(C1) 

 

(𝑃𝑔) is the total cost required by the units; N is the number of generator units used in the system; 

𝑃𝑔𝑖 is the power output for the 𝑖𝑡ℎ generator; 𝑎𝑖, 𝑏𝑖, and 𝑐𝑖 are cost coefficients for 𝑖𝑡ℎ generator. 

This formula is subject to equality and inequality constraints such as Power Balance Constraints 

and Generator Limit Constraint: 

Fu
el

 C
o

st
 

Power Output 



191  

A. Power Balance Constraints (Equality Constraints): ignoring the transmission losses, the total 

generation should be equal to the total power demand, as shown in equation (C2): 

𝑁 

∑ 𝑃𝑔𝑖 − 𝑃𝐷 = 0 

𝑖=1 

 

    (C2) 

 

Where, 𝑃𝐷is the total load demand of the system. 

 
B. Generator Limit Constraint (Inequality Constraints): generating power from each unit should be 

within its minimum and maximum power limits, as shown in equation (C3): 

 

 

 
𝑃𝑔𝑖,𝑚𝑖𝑛 ≤ 𝑃𝑔𝑖 ≤ 𝑃𝑔𝑖,𝑚𝑎𝑥  (C3) 

 

Selected Algorithms for Comparison With ELD  

This section of the appendix provides an overview of two recent and well-known algorithms, 

known as the Chimp and Dragonfly. The proposed algorithm will be evaluated against the known 

algorithms in Appendix E. To allow for meaningful evaluation, a thorough understanding of their 

mathematical models and how these algorithms work is presented below. 

1. Chimp Optimization Algorithm (ChOA) 

The Chimp is an optimization algorithm that is motivated by the behavior and social structure of 

chimpanzees, a species that shares a close evolutionary relationship with human beings [221]. The 

algorithm employs the observed features found in chimpanzee colonies as a basis for constructing 

a population-based methodology aimed at addressing intricate optimization problems. 

Scientific studies have demonstrated that chimpanzees possess a brain-to-body ratio (BBR) 
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comparable to that observed in humans and dolphins, a characteristic often linked to mammalian 

intelligence. The observed similarity between human beings and chimpanzees can be attributed to 

their substantial genetic overlap, which can be traced back to a shared ancestor species that existed 

decades ago. 

Chimpanzees exhibit a social structure known as fission-fusion societies, characterized by 

dynamic changes in the population size and composition of their colonies as individuals navigate 

their surroundings. Considering the aforementioned dynamic composition of the group, the Chimp 

presents the notion of autonomous groups. Each individual group within the algorithm 

autonomously investigates the search space, utilizing its unique strategy. Although there may be 

variations in abilities and intelligence among individuals within each group, they actively 

contribute to the collective as members of the colony, employing their distinct abilities in specific 

circumstances. 

They hunt not just for food, but also for social benefits such as coalitionary support, grooming, or 

sexual incentive. Chimpanzees hunt for a variety of reasons, including those listed above. 

Chimpanzees are distinguished from other social predators by the presence of a social incentive 

that has a direct influence on their hunting behavior. All of the chimps may engage in disorderly 

behavior during the last phase of the hunting process because they have abandoned their individual 

responsibilities in order to compete for the meat. 

During both the exploration and the exploitation stages, the process of the prey being driven and 

hunted is represented by the mathematical model denoted by the equation (C4). 

 𝑑 =  |𝑐 ∗  𝑥_𝑝𝑟𝑒𝑦(𝑡)  −  𝑚 ∗  𝑥_𝑐ℎ𝑖𝑚𝑝(𝑡)|               (C4) 

From above equation, 𝑑 stands for the displacement vector, 𝑥_𝑝𝑟𝑒𝑦(𝑡) for the prey's position at 
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𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑡, and 𝑥_𝑐ℎ𝑖𝑚𝑝(𝑡) for a chimpanzee's position at iteration t. The effect of the prey's 

position on the displacement vector is calculated using the coefficient 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑐 𝑎𝑛𝑑 𝑚. A 

positive magnitude is guaranteed by the absolute value operation. 

       𝑥_𝑐ℎ𝑖𝑚𝑝(𝑡 +  1)  =  𝑥_𝑝𝑟𝑒𝑦(𝑡)  −  𝑎 ∗  𝑑              (C5) 

Equation (C5) uses the location of the prey and the derived displacement vector to update the 

chimpanzee's position for the following 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 (𝑡 +  1). The chimpanzee's 𝑠𝑡𝑒𝑝 𝑠𝑖𝑧𝑒 or 

movement speed is controlled by the 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑎. 

𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑎, 𝑚, 𝑎𝑛𝑑 𝑐 are calculated as follows: 

                    𝑎 =  2 ∗  𝑓 ∗  𝑟1 −  𝑓          (C6) 

Using a random 𝑣𝑒𝑐𝑡𝑜𝑟 𝑟1 and a 𝑠𝑐𝑎𝑙𝑎𝑟 𝑓𝑎𝑐𝑡𝑜𝑟 𝑓, the coefficient vector 𝑎 is calculated. In both 

the exploration and exploitation phases, the 𝑠𝑐𝑎𝑙𝑎𝑟 factor 𝑓 undergoes a non-linear reduction from 

2.5 𝑡𝑜 0 during the course of the iteration process. 

               𝑐 =  2 ∗  𝑟2        (C7) 

vector 𝑐 is determined by multiplying a random 𝑣𝑒𝑐𝑡𝑜𝑟 𝑟2 𝑏𝑦 𝑎 𝑓𝑎𝑐𝑡𝑜𝑟 𝑜𝑓 2. 

         𝑚 =  𝐶ℎ𝑎𝑜𝑡𝑖𝑐_𝑣𝑎𝑙𝑢𝑒         (C8) 

The impact of sexual drive on the hunting process is represented by 𝑡ℎ𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑣𝑒𝑐𝑡𝑜𝑟 𝑚. 

It is a chaotic vector that was determined by using different 𝑐ℎ𝑎𝑜𝑡𝑖𝑐 maps. 

These equations incorporate variables like sexual drive and chaotic behavior and take into account 

the randomness of the coefficient vectors and the dynamic character of the hunting activity. Based 

on the issue at hand and the intended behavior of the Chimp Optimization Algorithm, the precise 



194  

implementation of the scalar factor f, the 𝑟𝑎𝑛𝑑𝑜𝑚 𝑣𝑒𝑐𝑡𝑜𝑟𝑠 𝑟1 𝑎𝑛𝑑 𝑟2, and the calculation of the 

chaotic vector 𝑚 can be chosen. 

2. Dragonfly Algorithm  

The Dragonfly Algorithm (DA) is derived from the collective behaviors exhibited by both static 

and dynamic swarms. The aforementioned behaviors exhibit strong similarities to the exploration 

and exploitation phases observed in the context of optimization through meta-heuristics. 

Dragonflies demonstrate a static swarm behavior characterized by the formation of sub-swarms 

and the subsequent exploration of various regions, aligning with what is commonly referred to as 

the exploration phase [222]. On the contrary, during the exploitation phase, dragonflies exhibit a 

behavior of flying in larger swarms that follow a predetermined direction. 

The DA algorithm involves three basic rules suggested by Reynold for insect swarming, namely 

separation, alignment, and cohesion, along with two supplementary concepts: desire for sources 

of food and disengagement from enemies. This algorithm aims to imitate the swarming behavior 

observed in dragonflies. The above five principles enable the algorithm to accurately reproduce 

the behavior exhibited by dragonflies within dynamic and static swarms. 

The phase vector and the location vector are the two primary vectors incorporated by the algorithm, 

which is an extension of the Particle Swarm Optimization (PSO) algorithm. The phase vector 

denotes the magnitude and direction of displacement, whereas the location vector records the 

current spatial coordinates of the dragonflies. The fundamental equations that control such vectors 

can be expressed as follows: 

∆𝑋𝑡+1 = (𝑠𝑆𝑖 + 𝑎𝐴𝑖 + 𝑐𝐶𝑖 + 𝑓𝐹𝐼 + 𝑒𝐸𝐼) + 𝑤∆𝑋𝑡   (C9) 



195  

In this context, the variable 𝑠 represents the weight assigned to separation. The variable "𝑆𝑖" 

denotes the separation of the 𝑖 − 𝑡ℎ individual, while "𝑎" represents the alignment weight. The 

variable "𝐴𝑖" signifies the alignment of the 𝑖 − 𝑡ℎ 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙, and "𝑐" indicates the cohesion 

weight. The variable "𝐶𝑖" represents the cohesion of the i-th individual. Additionally, "𝑓" 

represents the food factor, "𝐹𝑖" denotes the food source of the 𝑖 − 𝑡ℎ individual, "𝑒" represents the 

enemy factor, and "𝐸𝑖" represents the position of the enemy for the 𝑖 − 𝑡ℎ 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙. The 

variable "𝑤" represents the inertia weight, and "𝑡" represents the iteration counter. 

 

 

 

 

 

 

 

 

 

 

 



196  

Appendix D: The Proposed Algorithm 

This section presents a concise, step-by-step explanation of the proposed algorithm and its ability 

to find the global solution. 

As shown in figure (1), the algorithm takes the following steps to find the global solution: 

 

1. Generate the initial population randomly 

 

2. Calculate the fitness function for the agents and save the best agent as the gbest. 

 

3. If the iteration number was equal to the multiples of number 7 then, equally divide the 

population into PSO and SSA subpopulations. Otherwise, increase or decrease the 

subpopulations according to the performance of PSO and SSA algorithms. 

4. Run PSO and SSA algorithms for the PSO and SSA subpopulations 

 

5. While the maximum iteration is not reached, repeat steps 2 to 6. Otherwise terminate the 

program. 
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Figure D1. Flowchart of the proposed algorithm for ELD 
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A complete list of the parameters used in the proposed system is provided in Table D1. These 

variables are essential in determining how the algorithm behaves and performs. Key information 

is included in the table, including population size, agent size, power demand, and the number of 

units (generators) participating. To guarantee the algorithm operates optimally and solves the given 

problem effectively, each parameter has been carefully chosen and modified. 

Table D1. List of parameters  

Parameters Description 

Number of iterations 300 

Population size 30 agents 

Datasets 140, 280 and 580 units (generators) 

Power Demand 10500 for 140 units, 2000 for 280 units and 4000 for 560 units 
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Appendix E: Results and Discussions 

The efficacy of the proposed algorithm is assessed through a comparative analysis with both the 

Chimp and the Dragonfly algorithms. The Chimp has recently garnered attention due to its 

exceptional performance in a range of optimization problems. Chimp, being one of the most recent 

algorithms developed, integrates novel approaches and methods in order to attain efficient 

solutions. 

In contrast, the Dragonfly Algorithm (DA) is a widely recognized and robust optimization 

algorithm that is relatively new in its development. It demonstrates distinct static and dynamic 

stages, which can be likened to the exploration and exploitation stages observed in metaheuristic 

optimization. During the static stage, dragonflies engage in the formation of sub-swarms and 

undertake exploration of diverse regions. Conversely, during the dynamic stage, they navigate 

through the air in larger swarms, adhering to a predetermined direction. Appendix C contains more 

information on both algorithms. Because the proposed algorithm hybridizes the SSA and PSO, it 

is also compared to their original counterparts.  

For this work, three dataset instances are taken from the Economic Load Dispatch Test Systems 

Repository [223]. The instances are 140-unit, 280-unit, and 560-unit generating models. The 

proposed algorithm was compared with PSO, SSA, and two other powerful algorithms in the 

literature, which were the Chimp Optimization Algorithm and the Dragonfly Algorithm. The 

comparison results of the algorithms for all the datasets are presented in tables (E1, E2 and E3) in 

terms of mean. The algorithms were ran 30 times for each dataset instance. The number of search 

agents and iterations were always 30 and 500, respectively. The average number shows the cost of 

the generators. To assign a currency value, such as USD or GBP, multiply the average cost by a 

conversion factor. The power demand represents the desired amount of electricity to be produced 
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by the generators. The unit of power demand can vary and might be expressed 

in amperes or megawatts. 

Table E1. The comparison results of the proposed algorithms with its competitors 

for 140 unit  

 

Datasets 

Algorithms 

140- unit generating models 

Power Demand: 10500 

Average 

SSPSO 1.382e+08 

PSO 8.202e+09 

SSA 1.320e+09 

DA 5.357e+09 

Chimp 1.590e+08 

 
 

Table E2. The comparison results of the proposed algorithms with its competitors 

for 280 unit 
 

Datasets 

Algorithms 

 

280- unit generating models 

Power Demand: 20000 

Average 

SSPSO 2.122e+08 

PSO 3.053e+10 

SSA 8.656e+09 

DA 6.734e+09 

Chimp 2.290e+08 
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Table E3. The comparison results of the proposed algorithms with its competitors 

for 560 unit 

As it can be seen from the tables, the proposed algorithm outperforms the PSO, SSA, DA and Chimp  

algorithms and yields better results. Figure (E1) presents the convergence curve for the 140 unit dataset, 

to reveal its performance throughout the iterations. 

 

 

 

 

 

 

 

 

 

 
Figure E1. Convergence curve of the competitive algorithms for the datasets 

Datasets 

 Algorithms 

560- unit generating models 

Power Demand: 40000 

Average 

SSPSO 3.188e+08 

PSO 8.369e+10 

SSA 3.020e+10 

DA 2.223e+10 

Chimp 3.372e+08 
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The Wilcoxon sum rank test 

This test was used to calculate P-values and confirm the result. The null hypothesis conditions 

mean the results are due to chance and are not important. Therefore, the null hypothesis presumes 

that whatever one is attempting to support or prove did not occur [224]. The substitute hypothesis 

is the one we would consider and accept if the null hypothesis is concluded to be false. A p-value 

less than 0.05 (normally ≤ 0.05) is statistically important. It shows compelling evidence contrary 

to the null hypothesis, as there is less than a 5% likelihood the null is true and the results are 

random. Therefore, the null hypothesis is rejected and the substitute hypothesis is accepted. 

The p-values for comparing the SSPSO algorithm to the SSA, PSO, DA, and CHIMP algorithms 

were obtained using a Wilcoxon signed-rank test, as indicated by the results presented in Tables 

E1, E2, and E3. The objective of this experiment was to validate the significance of the results 

obtained. The specific p-values obtained from the Wilcoxon signed-rank test are presented in Table 

E4. The obtained p-values provide evidence that the differences observed between the SSPSO 

algorithm and the other algorithms are statistically significant and are not due to chance. 

Table E4. Wilcoxon Sum Rank Tests between SSPSO and the selected algorithms 

 
Datasets 

SSPSO 

vs. PSO (P-values) 

SSPSO 

vs. SSA (P-values) 

SSPSO 

vs. DA (P-values) 

SSPSO 

vs. Chimp (P-values) 

140 Unit 5.84e-20 5.84e-20 5.84e-20 5.81e-19 

280 Unit 5.84e-20 3.34e-56 3.73e-18 7.80e-21 

560 Unit 2.93e-20 3.34e-56 2.64e-18 2.00e-21 
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Appendix F: Conclusion 
 

Power systems might include different generating units such as thermal, hydro, nuclear, wind, 

steam, etc. Engineers are constantly confronted with the problem of Economic Load Dispatch 

(ELD), which determines the optimal output of number of generating units to obtain the required 

system load at the lowest possible cost. As a result, effective solutions to the ELD problem would 

result in enormous economic benefits for both the power generation industry and end users. 

Therefore; a new hybrid metaheuristic algorithm was proposed to address this issue. Large ELD 

problems can be challenging because algorithms tend to converge to local optima prematurely. 

The proposed algorithm was compared with several well-known and powerful metaheuristic 

algorithms. The results showed that the proposed algorithm returned better results. 

 

 

 

 

 

 

 

 

 

 


