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Abstract 

The Staphylococcus aureus Network Adaptive Platform (SNAP) trial is a multifactorial Bayesian adaptive platform trial 
that aims to improve the way that S. aureus bloodstream infection, a globally common and severe infectious disease, 
is treated. In a world first, the SNAP trial will simultaneously investigate the effects of multiple intervention modali-
ties within multiple groups of participants with different forms of S. aureus bloodstream infection. Here, we formalise 
the trial structure, modelling approach, and decision rules that will be used for the SNAP trial. By summarising the sta-
tistical principles governing the design, our hope is that the SNAP trial will serve as an adaptable template that can be 
used to improve comparative effectiveness research efficiency in other disease areas.

Trial registration NCT05​137119. Registered on 30 November 2021.
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Introduction
Staphylococcus aureus is the leading bacterial cause of 
global mortality overall, with more than 1 million esti-
mated S. aureus-related deaths per year, and the lead-
ing bacterial cause of mortality due to bloodstream 
infections [1]. The 90-day all-cause mortality rate for 
S. aureus bloodstream infection, when treated with the 

best known therapies, is between 15 and 30% in devel-
oped countries [2].

The standard treatment for S. aureus bloodstream 
infection, antibiotics delivered intravenously for between 
2 and 6 weeks, depends on the characteristics of the 
infecting S. aureus bacterium. Both methicillin-suscepti-
ble S. aureus (MSSA) and penicillin-susceptible S. aureus 
(PSSA) are typically treated with (flu)cloxacillin mono-
therapy. Methicillin-resistant S. aureus (MRSA) is typi-
cally treated with vancomycin monotherapy.

Alternative treatments, some specific to the infect-
ing bacterium, are hypothesised to be either superior 
or, in some cases, non-inferior to standard practice. As 
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summarised in Tong et al. [3], observational studies sug-
gest that penicillin for PSSA [4], and cefazolin for MSSA 
[5, 6], may improve clinical outcomes compared to 
standard treatment. To treat MRSA, a randomised clini-
cal trial found that combining vancomycin with an anti-
staphylococcal penicillin did not improve survival but did 
decrease the occurrence of acute kidney injury [7]. The 
use of adjuvant therapies, such as clindamycin, is rec-
ommended in some guidelines for severe staphylococcal 
sepsis and may be effective against all S. aureus blood-
stream infections but has not yet been shown to improve 
outcomes in randomised clinical trials [8]. There is also 
some evidence that an early switch from intravenous 
to oral antibiotics among patients with a good initial 
response to therapy, which is desirable from both clini-
cal, logistical, and societal perspectives, may be possible 
without compromising survival [9, 10].

But trialling treatments for S. aureus bloodstream infec-
tion is difficult because the disease varies both geographi-
cally and in terms of antibiotic resistance, and because 
diagnostic and therapeutic approaches vary consider-
ably [3]. Recruiting patients onto multiple fixed-size tri-
als in sufficient numbers to make reliable conclusions is 
therefore exceedingly difficult. The Staphylococcus aureus 
Network Adaptive Platform (SNAP) trial overcomes these 
difficulties through its platform trial design.

Platform trials are becoming an increasingly used 
study design that can determine the efficacy of the mul-
tiple different interventions across a number of different 
intervention modalities, for multiple different patient 
populations, within a single study, and in parallel [11–16]. 
The platform trial design is therefore ideal for the study 
of multi-faceted therapeutic approaches for a multi-fac-
eted disease such as S. aureus bloodstream infection.

Specifically, the SNAP trial aims to investigate the effect 
of different interventions nested within three different 
treatment modalities or ‘domains’ on a primary endpoint 
of 90-day all-cause mortality for patients with either PSSA, 
MSSA, or MRSA bloodstream infection. [17] The three 
treatment domains comprise a backbone antibiotic domain, 
comprising antibiotics specific to the infecting S. aureus  
bacterium, an adjunctive antibiotic domain, comprising 
antibiotics applicable to all infecting S. aureus bacteria, and 
an early oral switch domain, focusing on early switching of 
antibiotics from intravenous to oral delivery routes. Impor-
tantly, the SNAP trial will include both children and adults, 
with adult data used to support inference for the paediat-
ric populations (and vice versa). This design feature can be 
seen as a response to the discussion provided by Murthy, 
Fontela, and Berry [18] that Bayesian modelling of adults 
and paediatrics is a potential solution to the issue of paedi-
atric decision-making being largely based on ad hoc results 
that are extrapolated from adult populations.

The SNAP trial design has the following key statistical 
features:

•	 Multifactorial design. Many interventions are evalu-
ated, both individually and in combination with one 
another.

•	 Bayesian hierarchical inference. Intervention effects 
are modelled by a hierarchical Bayesian probability 
model [19–21]. Inference is improved by leveraging 
information across different disease and/or popula-
tion subgroups.

•	 Scheduled and frequent Bayesian analyses and deci-
sion rules. Trial data are analysed and operating deci-
sions are made, at scheduled instances, as efficacy 
information becomes available instead of waiting 
for the trial to finish [22], without compromising the 
integrity of the trial design or the statistical inference 
[18, 21]. Based on the results of scheduled analyses 
and prespecified decision rules, if an intervention is 
shown to be clearly efficacious, randomisation is will 
be ceased for that domain and the results declared 
publicly. Inferior interventions will be dropped from 
the study, possibly to be replaced with other promis-
ing candidates. Similarly, to conserve trial resources, 
an intervention arm may be stopped for statistical 
futility if there is a low probability of demonstrating 
efficacy [23].

•	 Response-adaptive randomisation. In certain cases, 
based on the results of the scheduled analyses, future 
participants may have a higher probability of being 
randomised to interventions that appear to be more 
efficacious [24, 25].

This paper summarises the statistical principles of the 
SNAP trial design as described in the SNAP trial core 
protocol [3], the document that details the central aims 
of a trial along with core trial endpoints, decision rules, 
and trial governance structures; domain-specific appen-
dices, appendices to the core protocol describing the pro-
tocol relating to a given domain; and statistical analysis 
appendix, a comprehensive appendix to the core protocol 
that specifies, in general terms, the randomisation strat-
egies and statistical model/s that will be used to analyse 
the trial data (see https://​www.​snapt​rial.​com.​au). Particu-
lar focus is given to the statistical methods that will be 
used to analyse the SNAP trial data along with the deci-
sion rules that will guide the trial adaptations.

This paper proceeds by describing, in general, the trial 
structure, statistical models, randomisation strategy, and 
trial decision making approach. We follow by describing 
the specifics of the trial in its initial configuration. A con-
cluding discussion follows that places the SNAP design in 
the context of other platform trial designs.

https://www.snaptrial.com.au
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Trial structure
In broad terms, the SNAP trial model is designed around 
several ‘structural’ trial elements: silos, domains, subdo-
mains, subgroups, covariates, regions and countries, and 
epochs. In a slight abuse of notation, for simplicity, we will 
often use k when referring to an integer-valued index. For 
example, k might index a domain or the levels of a covari-
ate, depending on the context.

Silo
A silo is a group of participants who are defined by the 
antibiotic susceptibility of their infecting isolate (e.g. 
MSSA, PSSA, and MRSA, see Table 1). Generally, a silo is 
denoted by s, which takes on an integer value if referring 
to a specific silo:

where nS is the total number of silos. Silos are mutually 
exclusive and new silos are able to be accommodated as 
part of the trial design.

Domains
A domain defines a set of mutually exclusive, compet-
ing interventions sharing a common clinical mode of 
action or clinical context of use (e.g. backbone antibi-
otics, adjunctive antibiotics, and early oral switch, see 
Table  1). The number of domains and the number and 
identity of individual interventions within each of these 
domains may vary across the life of the platform as infe-
rior interventions are abandoned, superior interventions 
are identified, and/or new interventions of interest are 

(1){s ∈ S : S = 1, 2, 3, ..., nS},

included. Participants may be randomised to an interven-
tion within each domain, but some participants may not 
be eligible to be randomised to all domains.

Domains are denoted by Dk , where k indexes a particu-
lar domain, and are contained with the set of all domains 
in the trial D:

where nD is the total number of domains. Interventions 
within a particular domain are labelled using a lower-
case d that is indexed by domain-specific subscript 
{j ∈ JDk

: JDk
= 1, 2, 3, ..., nDk

} , where nDk
 is the total num-

ber of interventions in domain Dk . Under this nomencla-
ture, dkj refers to intervention j within domain Dk.

Subdomain
For participants within a specific silo, it is possible for the 
set of allocated interventions within each domain to be 
a subset of the full set of interventions available for that 
domain. We define the set of these silo-specific domain 
interventions by:

This silo-specific set of domain interventions leads us 
to the definition of a subdomain. For example, we might 
have D1 = {d11, d12, d13} with D11 = {d11, d12} and 
D12 = {d11, d13}  or indeed even D1 = D11 = D12 . We 
define a subset D∗

ks that omits the silo-specific domain 
reference intervention from Dks so that we can form the 
appropriate contrasts in the primary model.

(2){Dk ∈ D : k = 1, 2, 3, ..., nD},

(3){Dks ⊆ Dk : k = 1, 2, 3, ..., nD; s = 1, 2, 3, ..., nS}.

Table 1  Interventions and stopping rules

Stopping rules are shown in italics. If a non-inferiority rule is met, a decision to continue recruitment (to seek a superiority conclusion) may be made by the data safety 
and monitoring committee. Futility stopping rules also apply. Asterisks indicate reference interventions

MRSA, methicillin-resistant S. aureus; MSSA, methicillin-susceptible S. aureus; PSSA, penicillin-susceptible S. aureus

Domain (D)

Backbone antibiotic ( D1) Adjunctive antibiotic ( D2) Early oral switch ( D3)

Strata (S) MSSA ( s = 1) D11 =

d11 : (Flu)cloxacillin∗
d12 : Cefazolin

Non-inferiority

D21 =
{

d21 : No clindamycin∗
d22 : Clindamycin

Superiority

D31 =
{

d31 : Usual care∗
d32 : Early oral switch

Non-inferiority

PSSA ( s = 2) D12 =
{

d11 : (Flu)cloxacillin∗
d13 : Penicillin

Non-inferiority

D22 =
{

d21 : No clindamycin∗
d22 : Clindamycin

Superiority

D32 =
{

d31 : Usual care∗
d32 : Early oral switch

Non-inferiority

MRSA ( s = 3) D13 =
{

d14 : Vancomycin∗
d15 : Vancomycin+ cefazolin

Superiority

D23 =
{

d21 : No clindamycin∗
d22 : Clindamycin

Superiority

D33 =
{

d31 : Usual care∗
d32 : Early oral switch

Non-inferiority
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Subgroups
A subgroup refers to some mutually exclusive population 
characteristic, other than silo membership or Covariates, 
into which the platform participants can be partitioned and 
for which subgroup-specific estimates of treatment effect 
are of interest (e.g. adults and children). Domain efficacy 
can be assessed separately for these subgroups, possibly 
by silo, either by stratification or modelling. Details will be 
stated in the relevant domain-specific appendix. Subgroups 
of a particular characteristic are denoted by u, which takes 
an integer value if referring to a specific subgroup:

where nU is the total number of subgroups. Note that we 
only consider a single characteristic in this trial design, 
age group (i.e. adult vs paediatric). Additional subgroups 
could be accommodated by expanding the definition 
in (4) such that {Uk ∈ U : k = 1, 2, 3, ..., nU } , where U 
denotes the set of all subgroups, nU is the total number of 
subgroups and Uk denotes the subgroup.

Covariates
We define covariates as discrete baseline variables, other 
than silo membership or subgroup characteristics, which 
are likely to have some prognostic value. A covariate is 
denoted by Zk , where k indexes a particular covariate, and 
is contained within the set Z of all possible covariates:

Values of a particular covariate are labelled by the lower-
case letter associated with that covariate indexed by covari-
ate specific subscript j = {1, 2, ..., JZk

} . For each covariate, 
we define a subset Z∗

k that omits the reference value, typically 
the most frequently observed, from the subset.

Regions and countries
A region is defined here as a broad geographic region, for 
example, Oceania:

where r denotes the region within the set of all nR regions 
R. We define a subset R∗ that omits the reference region 
from R.

We define countries as nested within regions, such that:

where cr denotes a country belonging to the set of all nCr 
countries Cr within region r.

Epochs
The concept of an epoch allows any advances in medical 
practice or changes in the virulence of S. aureus isolates 

(4){u ∈ U : U = 1, 2, 3, ..., nU },

(5){Zk ∈ Z : k = 1, 2, 3, ..., nZ}.

(6){r ∈ R : R = 1, 2, 3, ..., nR},

(7){cr ∈ Cr : Cr = 1, 2, 3, ..., nCr },

with time to be accounted for across the lifetime of a 
multi-year trial. Not accounting for time in an adaptive tri-
als where parameters are estimated from data with control 
cohorts that were randomised at different times can, in 
some circumstances, introduce biases and increase type I 
error or reduce power [26, 27]. An epoch is defined here as 
the calendar time corresponding to a 26-week period:

where the number t corresponds to the natural tempo-
ral ordering of epochs, and nT represents most recent 26 
week period for the purposes of analysis.

Statistical modelling
The SNAP trial data will be analysed using Bayesian sta-
tistical methods, which combine probability distributions 
that summarise the state of knowledge independent of the 
observed data (a prior probability distribution) with the 
observed data model (through a likelihood function) to 
produce probability distributions that reflect an updated 
state of knowledge (a posterior probability distribution).

Models
General linear function
The SNAP trial core protocol and its appendices specify 
multiple different endpoints for analysis, including binary, 
continuous, time-to-event, and ordinal endpoints. Here, 
we define the general linear function that will be used to 
model these endpoints using the appropriate linking func-
tions. Note that we use the notation s(i), u(i) to denote the 
silo and subgroup to which participant i belongs, respec-
tively. Similarly for participant i, dkj(i) indicates the treat-
ment received, Dk(i) indicates domain non-membership, 
zkj(i) indicates covariate level, r(i) and cr(i) indicate region 
and country location, and t(i) indicates epoch during 
which they were randomised. The general linear function 
is defined as follows:

The parameters described in (9) are defined, for a gen-
eral endpoint, as follows:

•	 αs,u—for participants in silo s and subgroup u, the 
value for eligible reference interventions, covariate 
level zk /∈ Z∗

k , region r /∈ R∗ , and current epoch.
•	 βs,u,dkj—for participants in silo s and subgroup u, the 

effect of intervention dkj ∈ D∗
ks compared to the ref-

erence intervention. Note that only parameters refer-

(8){t ∈ T : T = 1, 2, 3, ..., nT }

(9)

fi = αs(i),u(i) +
∑

kE≤nD

βs(i),u(i),dkj(i) +
∑

(kE<lE ,lE≤nD )

ψs(i),u(i),dkj(i) ,dlj(i)

+
∑

kI≤nD

γDk (i) +
∑

k≤nZ

θZk ,zkj(i) + δr(i) + ωcr (i) + φt(i).
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encing eligible domains are included, where eligible 
domains for participant i are indexed by kE.

•	 ψs,u,dkj ,dkl—for participants in silo s and subgroup u, 
the effect of the interaction between an interven-
tion dkj ∈ D∗

ks with an intervention dlj ∈ D∗
ls , where k 

is less than l. Note that only parameters referencing 
eligible domains are included, where eligible domains 
for participant i are indexed by kE (and likewise, lE ). 
Also note that the parameter is specific to two-way 
interactions only.

•	 γDk
—for all participants, the effect of ineligibility 

for domain Dk . Note that only parameters referenc-
ing ineligible domains are included, where ineligible 
domains for participant i are indexed by kI.

•	 θZk ,zkj—the effect of covariate factor zkj ∈ Z∗
k , for all 

covariates Zk.
•	 δr—the effect of the region r /∈ R∗ in which the par-

ticipant is located.
•	 ωcr—the effect of the country (that is nested within 

region) in which the participant i is located.
•	 φt—for participants the current 26 week epoch, 

where epochs are contiguous, the effect of time t.

Primary endpoint model
The SNAP trial primary endpoint is binary, denoted 
y ∈ {0, 1} , and is modelled using Bernoulli distribution 
with a logistic link function such that:

where π is the probability of the event conditional on the 
terms described in (9).

We interpret the αs,u in (10) as the log-odds of the 90-day 
all-cause mortality for eligible domain reference interven-
tion in silo s and subgroup u for the reference covariates 
and the βs,u,dkj as the log-odds ratio of the 90-day all-cause 
mortality, relative to the reference intervention, of domain 
interventions dkj in silo s and subgroup u.

Prior distributions and model hierarchy
The following subsections outline the prior distribution 
structure for the parameters of the model using a Bernoulli 
distributed endpoint and logistic link function, including 
the primary model. The model for alternatively distributed 
endpoints will require an alternative prior structure, which 
will be described in detail in an openly available, domain-
specific statistical analysis plan that will be published prior 
to the closure of a domain for terminal analysis. For clar-
ity, a simplified graphical model is provided for the primary 
endpoint in Fig.  1. The following presentation is general; 

(10)
yi ∼ Bernoulli(πi)

πi = logit−1
(

fi
)

,

however, the fixed values chosen by investigators for the 
SNAP trial are described in later sections and in Table 2.

Reference log‑odds
The log-odds for domain-specific interventions dkj are 
defined for each silo s and for each subgroup u and are 
assigned independent normal prior distributions as follows:

where a and b are fixed values set by the investigators to 
be weakly-informative for all silos and subgroups.

Effects of interventions
The log-odds ratios for domain-specific interventions dkj 
are similarly defined for each silo s and for each subgroup 
u; however, the hierarchical prior structure depends on the 
a priori assumptions of exchangeability of these parameters 
across silos. Irrespective of the different exchangeability 
assumptions, the prior structure is always hierarchical in 
that it allows information between subgroups (i.e. adult and 
paediatric groups) to be shared. The different prior struc-
tures are summarised as follows:

•	 Where a silo has a unique subdomain (i.e. it exists only 
for a single silo), the log-odds ratios where the inter-
vention is silo-specific are modelled as normally dis-
tributed such that all subgroups have the same silo-
specific mean and variance: 

where a, b, p, and q are fixed values set by the blinded 
investigators. We refer to this prior structure as 
‘silo-specific’.

•	 Where two or more silos share a subdomain, and the 
log-odds ratios are a priori considered be common 
across silos (i.e. βs,u,dkj = βu,dkj for all s), the silo- and 
subgroup-specific log-odds ratio for an intervention 
may be modelled as normally distributed with an inter-
vention-specific mean and variance: 

where a, b, p, and q are fixed values set by the blinded 
investigators. We refer to this prior structure as 
‘subdomain-fixed’.

(11)αs,u ∼ N (a, b2),

(12)

βs,u,dkj ∼ N (µs,dkj , τ
2
s,dkj

)

µs,dkj ∼ N (a, b2)

τ 2s,dkj
∼ Inv–Gamma(p, q),

(13)

βu,dkj ∼ N (µdkj , τ
2
dkj
)

µdkj ∼ N (a, b2)

τ 2dkj
∼ Inv–Gamma(p, q),
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•	 Where two or more silos share a subdomain, and the 
log-odds ratios are a priori considered to be exchange-
able, the log-odds ratios are modelled as normally dis-
tributed with a subgroup-specific mean and variance, 
with the subgroup-specific mean modelled as nor-
mally distributed with an intervention-specific mean 
and variance: 

(14)

βs,u,dkj ∼ N (µu,dkj , τ
2
u,dkj

)

µu,dkj ∼ N (ξdkj , υ
2
dkj
)

ξdkj ∼ N (a, b2)

τ 2u,dkj
∼ Inv–Gamma(p, q)

υ2
dkj

∼ Inv–Gamma(p∗, q∗),

where a, b, p, q, p∗ , and q∗ are fixed values set by 
the investigators. This hierarchical prior structure 
ensures that the effect estimates for interventions in 
each silo will be ‘shrunk’ toward one another. Note 
that p∗ and q∗ are not necessarily equal to p and 
q, respectively. We refer to this prior structure as 
‘subdomain-exchangeable’.

Effects of domain eligibility
The log-odds ratios for domain ineligibility are assigned 
independent normal prior distributions such that:

where a and b are fixed values set by the blinded 
investigators.

(15)γDk
∼ N (a, b2),

Fig. 1  Graphical model of primary endpoint (simplified to intervention parameters only). IG, inverse-gamma
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Effects of two‑way interactions
The log-odds ratios for two-way interactions are assigned 
independent normal prior distributions such that:

where a and b are fixed values set by the blinded investi-
gators and k is less than k ′ . Where an interaction is con-
sidered a priori implausible, the interaction terms are set 
simply to zero.

Effects of regions and countries
The log-odds ratios for regions are assigned normal dis-
tributions such that:

where a and b are fixed values set by the investigators. 
The log-odds ratio of country are nested within region 
hierarchically and are treated as exchangeable within 
region such that:

(16)ψs,u,dkj ,dk′ j
∼ N (a, b2),

(17)δr ∼ N (a, b2),

where p, and q are fixed values set by the blinded 
investigators.

Effects of covariates
The log-odds ratios for covariate factors are assigned 
independent normal prior distributions such that:

where a and b are fixed values set by the blinded 
investigators.

Effects of epoch
Temporal trends will be accounted for by splitting the 
trial sample into separate cohorts defined by contiguous 
26 week epochs and using first-order dynamic normal 
linear model within (9) and broadly suggested by [26, 27]:

where p, and q are fixed values set by the blinded 
investigators.

Furthermore, an additional sensitivity analysis may 
be performed to evaluate all outcomes of interest using 
cohorts that are restricted to participants who were ran-
domised concurrently among the available interventions 
at the time and removing the φt parameter from the 
model.

Exploratory analyses
Additional analyses are described in the SNAP statistical 
appendix and relevant domain-specific appendices that 
include parameters for the interactions between inter-
ventions and other covariates to enable the comparative 
effectiveness by covariates as a pre-planned exploratory 
analysis.

Computational methods
The joint posterior probability distributions of the model 
parameters described in the preceding sections are ana-
lytically intractable, and therefore computational Bayes-
ian methods will be used for the data analyses. We will 
use Markov-chain Monte Carlo (MCMC) methods 
implemented in stan, a probabilistic programming lan-
guage [28], to numerically compute the joint posterior 
distributions of the parameters for each model based 
on the likelihood functions for the models and prior 

(18)
ωcr ∼ N (0, τ 2r )

τ 2r ∼ Inv–Gamma(p, q)

(19)θZk ,zkj ∼ N (a, b2),

(20)

φnT = 0

φt−1 ∼ N (φt , τ
2
t )

τ 2t ∼ Inv–Gamma(p, q)

Table 2  Prior distributions and model hierarchy

In-text priors are cross-referenced by the first column parentheses

Parameters Normal(a,b2) Inv-Gamma(p, q)

a b p q

Reference incidences (11)

        αs,u -2 10 – –

Effects of intervention

    Silo-specific (12)

        µs,dkj 0 1 – –

        τ 2s,dkj
– – 1 1/16

    Subdomain-fixed (13)

        µdkj 0 1 – –

        τ 2dkj
– – 1 1/16

    Subdomain-exchangeable (14)

        τ 2u,dkj
– – 1/10 1/400

        ξdkj 0 1 – –

        υ2
dkj

– – 1 1/16

Effects of domain eligibility (15)

        γDk
0 1 – –

Effects of two-way interactions (16)

        ψs,u,dkj ,dk′ j
0 1 – –

Effects of regions and countries (17), (18)

        δr 0 10 – –

        τ 2r – – 1 1/16

Effects of covariates (19)

        θZk ,zk 0 10 – –

Effects of epoch (20)

        τ 2t – – 1/4 1/10
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parameter distributions. Specifically, we will sample from 
the posterior distribution of each parameter of the model 
by using the Hamiltonian Monte Carlo algorithm imple-
mented within stan, called from the R software environ-
ment [29]. For each parameter, we will run three or more 
MCMC chains in parallel for a ‘burn-in’ phase and sam-
pling phase for as many iterations that are sufficient for 
the SNAP trial analytic team to be confident in the infer-
ence. Convergence of the MCMC chains will be assessed 
by the SNAP trial analytic team via the effective sample 
size, the scale reduction R̂ , and graphical representations 
of the MCMC chains [30].

Missing data
Death from S. aureus bloodstream infection predomi-
nantly occurs prior to hospital discharge, therefore, par-
ticipants that are discharged alive from hospital but are 
lost to follow-up prior to day 90 (i.e. have missing out-
come data) will be assumed to be alive at day 90, unless 
later information becomes available indicating a death in 
the 90-day period. A complete case strategy will be used 
for all other missing outcome data.

Concurrently randomised cohorts
By design, the way that participants are assigned to 
treatments in adaptive randomised trials changes over 
time, which can lead to treatment-outcome confound-
ing in certain cases. For when that confounder is based 
on calendar time, we have included epoch modelling as 
one countermeasure to confounding (see the ‘Epochs’ 
section). An additional potential for confounding may 
occur when a participant is unable to be randomised to 
a particular intervention within a subdomain. Reasons 
why might include contraindication or site unavailabil-
ity for that particular intervention. Currently, the SNAP 
trial only randomises participants among two treat-
ments per subdomain, and therefore the primary model 
is sufficient. In the event that the participant is to be ran-
domised among more than two treatments, the SNAP 
study team may include additional model parameters 
to capture the ineligibility of participants to particular 
interventions.

As a further safeguard against treatment-outcome 
confounding arising from changing randomisation 
schemes, at the final analysis of a domain, we intend to 
perform and report sensitivity analyses of the primary 
model outcomes of each embedded fixed design corre-
sponding to concurrently randomised cohorts, as rec-
ommended [31]. A concurrently randomised cohort is 
a subset of trial participants who had the same treat-
ments available and all had the same chance of receiv-
ing those treatments (through randomisation) over the 
same time period.

Randomisation
General principles
Consented participants will be randomly allocated 
among interventions in subdomains for which they are 
eligible. Participants will be randomised to one interven-
tion from each domain that their enrolling site is partici-
pating in, according to allocation probabilities detailed 
in each domain-specific appendix and stratified by sub-
group. Although patients are randomised to receive an 
intervention drawn from each element of Dks at platform 
entry, since the eligibility for some silos and domains may 
not be known at that time, allocations in some domains 
may not be revealed until the participant fulfils the rel-
evant silo and domain eligibility rules.

Response‑adaptive randomisation
Response-adaptive randomisation [24, 25] may be applied 
at the silo and subdomain level if a silo has a subdomain 
comprising at least three active intervention arms. Where 
response-adaptive randomisation is applied, then assign-
ment probabilities for all interventions within the sub-
domain will initially be equal. Upon reaching the next 
scheduled analysis, data accumulated on the primary end-
point will subsequently guide allocation probabilities. For 
each subgroup, randomised assignment probabilities among 
the subdomain interventions will be permitted to vary pro-
portional to the probability that each intervention is the 
most effective within that subdomain. Allocation probabili-
ties will be based on the results of scheduled analyses.

Response-adaptive randomisation will be used to 
update randomisation probabilities as follows:

where j  = j′ . Here, ρs,u,d∗kj is the updated randomisation 
probability for intervention d∗kj in subdomain Dks for sub-
group u, P(βs,u,d∗kj = minj βs,u,d∗

kj′
) is the probability that 

intervention d∗kj is best of the non-reference interventions 
in domain Dks for subgroup u, V (βs,u,d∗kj

) is the variance of 
the posterior distribution of βs,u,d∗kj , and ns,u,d∗kj is the total 
number of participants with 90 days follow-up who have 
been allocated to an intervention d∗kj within a domain Dks 
for subpopulation u.

Ineligible or unavailable domains
A participant may be ineligible for a specific domain 
because of contraindications (e.g. allergies, intolerances, 
adverse events) or non-contraindications (e.g. lack of 
access, clinician discretion, site opted out of domain). 
Domain ineligibilities will be incorporated by including 

(21)

ρs,u,d∗kj
∝

√

√

√

√

P(βs,u,d∗kj = minj βs,u,d∗
kj′
)V (βs,u,d∗kj

)

ns,u,d∗kj
,
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the γDk
 terms of the statistical model in (9), which repre-

sent the incremental effect on the outcome of ineligiblity 
or unavailability of a domain for all participants. If a par-
ticipant is ineligible for all interventions within a domain 
and/or an entire domain is unavailable at the site at the 
time of randomisation, then the participant will also be 
deemed ineligible for that domain.

If response-adaptive randomisation is used and a 
participant is ineligible for one or more interventions 
within a domain, assignment probabilities will be re-
normalised across the remaining eligible interven-
tions, as long as there are a minimum of two eligible 
interventions within that domain that are available 
to the participant. If an intervention within a domain 
is unavailable at the time of randomisation for site-
specific reasons (e.g. temporary lack of access to the 
intervention drug), then assignment probabilities will 
be re-normalised across the remaining available inter-
ventions, as long as there are a minimum of two eligi-
ble interventions within that domain that are available 
to the participant. Data on both the primary and sec-
ondary endpoints in participants flagged as ineligible 
(refused) for some or all interventions will still be cap-
tured and available for analysis.

Scheduled updates and decision rules
The SNAP trial is designed to be perpetual and answer 
both clinician and consumer priority-driven research 
questions for S. aureus bloodstream infection. At sched-
uled intervals, the available data will be used to update 
posterior distributions that, in turn, will be used to 
inform operational decision rules based on prespecified 
stopping rules.

Data source
Allocation to randomised interventions remains con-
cealed until the time it is revealed to site investigators. 
The assessment of primary and secondary outcomes by 
site investigators will not be blinded to knowledge of 
allocated intervention. All trial and site investigators 
will remain blinded to aggregated trial outcomes. Only 
the SNAP analytic team and data safety and monitoring 
committee members will have access to unblinded aggre-
gated trial outcomes. Scheduled updates will be per-
formed using all available data from eligible SNAP trial 
participants. Unblinded data will be extracted from the 
SNAP trial database immediately prior to each update 
and provided to the SNAP trial analytic team. The SNAP 
analytic team and data safety and monitoring committee, 
unblinded to treatment allocation, are independent of all 
other trial committees to ensure independence.

Posterior summaries
The primary endpoint is all-cause mortality at 90 days 
after platform entry. The primary contrast of interest 
(i.e. the estimand) is the effect, within a given domain, 
of the intervention compared to the reference interven-
tion on the probability of the primary endpoint, in ran-
domised participants in the adult population. This effect 
will be summarised by the log-odds ratio of the primary 
endpoint computed from (10). Note that an odds ratio 
greater than one indicates an increase in mortality.

The full list of endpoints, population summaries, and 
populations within the estimand framework can be found 
in the core protocol, domain-specific appendices, and the 
statistical appendix (see https://​www.​snapt​rial.​com.​au).

The posterior distributions of each parameter of inter-
est will be summarised using medians and 95% credible 
intervals. A 95% credible interval is conceptually simi-
lar to a frequentist 95% confidence interval although is 
interpreted as the interval within which the parameter of 
interest will fall with 95% probability. We use equal-tailed 
credible intervals which take the 2.5th and 97.5th percen-
tiles as their respective lower and upper bounds.

Decision rules
The posterior distribution of the odds ratio for the pri-
mary endpoint forms the basis of the decision rules for 
concluding superiority or non-inferiority for an inter-
vention or statistical futility of the efficacy objectives as 
described in the following subsections. Note that the 
thresholds used to define these decision rules were deter-
mined via extensive computer simulations, which are 
outlined in the ‘Trial operating characteristics’ section.

Superiority
Clinically, the superiority of any intervention dkj versus 
the reference intervention, unless specified otherwise, is 
defined for the adult population as an odds ratio of less 
than one for the primary endpoint. A stopping decision 
for superiority will be made if, at a scheduled update, the 
posterior probability of superiority in the relevant silo (or 
domain), for the adult subgroup, is greater than qE:

Similarly, the stopping decision for futility of the supe-
riority objective will be made if, at a scheduled analysis, 
the posterior probability of superiority, for the adult sub-
group, is less than qEF:

(22)Pr
[

exp(βs,u=1,dkj ) < 1
]

> qE .

(23)Pr
[

exp(βs,u=1,dkj ) < 1/1.2
]

< qEF .

https://www.snaptrial.com.au
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Non‑inferiority
Clinically, the non-inferiority of any intervention dkj ver-
sus the reference intervention is defined for the adult pop-
ulation as an odds ratio of less than 1.2 for the primary 
endpoint. A stopping decision for non-inferiority will be 
met if, at a scheduled update, the posterior probability of 
non-inferiority in the relevant silo (or domain), for the 
adult subgroup, is greater than qNI:

Similarly, the stopping decision for futility of the non-
inferiority objective will be made if, at a scheduled analy-
sis, the posterior probability of non-inferiority, for the 
adult subgroup, is less than qNIF:

Frequency of scheduled updates
Scheduled updates will be made each time that an addi-
tional 500 randomised participants, including both adults 
and children, have completed 90 days of follow-up from 
platform entry. Extensive simulations have led to this 
schedule that, along with prespecified decision rules, 
maintains a low probability of declaring a false-positive 
result (see the ‘Trial operating characteristics’ section) 
and ensures that enough data is collected to assess sec-
ondary safety outcomes that may have lower frequencies.

Introducing new interventions
If a new intervention is introduced to an active subdo-
main (a subdomain with at least two interventions), then 
randomisation will be fixed for the new intervention in 
order to guarantee a sufficient allocation to the new 
intervention. If upon introducing the new intervention 
to a subdomain indexed by ks there are nks interventions, 
then a restricted allocation of 1/nks will be used to allo-
cate participants to the new intervention. The remain-
ing 1− (1/nks) probability will be allocated to the other 
interventions either equally or with a probability deter-
mined by response-adaptive randomisation and, at the 
subsequent scheduled update, either equal allocation 
between all interventions will continue or the restriction 
will be removed and response-adaptive randomisation 
will be applied to all interventions, depending on what is 
specified in the relevant domain-specific appendix.

Trial conclusions and reporting
At each scheduled analysis, the SNAP trial analytic team 
will prepare an unblinded report for the data safety and 
monitoring committee. If stopping rules are satisfied, the 

(24)Pr
[

exp(βs,u=1,dkj ) < 1.2
]

> qNI .

(25)Pr
[

exp(βs,u=1,dkj ) < 1.2
]

< qNIF .

data safety and monitoring committee will make recom-
mendations to the global trial steering committee on the 
public disclosure of results and/or the removal of inter-
ventions within particular subdomains.

Note that if a stopping rule for superiority is met for a 
given subdomain, then the intention is to cease randomi-
sation to all relevant interventions. All future trial partic-
ipants may be deterministically allocated to the superior 
intervention, or a different intervention determined by 
the treating clinician, until a new intervention is added 
to the subdomain. If the treating clinician determines the 
intervention, then the choice will be recorded in the trial 
database. If non-inferiority is demonstrated at a sched-
uled analysis, then recruitment into that subdomain may 
continue in order to seek a conclusion of superiority, 
based on prespecified rules in the relevant domain-spe-
cific appendix, and the recommendation from the data 
safety and monitoring committee and global trial steering 
committee. Further safety outcomes are reviewed by the 
data safety and monitoring committee at each scheduled 
analysis who, within their charter, may request a continu-
ation of enrolment, even if a non-inferiority or superi-
ority decision criteria have been met, in order to collect 
more information on the safety of intervention(s).

Changes to prespecified analyses
The unblinded SNAP trial analytic team will monitor 
the primary and secondary model behaviour, including 
numerical stability and scientific appropriateness. Alter-
native models may be needed if there are unforeseen 
numerical, data, or modelling problems. Any alternatives 
will be implemented by the SNAP trial analytic team and 
communicated to the data safety and monitoring com-
mittee and may be reported to the global trial steering 
committee providing that there is no risk to trial integrity.

Initial implementation
Trial structure
The initial SNAP trial silo, domain, and subdomain struc-
ture at commencement is summarised in Table  1. The 
participant flow, randomisation, and reveal sequencing 
are summarised in Fig. 2. Key features are as follows:

•	 The primary endpoint is all-cause mortality at 90 
days after platform entry.

•	 Each subdomain initially consists of two interven-
tions only.

•	 The subdomains of each silo within the backbone 
antibiotic domain are unique.

•	 For the adjunctive and early oral switch domains, 
subdomains are the same across silos.

•	 Only participants who have clinically stable disease 
and the ability to absorb or adhere to oral regimens, 
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Fig. 2  Participant flow, randomisation, and reveal sequencing. SAB, Staphylococcus aureus bloodstream infection/bacteremia; EOS, early oral switch
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at day 7 for uncomplicated disease or day 14 for 
complicated disease will be eligible for the early oral 
switch domain.

The current design of the SNAP trial is optimised for 
comparative effectiveness. Future domains may allow 
the introduction of new interventions for registrational 
purposes. In such circumstances, the SNAP Global Trial 
Steering Committee will enter into discussions with 
the new product sponsors and the regulators regarding 
the details of the relevant domain-specific appendices, 
including specific concurrent control and safety report-
ing requirements.

Primary model
The model of the primary endpoint is a special case of 
(10), with the linear component specified as follows:

Note that the parameters in (26) are interpreted as 
described for (10). Silos, domains, and interventions are 
as described in Table  1. At platform commencement, 
only a single dichotomous subgrouping is specified for 
age such that U = {1, 2} → {‘adult’, ‘child’} . Additionally, 
clinical plausibility leads us to consider only interactions 
between interventions in the MRSA silo in the backbone 
antibiotic and adjunctive antibiotic domains. Further-
more, a single covariate will be included in the primary 
model, age group, such that Z1 = {1, ..., 9} → {‘30 days or 
less’, ‘31–365 days’, ‘1–4 years’, ‘5–11 years’, ‘12–17 years’, 
‘18–39 years’, ‘40–59 years’, ‘60–79 years’, ‘80 years and 
over’}. Regions correspond broadly to established geo-
political regions such that R = {1, ..., 8} → {‘Africa and 
the Middle East (excluding Israel)’, ‘East Asia’, ‘Europe 

(26)

fi = αs(i),u(i) +
∑

kE≤3

βs(i),u(i),d1j(i) + ψs(i)=3,u(i),d1j(i),d2j(i)

+
∑

kI≤3

γDk (i) + θZ1,zkj(i) + δr(i) + ωcr (i) + φt(i).

(including Israel)’, ‘Oceania’, ‘North America’, ‘South and 
Central America’, ‘South-east Asia’, ‘Subcontinental Asia’}.

Prior distributions and model hierarchy
The model hierarchy and prior structure is specified as detailed 
in the ‘Prior distributions and model hierarchy’ section. The 
specific choices for each prior parameter are provided in 
Table 2. In general, the priors are minimally informative.

Decision rule thresholds
The decision rule thresholds are set at 0.99 for each of the 
superiority, qE (22), and non-inferiority , qNI (24), deci-
sion rules, and at 0.01 for each of the futility of superi-
ority objective, qEF (23), and futility of non-inferiority 
objective, qNIF (25) decision rules.

Trial operating characteristics
It is often possible to analytically derive frequentist trial 
operating characteristics such as power and type I error 
for simple trial designs using well known-formulae. For 
complicated trials such as the SNAP trial, no analytical 
formulae exist and therefore computer simulations are 
used to estimate the trial operating characteristics.

Extensive simulations were performed to evaluate the 
effect of different trial designs, such as the number and 
timing of scheduled analyses and decision rule thresh-
olds, on the frequentist operating characteristics. The 
simulation process was iterative, involving close collabo-
ration between the statistical and clinical team in which 
the trial design was refined over time by the SNAP Statis-
tical Subcommittee. Table  3 summarises the proportion 
of 1000 simulated trials that satisfied the stated deci-
sion rules in each silo and domain for the decision rule 
thresholds stated in the previous subsection. In brief, the 
simulation assumptions were:

•	 A maximum sample size of 7000 (comprising 6000 
adults and 1000 children)

Table 3  Proportion of simulated trials declaring non-inferiority and superiority

Scenario 1 corresponds to an ‘all null’ scenario (odds ratio for non-inferiority: 1.2; odds ratio for superiority: 1.0); scenario 2 corresponds to ‘moderate effect’ scenario 
(odds ratio: 0.75 for all hypotheses)

EOS, early oral switch; MSSA, methicillin-susceptible S. aureus; PSSA, penicillin-susceptible S. aureus.; MRSA, methicillin-resistant S. aureus

Scenario Strata Non-inferiority Superiority

Backbone Adjunctive EOS Backbone Adjunctive EOS

1 MSSA 0.02 – 0.07 0.00 0.07 –

PSSA 0.06 – 0.03 0.01 0.07 –

MRSA – – 0.04 0.01 0.07 –

2 MSSA 0.99 – 0.95 0.77 0.93 –

PSSA 0.61 – 0.78 0.29 0.93 –

MRSA – – 0.84 0.46 0.93 –
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•	 Proportion of patients in silos: MSSA (64%), PSSA 
(16%), and MRSA (20%)

•	 Reference mortality rates for adults and children 
in each silo, respectively, for participants who were 
not eligible for early oral switch: MSSA (15%, 2.2%), 
PSSA (15%, 2.2%), MRSA (20%, 3.5%)

•	 Proportion of participants eligible for early oral 
switch domain, for adults and children (respectively), 
at day 7 (10%, 45%) and day 14 (60%, 30%). Note that 
eligibility for early oral switch modified the reference 
mortality rates (as detailed in Additional file 1)

•	 Scenario 1 refers to the ‘null’ scenario in which the 
odds ratios were set equal to 1 where superiority was 
the main objective and 1.2 where non-inferiority was 
the main objective

•	 Scenario 2 refers to the ‘moderate’ treatment effect 
scenario where the odds ratio was set to 0.75 for all 
scenarios

•	 For the backbone antibiotic domain, decisions are 
based upon the ‘silo-specific’ effects of interventions 
(see (12)). For the adjunctive antibiotic domain, deci-
sions are based upon the ‘subdomain-fixed’ effects 
of interventions (see (13)). For the early oral switch 
domain, decisions are based upon the ‘subdomain-
exchangeable’ effects of interventions (see (14))

The proportions under scenario 1 correspond to piece-
wise frequentist type I errors, and we can see that for all 
silos and domains, the type I error is less than or equal 
to 7%. The proportions under scenario 2 correspond to 
the frequentist power of the trial. We can see that under 
a moderate treatment effect power is close to 80% or 
higher for non-inferiority rules except for the PSSA silo, 
the smallest silo, in the backbone antibiotic domain. 
Power for the MRSA silo in the backbone antibiotic 
domain is a relatively low 46% but not unexpected for the 
size of the silo. Power for superiority in the adjunctive 
antibiotic domain is 93%, noting that the decision rule for 
the domain is domain-specific, rather than silo-specific.

The report detailing the full set of simulated trial oper-
ating characteristics, under a range of plausible scenarios, 
is available as an online supplement.

Current state
The SNAP trial opened to recruitment on 16 February 
2022. As of the date of the first scheduled analysis (31 
May 2023), the trial has initiated all domains and treat-
ments as described in Table  1 and enrolled 844 par-
ticipants, over 59 sites, within 5 countries (Australia, 
Canada, Israel, New Zealand, and Singapore).

Concluding remarks
We have provided a detailed description of the statistical 
principles of the SNAP trial. Rather than provide a com-
prehensive statistical analysis plan, our intention was to 
describe the trial design and structure using relatively 
formal language so that the different components of the 
trial could be referred to unambiguously. Our hope is 
that by formalising the platform trial structure we can 
encourage others to consider the value of platform trial 
designs in their research. To aid understanding, we have 
described the initial implementation of the SNAP trial 
design.

The SNAP trial is similar to other international plat-
form trials currently underway such as the Australasian 
COVID-19 Trial (ASCOT) [32] and the Randomized, 
Embedded, Multifactorial Adaptive Platform trial for 
Community-Acquired Pneumonia (REMAP-CAP) [33]. 
A key differentiating feature is that the inferential model, 
and therefore clinical value of the SNAP trial, is strength-
ened by including both adult and paediatric populations. 
The approach of the SNAP trial design to modelling pae-
diatric and adult data with common priors could con-
ceivably be applied in other contexts where there are 
underrepresented population subgroups with substan-
tially different phenotypes, for example in geriatric popu-
lations, in people who inject drugs, or biological sex.

Platform trials present unique and complex statisti-
cal challenges that cannot be addressed by a traditional 
statistical analysis plan. A flexible statistical model that 
can account for changes to the number of trial inter-
ventions, domains, and subgroups, and allow inter-
vention comparisons that are balanced over eligibility 
criteria, covariates, and time, needs to be defined a pri-
ori. Such complexities are best addressed in a separate 
protocol statistical appendix that includes a summary 
of the simulations used to design the trial along with 
other statistical documentation including domain-
specific statistical analysis plans that are implemented 
upon reaching a domain-specific conclusions. The 
protocol statistical appendix does not take the place 
of the statistical analysis plans that are required to 
report the results upon reaching a domain conclusion. 
Instead, the statistical appendix provide the template 
to implement the statistical model and decision rules 
at each scheduled analysis.

A consensus-based guideline/checklist is not yet 
available for this essential protocol content in platform 
trials. We believe that this publication serves as a first 
step toward a consensus on statistical documentation 
requirements for platform trials.
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Abbreviations
COVID-19	� Coronavirus disease of 2019
EOS	� Early oral switch
MCMC	� Markov-chain Monte Carlo
MRSA	� Methicillin-resistant S. aureus
MSSA	� Methicillin-susceptible S. aureus
PSSA	� Penicillin-susceptive S. aureus
SNAP	� Staphylococcus aureus Network Adaptive Platform trial
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