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Dying of a Hundred Good Symptoms: Why Good Security Can Still Fail - 

A Literature Review and Analysis 

Abstract 

Many organizations suffer serious information security incidents, despite having taken 

positive steps towards achieving good security standards.  Security certifications and 

high levels of maturity may have been obtained, but fundamental security problems 

remain. 

The authors hypothesize that these issues are often as a result of security arrangements 

not being sufficiently integrated with how the whole organization actually goes about 

its business.  Whether embarking on a new Enterprise Information System (EIS) or 

refreshing a security strategy, we believe that adopting an enterprise architecture (EA) 

approach to implementing information security – commonly referred to as an 

‘Enterprise Information Security Architecture’ (EISA) - will deliver substantial 

benefits.  However, EAs typically require specialist resources to develop and maintain 

them, and this takes time; which makes it difficult for architectures to keep pace with 

business change.  These barriers must be overcome if the EISA is to be effective. 

Our paper has reviewed and analyzed literature concerning the root causes of 

information security incidents and describes a novel approach for ensuring that the 

most critical factors are considered when building an EISA framework.  We propose 8 

domains that must be managed together to ensure that an EISA is successful. 
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Introduction and Preliminaries 

The pursuit of innovation and efficiency in modern organizations is undertaken in an 

environment of increasing complexity, coupled with unprecedented increases in data 

volumes.  Indiscriminately following generic security standards or applying outdated 

frameworks may not match the risk profiles of organizations, and may not provide adequate 

protection of information (Sun and Chen, 2008; Wang et al. 2009). 



Benchmarking information security key performance indicators (KPIs) against other 

organizations can be a valuable indicator, and where barriers to protecting such information 

exist, privacy preserving benchmarking solutions have been described in the literature 

(Kerschbaum, 2008; Xiong et al. 2017, Zhang et al. 2018).  However, accurately specifying 

static evaluation metrics that will measure security posture for even the most similar 

organizations faces significant challenges for measurability.  Aggregating the dynamic status 

of information systems to a single metric will lose essential information but conversely, 

specifying too much detail will make it difficult to determine relevance (Pendleton et al. 

2016).  Furthermore, applying security standards on a linear scale is unlikely to protect 

against the full range of vulnerabilities that an organization can face, and will not consider 

realistic, dynamic attack scenarios. 

Adopting the practice of EA in the design and implementation of security strategies will help 

companies manage complex business processes and support business strategies (Goudalo and 

Seret, 2009; Wang et al. 2009).  In addition to ensuring that routine tasks operate reliably and 

predictably (Albuquerque et al., 2014; Goudalo and Seret, 2009; Jafarov, 2013), it might also 

facilitate double-loop organizational learning (Vallerand et al. 2017) in light of the relevant 

experience being gained throughout the enterprise and, therefore, helping to support valuable 

transformation initiatives.  This could support management to seek out business change 

opportunities (Tahajod, 2009). Without this level of organizational structure, knowledge of 

the business could become isolated into silos, with executives initiating business change with 

a limited perspective on the wider implications for its information security. 

Some of the latest advances in technology, such as the Internet of Things (IoT), require that 

organizations take an holistic view as to how they secure information and services, since 

these technologies may have least complexity and are unlikely to be innately secure (Adat 

and Gupta 2018).  Senior executives are cognizant of the need to embrace these new 



technologies but are not always considering the security risks that these technologies can 

incur for their business, as security is often traded for usability without due diligence being 

applied. 

Where an organization’s data becomes distributed and decentralized, such as in the case of 

cloud-based services, consideration must also be given to the security arrangements of these 

services and of their partners that are providing the services (Gupta et al. 2017; Stergiou et al. 

2018).  The risks from new technology and business change can grow unchecked (Luethi and 

Knolmayer, 2009), if an organization focuses its information security strategies solely on its 

traditional systems (Ahmad, 2005; B Farroha and Farroha, 2011; Chen et al., 2012; Tanaka, 

2009; Zhidzir et al., 2010).  The needs for information security are pervasive throughout the 

enterprise architecture. Therefore, both business architecture and IT architecture need to be 

considered holistically in order to select the most appropriate security models (Gupta et al. 

2016). Security must not unduly hinder business function, but business processes must have 

due regard to security constraints, including legislative and regulatory requirements (Atay 

and Masera, 2011; Li et al. 2018; Ohki et al., 2009).  Modern security challenges are 

comprehensively referenced in Computer and Cyber Security: Principles, Algorithm, 

Applications, and Perspectives (Gupta et al. 2018).  These studies reinforce the principle that 

security solutions have to extend beyond traditional boundaries and provide trusted services 

that help both reduce complexity and increase security. 

Existing architecture frameworks typically require extensive knowledge of other standards 

and concepts, with the skill and time available to selectively incorporate them into the 

architecture (Kaisler, 2005). Organizations tend to make compromise decisions and depart 

from the architecture in fundamental ways to deliver faster, but, in the process, rendering the 

architecture ineffective (Shah and Kourdi, 2007). 



Our paper has reviewed and analyzed literature concerning the root causes of information 

security incidents over a 10 year period since EISA’s became commonly established, and has 

considered whether an enterprise architecture approach for information security was 

identified in the literature.  Analysis of the literature was conducted using a mixed method of 

quantitative and qualitative research.  

This paper aims to test the authors’ hypothesis that security failures can result from a lack of 

consideration for the full characteristics of the enterprise when defining information security 

strategies.  As such, it seeks to answer the following research questions: 

(RQ1) To what extent do the root causes of information security incidents relate to 

potential failings in how an enterprise has implemented its information security 

programs? 

(RQ2) To what extent has enterprise architecture already been seen as a potential 

solution to make information security more effective? 

(RQ3) Are there any fundamental differences between the public and private sectors that 

need to be taken into consideration when taking an EA approach to information 

security? 

We describe the methodology of our systematic literature review in Section 2 and present our 

findings in Section 3, focusing on the quantitative analysis in Section 3.1 and the qualitative 

thematic analysis in Section 3.2.  We discuss the value of enterprise information security 

architectures in Section 3.3 and differences between the public and private sectors in Section 

3.4. We then discuss our general findings in relation to our original research questions in 

Section 4, and conclude the paper in Section 5. 

Methodology 

This study is divided into i) a review of the root causes of security incidents, both in the 



context of IT security failure and success criteria, and ii) a review of the benefits of enterprise 

information security architecture implementations. Our literature review followed a 

systematic approach according to the principles set out by Kitchenham and Charters (2007). 

This consisted of defining the search plan; specifying inclusion and exclusion criteria; 

selecting keywords for the search; creating Boolean search strings; selecting the analysis 

method(s); selecting the literature; and finally, analyzing and synthesizing the data. 

Literature search 

Figure 1 shows our search keywords. We created two separate collections, described 

throughout the review as non-targeted (i.e. root causes, top half of Figure 1) and targeted (i.e. 

architecture implementations, bottom half of Figure 1). Searches were restricted to article 

meta data and abstract only. All papers were selected and analyzed by the lead author, who is 

a practitioner in IT security. 

 

Figure 1 - Literature search: shows keywords used by the authors to search for literature. 

Our search criteria was specifically designed to discover detailed academic studies of 

information security incidents, as opposed to facilitating the creation of a taxonomy of the 

technical nature of attacks. 

Inclusion and exclusion criteria 

Enterprise Information Security Architecture, as a concept, started to gain recognition around 



2005 (Gartner, 2017; Shariati et al., 2011). We therefore restricted the search to the last ten 

years (2005 to 2016). We excluded articles that are not written in the English language, older 

articles that had zero citations, and non-academic papers. 

Analysis method 

The search identified 62 articles for detailed analysis. They were read in full and coded in 

NVivo (QSR NVivo version 10, 2014), to provide statistical data for the quantitative 

analysis.  We then examined the correlations between the codes and their impact on the 

success or failure of IT security initiatives. We created NVivo nodes dynamically as the 

articles were read in full. This ensured that the root causes of security failures and successes 

were captured with an appropriate level of granularity. Nodes were created on the basis of 

evidence of failures or successes, rather than future predictions. In total, we created 65 nodes 

that capture potential root causes of success or failure of information security. In addition to 

nodes for root causes, we created additional nodes to indicate whether the reference described 

a cause of failure or success, and whether the reference was specific to the public or private 

sector (where the distinction could be made reliably). We conducted both quantitative 

analysis of the individual coding and qualitative analysis of the nodes created.  The results of 

these processes are described below. 

Findings 

Quantitative analysis of the coding 

Our quantitative analysis studies dependencies between the 65 nodes we identified during the 

coding. Figure 2 shows the total number of references for each node. Human Factors and 

Risk Management are referenced the most. 

 



 

Figure 2 – Code distribution: shows the frequency of coding. 

However, the true extent to which each node corresponds to instances of failure or success of 

IT security is given more precisely by correlation values instead of reference counts. The 

correlation coefficients between the root cause nodes and their corresponding success or 

failure nodes indicate the extent to which each node influences the success or failure of IT 

security within our study. 

 

 

Figure 3 – Node failure/success correlation: shows how each node correlated with success or failure of security. 

Figure 3 shows the correlation coefficients associated with success (light grey, upper half) 

and failure (dark grey, lower half). The error bars indicate the standard deviation of all nodes’ 

correlation values. The figure shows that, while Risk Management is one of the most 

frequently mentioned factors, it is mostly attributable to the success of information security, 

rather than failure. We can also see that Architecture (r=0.67) is the most significant factor of 



success, and that Internal Threat (r=0.71) is the most significant factor in the failure of IT 

security, or in other words, the cause of security incidents.  

 

However, it is necessary to investigate these correlations further to determine the root causes. 

We therefore analyzed how nodes correlated with each other by computing a pairwise 

correlation matrix. The result, a matrix of 4,225 cells (65x65), is shown in Figure 4. 

 

 

Figure 4 - Pairwise correlation matrix; shows a sample of the matrix. 

Following the strongest correlation coefficients in this matrix highlights a chain of events or 

activities that frequently work together. For example, Human factors is associated with the 

Internal Threat; which needs Supervision; to enforce Accountability; and build Trust; in 

Third Party relationships. This chain is highlighted by the green, dotted lines in Figure 5. 

Therefore, to help reduce Human Error, we would most likely need a continual review of our 

business partner arrangements. Similarly, Documenting security Knowledge into repeatable 

Business Processes can also help to reduce Human Error. These links or chains form the 

foundation of our analysis. Figure 5 shows each node with its strongest correlation. 

 



  

Figure 5 - Strongest node pairs: shows the strongest pairing of the node to node correlations. 

Figure 6 shows the nodes in an X-Y scatter chart, which provides a different perspective of 

the same information.  Nodes are positioned in relation to their overall effect on success or 

failure and their correlation with other nodes. 



 

 

Figure 6 - Node Influence scatter chart: plots nodes based on their correlation to success and failure, and of their 

correlation to each other. 

The nodes in the bottom-right quadrant have a significant correlation with many other nodes, 

but only a weak correlation with success or failure. This often means that, while they are not 

one of the highest contributors to success or failure, they are a significant contributor to the 

success or failure of other nodes, for example Business-Driven, or Knowledge. For the top-

left quadrant, the reverse is true. The nodes in the upper right quadrant show both a high 

correlation to IT Security performance, and a high correlation with other nodes, with Human 

Factors being the most influential. The graph shows that the relationship is non-linear, and 

the key relationships between nodes are complex (the green, dotted line highlights the nodes 

in the earlier example). 

 



Qualitative Analysis of the Nodes 

We used inductive (bottom up) Thematic Analysis (Braun and Clarke, 2006) to explore the 

node references.  This method of qualitative analysis allowed us to make the most impartial 

analysis based on the data that we collected from the articles.  Our analysis was conducted by 

referring to the source references to analyze the coding and determine the themes. This 

process ensured that the themes were predominately influenced by the articles rather than a 

preconception of any architecture that the findings might be aligned to.  Eight high-level 

themes were identified through this process in which all nodes could be grouped by shared 

characteristics.  All 65 nodes are grouped under these 8 themes, and we refer to the themes as 

domains.  They are: Business Process (BP); Enterprise Architecture (EA); External Factors 

(EF); Human Factors (HF); Information Assets (IA); Management Influence (MI); Security 

Governance (SG); and Technology Infrastructure (TI).   

 

When determining the domains, we primarily focused on the most influential nodes. Figure 7 

shows that the eight domains identified are widely represented in the upper right quadrant of 

the node influence scatter chart. 

 



 

Figure 7 - Most influential nodes: shows how the most influential nodes are widely represented by the 8 domains. 

For our analysis of these domains, we first calculate the influence that each node has on the 

performance of IT security, both in terms of its own impact on success or failure, and in 

terms of its influence on other nodes. We define this influence as the product of its 

correlation to success/failure (whichever is greater) and the number of other nodes that it has 

a significant correlation with. Since r values of less than 0.3 are considered to have little 

correlation (Asuero et al., 2006), we only count nodes with . We therefore calculate 

the influence for each node  as follows, with  denoting the nodes except : 

 

 

 



This influence corresponds to the area that each node delineates in the scatter chart (Figure 

6), when drawing a rectangle from the graph origin. The resulting influence values are 

between 0 and 20, with 20 being the most influential (i is in [0.3,1] and j is in [1,65], with 34 

being the highest actual node count for r ≥ 0.3). 

For this paper, we select nodes that have an influence value ≥8.0, because that is the median 

of all node influence values.  A line is shown in Figure 6 that represents an influence value of 

8.0. Statistically, the median is the most likely influence value for a given node, and is less 

likely to be affected by abnormally high or low values. 

Figure 8 shows the relationships between the domains in a cobweb diagram to aid further 

analysis.  The thickness of the links represents the strength of the correlation values. 

 

 

Figure 8 - Domain Cobweb: shows the strongest correlations between the domains. 



We describe the 8 domains below.  We start with Information Assets, since the application of 

information security should start with an analysis of the information processed by the 

business (Ahmad, 2005; Bahmani et al., 2010; Bottino, 2006; Dzazali et al., 2009; Goudalo 

and Seret, 2009; Luethi and Knolmayer, 2009; Michelberger and Lábodi, 2012; Ohki et al., 

2009; Polstra III, 2005; Shaikh, 2005; Soomro et al., 2016; Tsaih et al., 2008).  We then 

describe the other domains in an order that roughly follows the correlation between the 

domains. 

Information Assets 

Category Node Node influence 
Information Assets Asset Management 

External to secure network 
10.81 
9.51 

Table 1 – Information Assets 

The Information Asset (IA) domain is a crucial starting point for identifying how to apply 

information security.  Overall, the IA domain has a strong correlation with the failure of 

information security (r=0.57). This is partly due to the poor management of assets leaving the 

secure network (external to secure network) (Ahmad, 2005; Chen et al., 2012).  This is 

reflected in the strong correlation with the External Factors domain, particularly for its 

information sharing (r=0.69) node.  These findings are described further in the next section. 

However, when the asset management node is correlated with other nodes, it shows a 

positive correlation with the success of information security, and it appears in the top right 

quadrant of the scatter diagram (see Figure 6).  The strongest correlation is with risk 

management (r=0.63).   

An architecture requires determining what assets are important to an organization and their 

true value (Goudalo and Seret, 2009), and this is often achieved by determining the 

sensitivity of data before conducting risk assessments (Bottino, 2006). This ensures that the 



cost-benefits of security solutions can be evaluated before procurement and implementation, 

and that only the necessary level of security is applied.  Risk management node is part of the 

Security Governance (SG) domain and is discussed in more detail in a later section. 

 

External Factors 

Category Node Node influence 
External Factors Economics 

Third-party relationship 
Information Sharing 
Uncertainty 

14.88 
13.02 
10.66 
8.29 

Table 2 - External Factors 

There are several External Factors (EF) that greatly influence the success or failure of 

information security, and the economics node is the most significant (r=0.57).  Whilst the 

literature review did identify economic factors that were associated with security threat - 

particularly the internal threat (Duncan and Whittington, 2015; Shropshire, 2009), our 

objective was to identify the effects on vulnerabilities.  Economic pressures often lead to 

organizations taking greater security risks (Birman, 2006), as systems can be built and 

launched without appropriate consideration for security (Collmann and Cooper, 2007; Park et 

al., 2010), or limited budgets are not being spent on the right security controls (Sen and 

Borle, 2015).  There are significant differences between public and private sectors (Choo, 

2011) (see Section 0). 

Third party relationships are often established without sufficiently robust contracts (Luethi 

and Knolmayer, 2009), that lay down security expectations and responsibilities (Cooper, 

2015; Li and Hongyan, 2010; Zhidzir et al., 2010).  Consideration for information security 

activities must feature highly in the selection of third parties (Ohki et al., 2009), and in the 

design of systems that are used by third parties, to ensure that control of information assets is 

maintained (Lalanne et al., 2013; Zhidzir et al., 2010). 



Information sharing with business partners can bring significant business advantages, but as 

traditional network boundaries become extended, the security of one organization can have a 

significant impact on another (Tanaka, 2009).  Unsecure methods of data sharing are one 

obvious concern (Azmi, 2012), but secure connections are just one part of the risk, and strict 

‘need-to-know’ principles need to be robustly embedded in information systems (Atay and 

Masera, 2011).  Evidence shows that this can be a retrospective process, as development 

priorities do not adequately consider interface requirements (B Farroha and Farroha, 2011). 

The pace of development and the complexity of technology architectures to support 

collaboration leads to uncertainty that information security is appropriately addressed 

(Dzazali et al., 2009).  This is a key reason why the EF domain has a strong correlation with 

the Technology Infrastructure (TI) domain, and this is discussed further in the next section. 

Technology Infrastructure 

Category Node Node influence 
Technology Infrastructure Controls selection 

New technology 
Standardization 
Complexity 

17.12 
14.08 
13.62 
10.72 

Table 3 - Technology Infrastructure 

We placed the highest number of nodes in the Technology Infrastructure (TI) domain (17 

in total), and on average TI nodes showed the greatest correlation with success or failure.  

Table 3 lists the nodes that are in the TI group for node influence values of 8 and above. 

By examining these high-relevance TI nodes, it was evident that poor controls selection will 

defeat any other security measure (Luethi and Knolmayer, 2009).  Security needs to be 

developed into the technical architecture, and this becomes more important as networks grow 

and become more complex (Bottino, 2006). 

Organizations can be exposed to greater risks when they adopt complex and unfamiliar 



technologies (Dzazali et al., 2009). It is therefore preferable to phase the adoption of new 

technology, to ensure that it is properly understood, and that adequate resources are in place 

to support it. 

As can be seen from Figure 8, the domains that have the strongest correlation with TI are the 

Business Process (BP) and Human Factors (HF) domains. 

Implementing technology in a disorganized way, without standardizing business processes, 

will eventually result in a negative impact on security (Collmann and Cooper, 2007).   For 

example, interfacing with external processes and organizations is often considered as 

secondary to the internal requirements of an information system (B Farroha and Farroha, 

2011; Dzazali et al., 2009), but it is also difficult to add this functionality later in a secure 

way. There can be a trade-off between providing interoperability as quickly as possible, and 

doing so securely. This is where enterprise security architectures can provide clear benefits 

and provide accountability (Bahmani et al., 2010). 

It is also important that the controls selected are appropriately matched to the criticality of 

the data to be protected, with only the necessary amount of security implemented to control 

costs and ensure that the architecture of the network is easy to maintain (Bottino, 2006; 

Dzazali et al., 2009). 

When implementing and configuring technology, human factors will always have an impact 

on the success of information security.  For example, when selecting security controls, 

enforcing the least privilege principle will reduce security vulnerabilities (Azmi, 2012; 

Brunette Jr and Schuba, 2005; Luethi and Knolmayer, 2009; Martin and Rice, 2011; Zhidzir 

et al., 2010). 



Business Process 

Category Node Node influence 
Business Process Business Process 

Business Continuity 
Interoperability 

16.77 
8.29 
8.00 

Table 4 - Business Process 

The business process node has a high influence value (r=16.77), and this is mostly attributed 

to the large number of significant correlations that it has with other nodes (30).  As can be 

seen from Figure 8 - Domain Cobweb, there is a strong correlation between the Business 

Process (BP) domain and the Technology Infrastructure (TI) domain, and implementing 

security technology can be a futile effort if this is not accompanied by clear working practices 

(Dzazali et al., 2009), and automating these working practices is an indicator of the level of 

maturity in organizations (Brunette Jr and Schuba, 2005). 

The BP domain is also linked to the Human Factors (HF) domain and it is important to have 

user involvement when information security is built into business processes (Waly et al., 

2012).  Making information security central to the design of business processes reinforces a 

good security culture (Alumark et al., 2015).  It also provides a valuable understanding of 

how new technology will be operated in practice (Whitman and Mattford, 2012), and 

highlights if previously selected controls are not the most appropriate (Ahmad, 2005). 

Ensuring that there are standard processes in place to recover from security incidents, and 

that these are constantly tested and adapted by trained personnel, are also key to maintaining 

business continuity (Dzazali et al., 2009; Renato and Maria, 2015).  Poor connectivity 

solutions to maintain interoperability in a complex IT infrastructure can allow errors to 

quickly transfer from one system to another (Collmann and Cooper, 2007; Sommestad et al., 

2009) and harm an organization’s ability to quickly recover services in the event of a failure 

(Luethi and Knolmayer, 2009).  This is further complicated by multiple vendors who do not 



support common standards of information security and require unsecure workarounds, such 

as copying data out of directory services (Luethi and Knolmayer, 2009).  Careful design is 

required to balance the needs of interoperability and information security (Bahmani et al., 

2010). 

Control of the business process is strongly correlated with Enterprise Architecture, and 

this is discussed in the next section. 

Enterprise Architecture 

Category Node Node influence 
Enterprise Architecture Architecture 

Holistic Perspective 
10.07 
8.25 

Table 5 - Enterprise Architecture 

There are two nodes in the Enterprise Architecture (EA) domain with a node influence 

value of 8 and above, and this is attributed to their direct association with the success of 

information security programs (see Figure 3 and Figure 6). 

As we describe in our thematic analysis, security incidents require multi-pronged action 

(Azmi, 2012). Common architectures provide this by default, by ensuring that technology, 

the business goals, the processes and information flows, and the people of the organization 

are equally considered (Dzazali et al., 2009; Soomro et al., 2016). In other words, 

architectures enforce a holistic perspective. 

Building technology by following a sound architecture makes the infrastructure easier to 

understand and support (Bottino, 2006; Park et al., 2010). An architecture provides a top-

down approach to understanding the enterprise and informing the selection of security 

controls (Andrews et al., 2014; B Farroha and Farroha, 2011; Goudalo and Seret, 2009; 

Mukundan and Sai, 2014; Ohki et al., 2009; Soomro et al., 2016). In this way, expenditure on 

security solutions is easier to justify. 



An architecture also allows organizations to quickly assess the impact of new vulnerabilities 

discovered within the infrastructure (Andrews et al., 2014; Fenz et al., 2008), and helps 

organizations provide business continuity (Soomro et al., 2016). Importantly, the 

architecture itself must be easy to maintain, since it will be constantly changing (Fenz et al., 

2008), and must be continually updated to the specific needs of the organization (Soomro et 

al., 2016). 

In addition to the Business Process (BP) domain, Enterprise Architecture is also strongly 

correlated with Security Governance (SG).  Enterprise architectures provide a suitable 

framework in which to achieve many of the benefits described above (Brunette Jr and 

Schuba, 2005).  Whilst the framework node itself does not achieve a high influence value (it 

is bottom-left in Figure 6) and therefore not included in our description of the Enterprise 

Architecture domain, it does have a strong correlation with the risk management node, 

which is a key to Security Governance. 

Security Governance 

Category Node Node influence 
Security Governance Business-driven 

Risk Management 
Governance 
Continuous improvement 
Timescales 
Security strategy 
Security resources 

16.71 
15.95 
12.83 
11.75 
10.41 
8.17 
8.04 

Table 6 - Security Governance 

Table 6 shows that the Security Governance (SG) domain contains many nodes with a 

significant influence on the success of information security. Figure 8 shows how the SG 

domain has strong correlations with all other domains.  In fact, the combined nodes in SG 

have a higher average correlation with other nodes (r=0.41) than any other domain.  A 

business-driven strategy has the largest influence on successful Security Governance 

(16.71), but according to Ernst & Young, 85% of information security programs are not 



fulfilling business needs, and 62% do not align information security to enterprise architecture 

or the business process (Iguer et al., 2014). 

Security for security’s sake has limited value to the business, and the organizational context 

determines the effectiveness of an information security strategy (Park et al., 2010).  

Conducting accurate risk assessments requires consideration for the changing business 

environment, as well as the technical environment (Sommestad et al., 2009).  Assessing the 

risks to corporate information needs to feature as a key aspect of wider corporate risk 

management (Singh and Lilja, 2009) and extend across these boundaries (Brunette Jr and 

Schuba, 2005), but the pace of technological advancement can often mean that technologies 

are implemented without a full understanding of the risks to the business (Atay and Masera, 

2011). 

An effective information security strategy requires a constant reassessment of information 

security risks and the continuous improvement of controls (Atkinson et al., 2006; 

Michelberger and Lábodi, 2012).  This is the familiar Deming Cycle, or PDCA (plan–do–

check–act) cycle (Ohki et al., 2009), and requires that the security strategy is sufficiently 

dynamic to keep pace with the rate of business and technological change (Dzazali et al., 

2009).  Brunette et al. (Brunette Jr and Schuba, 2005), describe four transformational phases 

of “consolidation, standardization, automation, and optimization”. Organizations progressing 

through these phases will realize the “security, agility, and efficiency benefits afforded by the 

systemically secure architecture approach”, thereby increasing their levels of architectural 

and operational maturity in relation to IT security. 

However, such as strategy requires both an understanding of business/human factors, along 

with sound technical knowledge and experience. The high cost and lack of availability of 

competent security resources, particularly those with technical knowledge and experience, 



can make this prohibitive for some organizations (Dzazali et al., 2009). 

Security Governance must also consider corporate timescale pressures. Technical project 

teams are often psychologically driven to shortcut security standards to meet the demands of 

business executives, despite knowing that their actions might contravene security policy 

(Collmann and Cooper, 2007). 

These issues highlight a significant challenge for Security Governance.  The Security 

Governance domain is highly correlated with the Management Influence (MI) domain, and 

this is described in the next section.   

Management Influence 

Category Node Node influence 
Management Influence Managed 

Monitoring 
Management influence 
Supervision 

15.98 
15.33 
12.05 
8.33 

Table 7 - Management Influence 

The Management Influence (MI) domain has a very strong correlation with the Security 

Governance (SG) domain, but many organizations are not managing their information 

security risks, and in some cases, have not fully identified them (Brunette Jr and Schuba, 

2005).  A failure of management to assign responsibility for the ownership of corporate 

information (Zhidzir et al., 2010), or to understand how their business operates (Polstra III, 

2005), can often be at the root cause of security breaches. 

The quality of executive support and continuous monitoring are significant factors in 

achieving successful information security (Soomro et al., 2016). Unfortunately, most 

executives regard information security as an administrative matter (Ohki et al., 2009), but the 

Management Influence domain has a strong correlation with the Human Factors (HF) 

domain.  Good security cannot be commanded; it must be “shaped and directed” (influenced) 



(Herath and Rao, 2009; Sherif et al., 2015).  Without this commitment, business leaders are 

unlikely to achieve the results that they desire (Mukundan and Sai, 2014).  While training is 

arguably one of the most important factors compared to other security measures (Soomro et 

al., 2016), it is only one part of a wider security program (Martin and Rice, 2011).  

Employees must be encouraged to transfer their security awareness training to the work place 

(Waly et al., 2012). 

In an analysis of motivation and deterrence (Herath and Rao, 2009), it was found that 

employees may not always know what the organization’s expectations are. It confirms 

employee negligence as a cause in many costly security breaches but suggests that employees 

often regard security policy as discretionary, more like guidelines, and may choose not to 

comply with security policies for reasons of convenience.  Employees are also influenced by 

the attitudes or actions of their peers (Herath and Rao, 2009). The pressure to comply with 

these subjective norms (e.g. “well, everyone does it this way”) can be greater than what 

people truly believe is right or wrong.  Without supervision, employees may not be 

motivated to follow security policies and procedures, so they might as well not exist (Waly et 

al., 2012).  This is significant because employees, when left to themselves, often 

underestimate the security risks associated with their actions, such as transmitting personal 

information insecurely (Mukundan and Sai, 2014). 

Human Factors 

Category Node Node influence 
Human Factors Human Factors 

Knowledge 
Internal Threat 
Controls operation 
Communication 
Accountability 
Culture 
Accidental 

19.84 
16.48 
12.80 
12.09 
11.84 
10.79 
10.19 
8.48 



Table 8 - Human Factors 

The Human Factors (HF) domain contains the individual node with the highest influence on 

the success or failure of security programs (19.84).  It is also the domain with the highest 

number of node influence scores above 8 (see Table 8) - it occupies the top right hand 

position in Figure 6. 

Knowledge has a high relevance value and this is mostly due to it having the highest number 

of medium correlation values with other nodes (11 in total).  For example, security policies 

are sometimes constructed without a full appreciation of how the business operates, and this 

can lead to gaps in the policy, or damage to user confidence, because users simply cannot 

comply (Duncan and Whittington, 2015; Polstra III, 2005; Whitman and Mattford, 2012). 

The internal threat is the most significant aspect in security failures (see Figure 3).  

Legitimate users can cause data loss, either accidentally or maliciously (Polstra III, 2005). 

Perhaps the most obvious reason for this are the failures in controls operation by users, such 

as sharing passwords (Azmi, 2012; Luethi and Knolmayer, 2009), or sharing/losing portable 

devices (Guha and Kandula, 2012), but also insufficient attention is often paid to the human 

factor, when designing information systems (Zhidzir et al., 2010).  Human errors can often 

occur due to the environment that employees operate in, and mistakes are often made in 

stressful working environments (Zhidzir et al., 2010). 

A good security culture needs to be carefully shaped and directed (Sherif et al., 2015).  

Personality types can affect how compliant individuals will be in terms of following security 

policy and a study by Johnston et al. (2016) has shown that different levels of emotional 

stability can affect how individuals decide to take risks in relation to compliance with 

security requirements. Therefore, the performance of individuals in terms of supporting the 

organization’s desired security culture, and their understanding of the social norms (Herath 



and Rao, 2009), is something that requires continuous assessment (Duncan and Whittington, 

2015; Sherif et al., 2015). 

Communication has a strong correlation with success/failure and with other nodes, and 

several of these nodes are associated with the Management Influence (MI) domain (see 

correlation in Figure 8 and the MI Domain description above). Whilst management may 

communicate the message that information security is everyone’s responsibility, they may be 

cultivating an environment in which it is no one’s responsibility, as there is no 

accountability (Dzazali et al., 2009).  The importance of management influence on human 

behavior was previously highlighted by Tsohou et al. (2015) as a key organizational 

influence on employees’ attitudes. 

The HF domain has a strong correlation to the Technology Infrastructure (TI) domain.  In 

our study, this was particularly associated with selecting controls that provide least 

privilege, such as role-based access control (RBAC) (Brunette Jr and Schuba, 2005; Luethi 

and Knolmayer, 2009; Zhidzir et al., 2010). 

The value of Enterprise Information Security Architectures (EISA) 

Our literature review showed that architectures help to simplify the complexity of 

information security strategies in many ways, for example by providing a framework that can 

easily be followed (Park et al., 2010) and allow for multi-pronged action (Azmi, 2012). 

Security must be engineered into every aspect of the network design (Bottino, 2006), but 

future research must not just focus on technology, but must consider the business goals, the 

processes and people of the organization (Dzazali et al., 2009; Soomro et al., 2016). 

Building technology by following a sound architecture makes it easier to understand and 

support (Bottino, 2006). The architecture itself must be easy to maintain, since it will be 



constantly changing (Fenz et al., 2008), and must be customized to the specific needs of the 

organization (Soomro et al., 2016). An architecture also allows organizations to quickly 

assess the impact of any new vulnerability discovered within the architecture (Fenz et al., 

2008), and helps organizations provide business continuity (Soomro et al., 2016). 

The design of Enterprise Information Security Architectures usually starts with the business 

assets and processes. This is the foundation on which the rest of the architectural layers are 

built, as this ultimately identifies which security measures need to be implemented (Andrews 

et al., 2014; Goudalo and Seret, 2009; Mukundan and Sai, 2014). This is regarded as the ‘top-

down’ approach, and must consider the full life-cycle of the organization’s information, 

including third party processing and sharing, and cater for the interfaces that these processes 

require (B Farroha and Farroha, 2011; Ohki et al., 2009; Soomro et al., 2016). In this way, 

the expenditure on security solutions is easier to justify.  

An architecture can make it easier for less experienced personnel to follow good security 

practices, which can be especially beneficial for small to medium enterprises (AlHogail and 

Berri, 2012). However, most organizations have still not adopted an enterprise information 

security architecture (Iguer et al., 2014). 

Differences between Public & Private Sectors 

Our analysis has shown that there are some clear differences in the security challenges faced 

by the public and private sectors. 



 

Figure 9 - Nodes that are associated with differences between 

public and private sectors. The r=0.3 threshold for significant 

correlations is denoted by a dotted line. 

 

Security challenges for the public sector 

Figure 9 shows that economic pressure in the public sector is one of the strongest differences 

between the public and private sectors (r=0.43), and this causes a drain of experienced 

security professionals towards the private sector (Choo, 2011). These financial constraints 

can also directly affect disaster recovery (r=0.44), because there are limited resources 

available to manage the security strategy and respond to incidents (Luethi and Knolmayer, 

2009). In addition, outsourcing in the public sector may have caused some loss of control of 

information assets (Choo, 2011), making recovery times for those assets uncertain. 

Regulation is another key differentiating factor for this sector, where public sector 

organizations can be forced to use specific third parties, or bespoke IT solutions (Luethi and 

Knolmayer, 2009).  It seems likely that public sector organizations are more inclined to 

outsource some of their security requirements to meet imposed regulations in the most cost 

effective way. However, outsourcing to commercial enterprises could increase the risks for a 

public sector organization, as there is then greater exposure to private sector threats (e.g. 



application hacking). Despite any original claims by service providers, profits can quickly 

influence their priorities, and take away the focus from the security needs of their existing 

customers. 

Regulations also impose greater levels of transparency on public sector organizations, such 

as disclosing details of their data breaches. These differences can cause public sector 

organizations to shift their strategies and focus their limited resources into areas of security 

compliance, and this may not address their highest risks in the longer term. For example, 

controlling information assets in outsourcing contracts maybe be preferable to implementing 

a complex technical measure that has been imposed. 

Public demands to use information in more innovative ways offered by new technology could 

further increase the risks for public sector organizations (Birman, 2006), outweighing internal 

warnings about the organization’s technical or management ability to keep information 

protected. 

Security challenges for the private sector 

There is usually greater expenditure on IT in the private sector, where this sector attracts 

some of the best minds in information security, as the career path and salaries offered exceed 

those in the public sector (Choo, 2011; Luethi and Knolmayer, 2009). However, even 

commercial organizations can suffer from a lack of coordinated security strategy, which can 

also impact disaster recovery in a similar way to the public sector (Li and Hongyan, 2010). 

Application hacking attacks seem to be the largest concern in the private sector (Duncan and 

Whittington, 2015; Guha and Kandula, 2012). One of the most targeted industries is banking 

and finance, due to the financial rewards, but there is also concern that parts of the national 

infrastructure are now at increasing risk from cyber-attack (Choo, 2011). Some commercial 



organizations have placed profit ahead of their customer’s privacy (Alumark et al., 2015), 

leading to the misuse of personal information for financial gain. 

Discussion 

The novelty of this paper is that it both confirms the value of an EISA and summarizes the 

key factors that must be considered for any EA approach to be successful. 

We illustrate this by referencing the original research questions that we gave in the 

‘Introduction’, and highlighting the contributions that this paper is making to the 

advancement of information security strategies: 

(RQ1) To what extent do the root causes of information security incidents relate to 

potential failings in how an enterprise has implemented its information 

security programs? 

a. Business and economics can drive security strategies based on 

flawed risk assessments.  Risk management is complex and it is not 

acceptable to produce a single risk assessment for information security 

that simply summarizes risks from high to low.  The security risk 

assessment must be assimilated with departmental risk assessments and 

describe risks in business terms, based on an accurate assessment against 

the corporate risk appetite.  Unless information security is fully 

integrated with the business decision-making processes, the business will 

drive the security strategy without the necessary rigor. 

b. Organizations have to be adaptable and flexible; so security 

strategies must be too.  Security strategies must integrate with the 

business so that the most effective security controls are selected, and 



their performance regularly assessed to support continuous alignment.  

As the business changes, so the security strategy must change with it. 

c. Information security is a process, not a product, and cannot be 

bought.  There must be involvement from non-IT and non-security 

people in its design and maintenance.  The importance of wider 

management influence on the effectiveness of the security culture of the 

organization cannot be understated.  Monitoring and reacting to security 

issues are critical to maintaining an effective EISA. 

(RQ2) To what extent has enterprise architecture already been seen as a potential 

solution to make information security more effective? 

a. When implementing information security, it is necessary to account 

for how an organization functions - it is imperative to maintain the 

organizational context.  Effective information security requires an 

holistic view of all the whole company: its goals, processes, information 

flows, technology, people and partners.  EA provides this, by ensuring 

that technology is built on a sound architecture, where increasing 

complexity can be managed.  We have identified 8 key factors that must 

work seamlessly together to deliver an effective EISA.  This will keep 

the security strategy focused on agility to meet the demands of the 

business and identify the presence and impact of new risks. 

b. Separate business functions represent distinct information and must 

be considered by security strategies.  Information security requires 

very precise control of corporate assets at all times, wherever and 

however they are processed and stored.  Security risks assessments that 



do not consider all copies of information assets are flawed and security 

policy that conflicts with business processes is destined to fail. 

c. Architectural approaches show promising benefits but are difficult 

to implement and maintain.  An effective EISA ensures that security is 

engineered into every aspect of information systems design and makes 

the technical architecture easier to maintain.  It helps to accurately assess 

information security risks, and respond effectively to security incidents.  

However, there are clear barriers to its adoption, and we discuss these in 

our conclusion. 

(RQ3) Are there any fundamental differences between the public and private 

sectors that need to be taken into consideration when embarking on an EA 

approach to information security? 

a. Regulation can have positive and negative effects on information 

security.  Regulation helps to make security issues more transparent, but 

over-regulation can actually increase risks, by forcing organizations to 

adopt information solutions that may not be best suited their needs.  An 

EISA should still help ensure that these risks are appropriately managed. 

b. Economic factors can harm public sector organizations’ recovery 

from security incidents.  Outsourcing can often be seen as a solution to 

reducing costs, but this can sometimes be undertaken without due 

diligence, leading to an unknown change in security risks.  An effective 

EISA should uncover the risks and ensure that they are addressed before 

the organization makes key decisions about the management of its 

information. 



It is important that the information security strategy complements any existing EA, but it 

should drive forward its own requirements for the EISA.  It should not simply play a ‘bit 

part’ of existing EA, as this will not meet the dynamic needs of an effective information 

security strategy.  Our paper is novel in that it has identified 8 domains that are critical to an 

effective EISA, and has described how these domains need to constantly work together to 

deliver an effective information security strategy.  This paper directly benefits EIS by 

suggesting how to improve the security context for enterprise architecture design and 

modelling.  It provides a pathway for organizations to effectively improve information 

security whilst increasing agility and reducing complexity, by proposing a robust foundation 

for the delivery of a high quality information system that is fully integrated with the 

enterprise and its business processes.  But it can equally apply to any organization that is 

simply reviewing its information security strategy. 

In summary, any successful EISA solution should fulfill the following requirements: 

1. involve all business departments in the design of the EISA; 

a. Understand their goals and their information flows; 

2. consider all 8 domains described in this paper for all departments, and focus 

particularly on the areas showing strong correlation, e.g. 

a. How risk management tools need to be aligned; 

b. how technology impacts business processes; and, 

c. how local management is key to delivering security governance; 

3. involve the management of these departments in the continuous review and 

maintenance of the EISA. 

 



Conclusion 

Our literature review identified limited direct references to the establishment of a specific 

EISA.  Where EA was described, it was positively in favor of an architectural approach for 

implementing successful information security practices.  Most references to architecture were 

indirect, in that the literature referenced typical architectural facets as being beneficial to 

information security. 

We studied the root causes of information security failures as part of a systematic literature 

review. In our quantitative analysis of the causes of IT security failures and successes, we 

identified 65 elements and their inter-dependencies that influence the success of IT Security 

programs.  We grouped these into eight overarching domains: Business Process; Enterprise 

Architecture; External Factors; Human Factors; Information Assets; Management Influence; 

Security Governance; and, Technology Infrastructure. 

This research has also shown that there are some differences between the public and private 

sectors but that these should not present any fundamental changes to how an EISA is 

implemented, as long as further research affords sufficient consideration to economic 

constraints and the needs of collaboration. 

This paper has emphasized how important it is to develop the ability to uncover hidden 

security risks and address them as they arise, rather than embark on the relentless pursuit of 

an ideal state of security optimization, which could become disconnected from real residual 

security risks being faced by the organization.  However, we have also identified some 

barriers to the adoption of an EA approach.  To overcome the barriers, we recommend that 

further research is undertaken to identify how organizations can adopt the most essential 

elements of an EA for the benefit of information security programs, and do so using the least 

resource.  A possible solution to this may be to apply a lean and dynamic approach (such as 

Kanban, the Deming Cycle, or Agile Principles). 



Alexander Pope, an 18th-century English poet who gave inspiration for this article’s title, is 

thought to have said knowingly: “Here am I, dying of a hundred good symptoms” when his 

physician made positive comments about his vital signs on the day that he died.  Likewise, 

the performance of information security must be measured accurately by continuous attention 

to the whole, and must not be misled by what is commonly referred to as ‘vanity metrics’. 
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Appendix 

 

Appendix A – List of nodes  

 

Accidental Controls selection Integration Risk management 

Accountability Least privilege Internal threat Security resources 

Accuracy Culture Interoperability Security strategy 

Agility Dependency Knowledge Social environment 

Application hacking Disaster recovery Managed Standardization 

Architecture Documentation Management assurance Supervision 

Asset management Economics Management influence Systems thinking 

Automation Enterprise structure Monitoring Systems perspective 

Business continuity External to secure network Multiple vulnerabilities Technology assurance 

Business process Flexibility New technology Third-party relationship 

Business-driven Scalability Non-digital Timescales 

Communication Fragmentation Openness Trust 

Compartmentalization Framework Performance degradation Uncertainty 

Complexity Governance Persuasion Predictability 

Configuration Holistic perspective Redundancy  

Continuous improvement Human factors Regulation  

Controls operation Information sharing Reliability  

Table 9 – List of nodes that capture root causes of success or failure of information security 

 


