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H I G H L I G H T S  

• Novel method using machine learning algorithms for building WLCE prediction. 
• Promotes WLCE integration into the early stages of building design. 
• Leverage a comprehensive UK residential dataset for robust model development.  
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A B S T R A C T   

Whole-life carbon emissions (WLCE) studies are critical in assessing the environmental impact of buildings and 
promoting sustainable design practices. However, existing methods for estimating WLCE are time-consuming and 
data-intensive, limiting their usefulness in the early building design stages. In response to this, this research 
introduces a novel approach by harnessing various machine learning algorithms to predict WLCE and WLCE 
intensity (normalised by floor area) for buildings. To evaluate the suitability of machine learning algorithms, we 
conducted an experiment involving ten algorithms to build the prediction models. These models were trained 
using data from 150 typical residential properties in Cornwall, UK, along with 28 features obtained from a 
comprehensive survey, including floor area, heating type, and occupant characteristics. The ten algorithms 
include Multiple Linear Regression, and non-linear algorithms such as Decision Tree, Random Forest. Perfor-
mance evaluation metrics, such as coefficient of determination (R2), mean absolute error (MAE), means squared 
error (MSE), root-mean-square error (RMSE), and elapsed time, were employed. Our research contributes to the 
field by showcasing the effectiveness of machine learning models in predicting building WLCE. We reveal that all 
the tested machine learning algorithms have the capability to predict WLCE and WLCE intensity, non-linear 
models outperform linear ones, and the Random Forest (RF) model demonstrates superior performance in 
terms of accuracy, stability, and efficiency. This research encourages the integration of life cycle studies into the 
early design stage, even within tight building design schedules, offering practical guidance to architects and 
designers. Furthermore, these results also benefit a wide range of stakeholders, not only the architects but also 
the engineers, policymakers, and life cycle assessment (LCA) researchers, contributing to the advancement of 
data-driven sustainability approaches within the building sector.  
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1. Introduction 

Buildings are major contributors to global carbon emissions, ac-
counting for nearly 40% of the world's total emissions [1–3]. With 
buildings exerting such significant pressure on the natural environment, 
it has become imperative to focus on innovative and sustainable prac-
tices that can mitigate their environmental impact. One of the most 
crucial aspects of sustainable building design and management is WLCE. 
In recent years, there has been increasing recognition of the importance 
of predicting WLCE as a vital tool for assessing a building's carbon 
emissions. WLCE of buildings, an important aspect of life cycle thinking 
[4], encompasses a holistic approach that goes beyond measuring 
emissions during a building's operation and extends to the entire life-
span, from the initial construction to its eventual demolition [5]. On the 
other hand, when designing a building, the initial design stage holds the 
key to its long-term environmental performance [6]. Effectively quan-
tifying the impact of WLCE is also indispensable in guiding the creation 
of environment-friendly and sustainable buildings [7–13]. It represents 
an important instrument in the mission to advance sustainability, inform 
architectural and engineering practices, and contribute to the global 
effort to mitigate climate change. This research is a dedicated effort 
towards these overarching objectives. 

The estimation of WLCE for buildings is supported by numerous free 
or commercial software packages and plug-ins. Some notable examples 
for the building sector include OneClick LCA [14], IMPACT [15], the 
Embodied Carbon in Construction Calculator (EC3) [16], and TallyCAT 
beta [17]. Studies [18–24] focusing on WLCE for buildings have used 
Excel to construct inventory databases or software tools developed using 
physics-based simulations for calculations. For example, a WLCE esti-
mator tool for Sri Lankan buildings based on life cycle inventory analysis 
was created using the Visual Studio C# programming language [25]. In 
South Korea, efforts were made to facilitate low-carbon building design 
through the development of a simplified life cycle carbon emission 
assessment tool [26] and a calculation programme [27]. A computer- 
based mathematical tool was specifically developed to quantify 
embodied carbon emissions from steel multi-story structures that 
comply with British and European standards [28]. 

These methods have limitations in predicting building WLCE at an 
early design stage [29]. The early design stage often involves rapid paces 
of change. Using such methods requires extensive data collection for a 
life cycle database, which is difficult and time-consuming when designs 
are changed frequently [30]. Therefore, enhancing the efficiency of life- 
cycle calculations by reducing the time and data requirements holds the 
potential to enable designers to assess the environmental impacts of a 
building at an early design stage. There is an urgent need to develop 
methods that can predict building WLCE using a limited set of indicators 
within a short timeframe, ideally a day or two, as opposed to the months- 
long processes currently in place. 

Data-driven approaches, particularly machine learning algorithms, 
have gained attention in both academic and industrial domains within 
the sustainability field [31,32]. Life cycle researchers have also identi-
fied the potential of data-driven approaches, such as machine learning 
algorithms, to mitigate the limitations of existing software packages and 
tools. These methods have also become increasingly popular for estab-
lishing prediction models and comparing simulated results in the 
building sector. However, current building studies [33–39] primarily 
focus on building energy consumption prediction, while other studies 
[40–48] focus on building performance analysis (e.g., in terms of ther-
mal comfort, energy efficiency improvement, occupancy evaluation, 
building material quantities, diagnostics, or control for building HVAC 
systems) rather than carbon emissions, particularly not from the life- 
cycle perspective. 

However, the researches focus on building energy consumption 
prediction or performance analysis alone cannot adequately reflect 
building WLCE due to the lack of consideration for embodied emissions 
from materials and operational emissions that are influenced by the 

future energy transition in buildings' whole life cycles. Therefore, there 
is a lack of comprehensive study on the application of various machine 
learning algorithms in the field of WLCE for buildings. Furthermore, 
both WLCE and WLCE intensity (normlised by floor area) need to be 
considered. Because obtaining WLCE by simply times predicted WLCE 
intensity with floor area or obtaining intensity by dividing predicted 
WLCE by floor area, are both not accurate enough to capture the actual 
value. Therefore, there is also a need to study both WLCE prediction and 
intensity prediction as well as the comparison between them. 

Recently, several studies have employed machine learning algo-
rithms to predict carbon emissions for buildings. For example, F. Pom-
poni et al. used machine learning models, including RF and ANN, to 
predict the quantity of building construction materials and integrated 
the algorithms into the building design software [49]. The results show 
that the machine learning model demonstrated good performance in 
estimating the quantity of building materials and can be integrated into 
the building design software for calculating the embodied emissions 
from building materials. Mao et al. employed 12 design factors and four 
machine learning algorithms, including linear regression, MLP, RF, and 
SVR approaches, to predict average annual WLCE intensity for 207 
residential buildings in Tianjin, China [50]. The results demonstrated 
significant prediction effectiveness, with R2 values of 0.75 and 0.80 for 
MLP and SVR, respectively. Ye et al. utilised factors related to occupants 
and structural characteristics, along with machine learning algorithms 
like MLR and GRNN, to model energy-related carbon emissions for 294 
office buildings in China [51]. The findings indicated that the GRNN 
model outperformed the MLR model, with a notable impact of the 
building's structural attributes on energy-related carbon emissions. 
Ploszaj-Mazurek et al. utilised various machine learning algorithms, 
including GBR and CNN, to develop supplementary tools for buildings' 
carbon emissions estimation using simulated data and buildings gener-
ated by Grasshopper software that have different shapes and designs 
[52]. The result showed the tools developed based on machine learning 
algorithms achieved high accuracy in predicting embodied and opera-
tional emissions respectively. Tsay Y-S et al. used the GBDT model to 
build the life-cycle prediction model for building envelope renovation, 
taking different renovation strategies simulated by software for a typical 
residential house [53]. The results show that the GBDT model could 
predict life-cycle carbon emissions for residential properties. 

Overall, the above studies have primarily demonstrated the potential 
of machine learning algorithms in predicting carbon emissions for 
buildings though they are subjective to many limitations including 
limited scope (e.g., some studies have exclusively focused on either 
operational emissions or embodied emissions in their calculations, 
neglecting the holistic life cycle perspectives); data source limitations 
(some studies rely on simulated energy use data generated from software 
rather than real-world data, which may limit the generalizability of their 
findings); future carbon intensity overlooked (the potential variations in 
electricity carbon intensity resulting from future decarbonisation of 
electricity are often not taken into account); and occupants character-
istics neglected (some studies overlook the inclusion of factors related to 
occupant characteristics which can influence the carbon emissions of 
buildings). More importantly, there is a notable lack of comprehensive 
studies dedicated to both the application and evaluation of various 
machine learning algorithms for predicting building WLCE and WLCE 
intensity. 

To fill the aforementioned gaps and overcome the limitations in 
existing studies, this paper presents an exploratory study that uses ten 
different machine learning algorithms to predict the WLCE and WLCE 
intensity of 150 typical residential properties in Cornwall, UK. Our hy-
pothesis is that machine learning algorithms can be trained using 
detailed WLCE calculations of typical residential properties in the UK as 
well as high-level correlated features obtained from a survey of these 
buildings and their occupants in real-life scenarios. By testing this hy-
pothesis, our objective is to demonstrate the feasibility of using machine 
learning models to enable rapid and accurate WLCE prediction for 
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individual buildings. If successful, the machine learning model could be 
able to provide approximate WLCE results for the new building's design 
instantly based on a description of the new building's characteristics. 

This paper represents a significant contribution to the field of sus-
tainable building design and environmental impact assessment. By 
introducing a novel approach that harnesses machine learning algo-
rithms to predict WLCE and WLCE intensity for buildings, it addresses a 
critical need for more efficient and data-driven methods in the early 
stages of building design. The comprehensive evaluation and validation 
of ten machine learning algorithms, highlights the potential for accurate 
and efficient WLCE prediction. Beyond its technical contributions, this 
research encourages the integration of life cycle studies into the early 
design process, providing practical guidance to architects and designers, 
even within tight schedules. Moreover, the broader impact of these 
findings extends to engineers, policymakers, and LCA researchers, 
fostering the advancement of data-driven sustainability practices within 
the building sector and ultimately promoting more environmentally 
responsible construction and design practices. 

2. Materials and method 

2.1. Overall methodology 

The modular solution workflow is presented in Fig. 1. This is a step- 
by-step workflow [54] for building a machine learning model. The 150 
residential properties, including 85 flats, 48 houses, and 17 bungalows, 
were used as a case study. These properties are typical UK residential 
properties [55] that were part of the Smartline project, a six-year 
interdisciplinary research programme [56–58]. We selected these 
properties because they had high-resolution actual electricity con-
sumption data measured by sensors as well as detailed information on 
building attributes and occupant characteristics obtained through 
questionnaires from a comprehensive survey. 

The WLCE results, covering the whole building life-cycle from the 
product stage to the end-of-life stage, were calculated using the struc-
tured method described in a previous study [59] and following the 
guidelines outlined in “Whole-life Carbon Assessment for the Built 
Environment Guideline from The Royal Institution of Chartered Sur-
veyors (RICS)” [60]. The WLCE intensity results were derived by 

dividing the calculated WLCE results by the floor area. The methodology 
for WLCE calculation considered dynamic parameters such as the 
change in carbon intensity of the national grid under different decar-
bonisation scenarios in the UK as well as the replacement of building 
components. The details of the calculation process and assumptions 
were available in the supplementary materials (see Section S1, Section 
S2). 

The WLCE dataset for model training was therefore completed. The 
dataset contained the WLCE and WLCE intensity results of 150 case 
study properties, along with 28 building features. The calculation results 
were used as the predicted variables for building the prediction models, 
respectively. The 28 building features from a comprehensive survey are 
used as predictors. Part of the raw data used in the calculation and 
modelling is available online at the UK Data Service [61]. 

After the data pre-processing and feature selection processes, ten 
different machine learning algorithms were used to establish the WLCE 
and the WLCE intensity prediction models, respectively. Each prediction 
model's establishment was independent and did not affect the others. 
Therefore, for each model training process, the data splitting process 
that divided the dataset into a training set and a testing set was also 
independent. The training and testing data during each model estab-
lishment process were therefore distinct. For both WLCE and WLCE in-
tensity predictions, the comparison between the actual values and the 
predicted values of their respective testing sets was carried out for each 
of the ten prediction models. Residuals for the models, representing the 
differences between the predicted and true values, were also presented. 

To enhance the reliability of the initial results, an additional analysis 
was conducted. 30 randomly selected case buildings with their features 
were used as a separate sample. Then the ten prediction models that 
have been built were tested by the same separate sample, not only using 
their respective testing sets during the model establishment process. 
Then the performance evaluation, which included the five metrics for 
each of the ten models, was carried out. The results of each model 
represent the best-performing trained model for a specific machine 
learning algorithm, considering the chosen hyperparameters. The 
comparison between the results of the WLCE prediction models and the 
WLCE intensity prediction models was discussed. 

Fig. 1. The solution workflow of prediction model in this paper.  

L. Zheng et al.                                                                                                                                                                                                                                   



Applied Energy 357 (2024) 122472

4

2.2. Data processing and feature selection 

Data pre-processing is a technique for converting the data in the 
initial dataset into a clean and tidy dataset in an appropriate format to 
conduct further analysis [62]. Organising raw data and conducting 
appropriate pre-processing are crucial factors in obtaining a reliable 
data matrix suitable for practical statistical analysis and machine 
learning [63,64]. The raw data for input features were obtained from a 
survey that consisted of nearly one hundred questions for occupants of 
hundreds of residential properties. 

To ensure data quality and informative value, we conducted a multi- 
step data pre-processing approach. This included data extraction and 
organisation, data cleaning, screening, and selection, dealing with 
missing data and outliers, and data standardisation. To achieve data 
standardisation (z-Score normalization) [65] for addressing the issue of 
imbalanced feature weights, the Standard Scaler method [66] was 
employed for WLCE dataset. After we completed the standardisation for 
WLCE dataset, all data in dataset including both calculation results and 
features were around zero and had a standard deviation of 1. This 
standardisation made the WLCE dataset suitable for algorithms that rely 
on the scale of features. The details of data pre-processing approaches, 
the summary of survey answers, the percentage of missing data for each 
feature, the summary of continuous data such as energy use and floor 
area, and the process of standardisation method were provided in the 
supplementary materials (see Section S2, Section S3, Section S4 and 
Table S1, Table S2). 

The exploratory analysis for feature selection involved various 
techniques. PCA was employed initially to reduce dimensionality 
[67,68]. However, due to the nonlinear nature of categorical variables, 
PCA was used alongside other methods. Spearman correlation analysis 
was performed and visualised through a correlation heatmap, indicating 
the strengths and directions of correlations [69]. A clustering heatmap 
was generated to unveil patterns among features and their relationships 
with WLCE results, guiding the selection of pertinent features for model 
creation based on distinct cluster associations [70]. These methods 
collectively facilitated the identification and curation of relevant fea-
tures for effective machine learning model construction. 

Data processing, standardising, visualisation, and programming such 
as model training, tuning hyperparameters, and performance metrics 
evaluation were all implemented in the DataSpell [71] IDE by the Py-
thon programme (Python, version 3.9 [72]), using the Scikit-learn [73] 
and Pandas [74] packages and the Seaborn library [75]. 

2.3. Machine learning models 

For establishing the prediction models, the WLCE dataset was 
divided into two partitions: 80% for training and the other 20% for 
testing, as is also often used in building machine learning models 
[37,43]. Ten parametric and non-parametric machine learning algo-
rithms were used in this paper, including MLR, LASSO Regression, Ridge 
Regression, GBR, DT, RF, SVR, GPR, MLP, and GRNN. The ten models 
were built individually for both WLCE and WLCE intensity prediction. 
MLR was chosen due to its advantages, such as reliability and simplicity 
of fitting, no hyperparameters required, and no risk of overfitting [40]. 
Other algorithms are chosen because they have been demonstrated to be 
suitable for solving regression prediction problems. E.g., DTs have been 
applied in sustainability studies due to their ability to solve nonlinear 
relationships and complex interactions [33]. To avoid overfitting, we 
did not select more complex algorithms for establishing the prediction 
models due to the limited dataset. The method of building the model 
using each algorithm is introduced in the subsections below. The sup-
plements to each algorithm, including the objective function and 
equations, were in supplementary materials (see Section S7). 

2.3.1. MLR 
MLR, also known as multivariable regression, is a statistical 

technique that uses several input explanatory variables to predict the 
outcome of a response variable. Linear regression was the first type of 
regression analysis to be studied rigorously and is widely used for 
general-purpose predictive models [76]. The goal of linear regression is 
to model the linear relationship between the explanatory (independent) 
variables and the response (dependent) variables. The case of one 
explanatory variable is called simple linear regression; for more than 
one, the process is called multiple linear regression [77]. The MLR 
method is simple to apply, easy to interpret, and, in some cases, can 
outperform non-linear models when the sample is small [40]. In linear 
regression, the relationship is modelled with a linear predictor function 
whose unknown model parameters are estimated from the data, and 
such models are called linear models [78]. 

2.3.2. LASSO regression 
LASSO regression models, also known as regularisation methods, are 

regression analysis methods that are widely used in machine learning 
and were well suited for models with high degrees of multicollinearity or 
to automate specific steps in model selection, such as feature selection 
and parameter elimination [79]. Compared to linear regression, Lasso 
regression could enhance the prediction accuracy and interpretability of 
the resulting statistical model. Lasso regression performs L1 regular-
isation, which adds a penalty equal to the absolute value of the 
magnitude of the coefficients. Simple, sparse models with few co-
efficients could be well generated by the Lasso approach (e.g., models 
with fewer parameters). Some coefficients could become zero and be 
removed from the model. Higher penalties provide coefficient values 
that are closer to zero, which is advantageous when creating more 
straightforward models [80–82]. 

2.3.3. Ridge regression 
Ridge regression is a straightforward predictive algorithm that can 

be easily formulated and solved [83]. In Ridge regression, a new func-
tion is generated by combining the sum of the squared estimate of the 
error function and the penalty value with the number of parameters, 
which is used to estimate the parameters of the regression model. 

2.3.4. DT 
DT is a simple and understandable non-parametric machine learning 

tool that is used for both regression and classification questions [84]. A 
decision tree builds regression or classification models in the form of a 
tree structure. It incrementally develops an associated decision tree 
while segmenting a dataset into smaller and smaller sections [85]. De-
cision trees usually consist of three nodes (leaf nodes, internal nodes, or 
root nodes) and branches (bifurcations). The original node, known as 
the root node, which represents the complete sample, may be further 
subdivided into further nodes. Branching represents the decision 
criteria, whereas internal nodes indicate the dataset's features. The 
outcomes are finally represented by the leaf nodes. The complexity of 
the model is influenced by the branches. 

Due to their advantages, including effectiveness, requiring less data, 
and interpretability, DT algorithms have been applied in multiple fields 
[86]. While overfitting issues can occur with large datasets, we chose to 
build the simpler DT model in this paper because our dataset is relatively 
small and avoids the overfitting problem. 

2.3.5. RF 
RF, a powerful ensemble machine learning algorithm, combines 

multiple DTs to efficiently classify or predict outcomes. It is popular for 
its flexibility, practicality, and effectiveness in handling high- 
dimensional data [50,87]. RF builds numerous decision trees in paral-
lel, effectively reducing both the bias and variance of the model [88]. 
After generating a large number of trees, they collectively vote for the 
most popular class. These procedures are commonly referred to as RFs 
RF uses random sampling of training observations and random subsets 
of candidate variables for splitting nodes, which is one of the 

L. Zheng et al.                                                                                                                                                                                                                                   



Applied Energy 357 (2024) 122472

5

fundamental differences between RF and DT. 

2.3.6. GBR 
The GBR and RF algorithms are comparable. However, in contrast to 

RF, the GBR algorithm constructs each tree based on the results of the 
preceding trees, aiming to identify weights larger than those discovered 
in the preceding trees [33,83]. Typically, GB generates a set of weak or 
moderate predictors and leverages their strengths [89]. This algorithm 
has recently been employed in several studies on the building energy 
and carbon emission sectors, such as [33,52,83] and has exhibited 
acceptable prediction accuracy. 

2.3.7. SVR 
Super vector machine is a learning algorithm that has gained sig-

nificant popularity in solving classification problems. The sparse solu-
tion and good generalisation of the super vector machine lend 
themselves to adaptation to regression problems [90]. The SVR tech-
nique can be employed to investigate the regression relationship be-
tween independent variables and continuous dependent variables, 
making it a valuable tool for solving forecasting problems [91]. The 
objective function and constraints of SVR aim to find the optimal values 
of the weight vector w and bias term b that minimise the loss while 
satisfying the specified tolerance and non-negativity conditions. 

2.3.8. GPR 
The GPR model is based on Gaussian processes, which enable flexible 

probabilistic predictions and uncertainty estimation [92] for regression. 
Gaussian processes are stochastic processes where any finite set of 
random variables follows a joint Gaussian distribution [93]. The GRP 
model represents the relationship between input variables and output 
variables as a function distribution, allowing for uncertainty estimation 
in predictions. The GPR model is particularly useful in handling small to 
medium-sized datasets or when the data contains noise or uncertainty. 
They can handle nonlinear relationships and provide not only point 
estimates but also uncertainty measures for each prediction [94]. 

2.3.9. MLP 
The MLP algorithm is a type of feed-forward artificial neural 

network. It is a mathematical model that simulates the actions of brain 
neurons using fixed layers and neurons [51,95]. A standard artificial 
neural network architecture consists of input, output, and hidden layers. 
The input layer takes all the input values, while the output layer gen-
erates the result. The presence of hidden layer(s) essentially guarantees 
that artificial neural network models have non-linear relationships due 
to intervention between the input and output neurons [33]. 

2.3.10. GRNN 
GRNN is an enhanced neural network technique based on nonpara-

metric regression neural networks, specifically designed for regression 
problems. It is based on the radial basis function network architecture 
and is known for its ability to handle non-linear relationships in data. 
The GRNN essentially functions as a neural network-based function 
consisting of four layers: input, pattern, summation, and output [51]. 
The network can forecast the output or outcomes of feeding it a fresh test 
data set after being trained with the training data set [96]. Back-
propagation neural networks often struggle to obtain sufficient data 
from operating system measurements [97]. Therefore, the use of GRNN 
is particularly beneficial as it can predict outcomes using only a limited 
number of training samples. Additionally, GRNN requires a significantly 
lower amount of additional knowledge to achieve satisfactory fitting 
[96]. In the GRNN, the output is estimated using the weighted average of 
the outputs from a training data set. The Euclidean distance between the 
training data and the test data is used to calculate the weight [97]. 

2.4. Uncertainty analysis 

Cross-validation [98], as the most common approach to ensuring the 
robustness of the model, was adopted to conduct the uncertainty anal-
ysis of models in this paper. In the basic approach, called k-fold cross- 
validation, the training set is split into k smaller partitions. The 
following procedure is followed for each of the k “folds”: A model is 
trained using the folds as training data, and the resulting model is 
validated on the remaining part of the data. The performance measure 
reported by k-fold cross-validation is calculated as the average of the 
values computed during the loop (see Eq. (1)), and commonly, k is set to 
5 or 10 [98–100]: 

CV(k) =
1
k
∑k

i=1
MSEi (1) 

In this paper, k-cross validation was applied to all the machine 
learning algorithms. The random split process was repeated five times 
during cross-validation to analyse the sensitivity of the results. 

2.5. Hyperparameter Tunning 

A grid search with 5-fold cross-validation is employed to select the 
optimal parameters for each algorithm, except the MLR. This approach 
involves dividing the training data into five equally sized folds, 
randomly shuffling them, and iteratively training the model on nine 
folds while evaluating its performance on the remaining fold. By care-
fully tuning the model using this procedure, the risk of encountering 
fitting problems is minimised. The best score function is utilised to 
determine the combination of hyperparameters and associated argu-
ments that yield the highest mean cross-validation score, thereby indi-
cating the optimal model configuration. The mean cross-validation 
scores serve as a reliable basis for selecting the most suitable hyper-
parameter combination across all models [84]. 

2.6. Performance evaluation of each model 

2.6.1. Predicted value vs actual value, residuals of each model 
In terms of performance evaluation for each model, a comprehensive 

analysis was undertaken. A key aspect of this analysis involved the 
generation of scatter plots, meticulously illustrating the linear regression 
between actual values and predicted values from each of the ten models. 
These scatter plots are recognised as vital tools in the assessment of 
model performance [101]. The overall trend of the points on the scatter 
plot indicates the goodness of fit, with a straight line suggesting a strong 
alignment between the actual and predicted values. The maximum error 
distance shows how well the regression lines align with actual values, 
while the proximity of data points to the ideal path (y = x) demonstrates 
the accuracy of predictions. The noteworthy performance in predicted 
values compared to actual values would be attributed to the impact of K- 
fold cross-validation [102]. 

The residuals plots were used to show the residuals between the 
actual value and the predicted value. A residuals plot is a diagnostic tool 
that helps assess how well a machine learning model fits the data and 
whether there are any patterns or errors in the predictions [103]. In a 
residuals plot, the x-axis typically represents the predicted values (or 
fitted values) generated by the machine learning model. The y-axis 
represents the residuals, which are the differences between the actual 
observed values and the predicted values for each data point [104]. A 
random scattering of residuals around zero is indicative of a well- 
performing model, suggesting that its predictions are unbiased. 
Conversely, the presence of a discernible pattern in the residuals plot, 
such as a curve or funnel shape, may signal that the model is failing to 
capture a non-linear relationship within the data. When the residuals 
exhibit a systematic trend, such as an increase or decrease with changing 
predicted values, it points to the existence of bias or systematic errors 

L. Zheng et al.                                                                                                                                                                                                                                   



Applied Energy 357 (2024) 122472

6

within the model. The identification of outliers within the residuals plot 
may signify data points that the model struggles to handle effectively. 

2.6.2. Validation testing using a separate dataset 
To strengthen the reliability of our initial findings, we performed an 

additional validation test using a separate dataset that included thirty 
randomly chosen case buildings. All ten prediction models were 
collectively evaluated using this dataset. We illustrated the predicted 
values and actual values for each of the thirty residential properties in 
ten scatter plots, one for each model. The primary objective of this 
validation test was to assess the models' ability to generalise, ensuring 
they performed well not only on their training and testing data 
(comprising 80% and 20% of the WLCE dataset) but also on the same 
separate dataset. By using this common dataset for all models, we gained 
a comprehensive understanding of their performance and adaptability. 

2.6.3. Performance evaluation metrics 
All the prediction models were assessed to evaluate their perfor-

mance. The elapsed time for the algorithms to train the data and 
establish the model was used to compare their efficiency. We employed 
three widely accepted evaluation metrics to assess the performance of 
our predictive models [105]: R2, MAE, MSE, and RMSE. R2 is a metric 
used to quantify the goodness of fit of a regression model. It measures 
the proportion of the variance in the dependent variable (WLCE or 
WLCE intensity in our case) that can be explained by the independent 
variables (features used for prediction) and offers insights into the pre-
dictive power of our models. MAE, as the name suggests, calculates the 
mean of the absolute differences between the predicted and observed 
values, providing a measure of the average prediction error. MSE 
quantifies the average of the squared differences between predictions 
and actual values, giving higher weight to large errors. RMSE represents 
the square root of MSE and is useful for providing an interpretable 
measure of prediction accuracy in the original units of the data. The 
equations [37] for the calculation of the R2, MAE, MSE, and RMSE are as 
below: 

R2 = 1 −

∑n

i=1
(ŷi − yi)

2

∑n

i=1
(y − yi)

2
(2)  

MAE =
1
n
∑n

i=1
|yi − ŷi | (3)  

MSE =
1
n
∑n

i=1
(yi − ŷi)

2 (4)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(yi − ŷi)

2

n

√
√
√
√
√

(5) 

These metrics were suitable for regression analysis tasks and were 
able to provide a comprehensive evaluation of our models, capturing 
aspects of accuracy, precision, and overall goodness of fit. Eq. (2) cal-
culates the R2. The R2score can range from 0 to 1, where a score of 1 
indicates a perfect fit, meaning that the model's predictions match the 
observed values exactly. Conversely, a score of 0 suggests that the model 
provides no better prediction than simply using the mean of the 
observed values. Eq. (3) calculates the MAE, which is the average of the 
absolute differences between the predicted ŷ and observed yvalues. This 
metric provides a measure of the average prediction error, where a 
lower MAE indicates better predictive accuracy. MAE is particularly 
useful when the magnitude of errors should be directly interpretable. Eq. 
(4) represents the MSE, which computes the average of the squared 
differences between predicted ŷ and actual y values. MSE places more 
weight on larger errors and is often used to penalise models for larger 

deviations from actual values. Eq. (5) calculates the RMSE, which is the 
square root of the MSE. RMSE is helpful because it provides a measure of 
prediction accuracy in the original units of the data. It is particularly 
useful when an interpretable measure is needed for assessing how well 
the model fits the observed data. 

3. Results and discussion 

3.1. WLCE calculation results 

Fig. 2 (a) displays the calculation results of WLCE and WLCE in-
tensity for the 148 residential buildings. Two out of the 150 case 
properties were removed during data pre-processing due to lower data 
quality. The left vertical axis represents the WLCE results, which exhibit 
a range of 20 to 195 t with an average of 84 t for the sampled residential 
properties. Simultaneously, the right axis represents the WLCE intensity, 
indicating values within the range of 0.3 to 2 t per square metre, with an 
average of 1 t per square metre. 

Fig. 2 (b) shows the visualisation histogram and bivariate distribu-
tion of standardised WLCE and WLCE intensity calculation results. 
Because of the standardisation for WLCE dataset, all data including both 
the calculation results and features were around zero and had a standard 
deviation of 1. As shown in Fig. 2 (b), the y-axis is the standardised 
WLCE and its intensity calculation result. The histogram reveals the 
spread of values for both WLCE and WLCE intensity. It is apparent from 
this distribution that both WLCE and WLCE intensity values closely 
approximate a normal distribution. The bivariate distribution plot al-
lows us to explore potential correlations or patterns between these two 
factors. The fact that both distributions approximate a normal shape 
suggests that our selection of case buildings represents a diverse yet 
representative sample of residential properties. This reinforces the 
robustness of our dataset and its suitability for further predictive 
modelling. These visualisation results set the stage for our in-depth 
exploration of machine learning algorithms' effectiveness in predicting 
WLCE and WLCE intensity for the betterment of environmentally 
conscious building design. 

Results related to data organisation (see Table S1 and Table S2), pre- 
processing, and feature selection, which encompass the correlation 
heatmap (see Fig. S2) and clustering heatmap (see Fig. S3) depicting the 
relationship between WLCE and the features, can be found in the sup-
plementary materials. 

3.2. Prediction model results 

3.2.1. Predicted value vs actual value, residuals of each model 
Fig. 3 (a) displays the comparison of actual and predicted values for 

the testing set, which constitutes 20% of the total dataset and includes 
30 data points. It also shows the maximum error for each WLCE pre-
diction model during model-building. The black scatters are the co-
ordinates of the actual and predicted standardised WLCE value (per 
tonne of carbon emissions), and the red line is the fitting beeline of the 
black scatters. The x-axis shows the predicted WLCE value (stand-
ardised), and the y-axis shows the actual WLCE value (standardised). 
The maximum error between the actual value and the predicted value 
was also presented by the red dotted line. As shown in Fig. 3 (a), it can be 
observed that for all models, the actual values increase with the pre-
dicted values. The linearity of the points around the 45-degree line 
suggests a good model fit for each regression model. These results 
indicate a strong correlation between the predicted values and the actual 
values for all models. 

To further evaluate the performance of the models, Fig. 3 (b) presents 
the plot of residuals for each algorithm. Fig. 3 (b) depicts the residuals 
from each model, which are important for diagnosing model fit and 
identifying potential data issues. The residuals represent the differences 
between the predicted and actual WLCE values. As shown in Fig. 3 (b), it 
is evident that the residual points in each model graph exhibit a random 
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and uniform distribution within the range of − 2 to 2. The distribution of 
the residual points does not display any discernible patterns or rules. 
Therefore, the residual results also demonstrate the feasibility of ma-
chine learning models to approximately predict the WLCE. These results 
provide evidence to support the initial hypothesis of this study that 
establishing WLCE prediction models using machine learning algo-
rithms is indeed feasible. 

3.2.2. Validation testing using a separate dataset 
Fig. 4 displays the test results using a separate dataset containing the 

same 30 random properties for ten WLCE prediction models. This figure 
extends the analysis of predictive performance across ten WLCE pre-
diction models. The x-axis represents the 30 case properties; blue dots 
indicate actual standardised WLCE values, and orange dots represent 
predicted values by the different model. Lines connect each dot to 
facilitate better visual comparison. Fig. 4 clearly shows that, for this 
same group of 30 properties, the actual and predicted values of each 
property by each model are quite close. This consistency in results, as 
also seen in Fig. 3, highlights that different machine learning methods 
were able to provide reasonably accurate predictions for the WLCE re-
sults of these specific properties. 

The prediction outcomes for WLCE intensity also align with these 
two aspects: (1) the comparison of actual and predicted values, 
including residuals for each model, and (2) validation testing using a 
distinct dataset comprising 30 randomly selected residential properties. 
To prevent redundancy in presenting similar figures, these results 
related to intensity prediction are provided in the supplementary ma-
terial (see Figs. S4 and S5). 

3.2.3. Performance evaluation metrics of both WLCE and intensity 
prediction models 

Table 1 provides the overall results of the performance metrics 
evaluation of the ten models for both WLCE and WLCE intensity per-
formance. For WLCE prediction models, the RF, SVR, and MLP models 
demonstrate superior predictive performance in forecasting WLCE for 
residential properties compared to the others, particularly the linear 
regression models (MLR, LASSO, and Ridge), based on evaluation scores. 
Among these three algorithms, the RF model outperforms the others in 
terms of R2 (0.94 for the train set, 0.89 for the test set) higher than 

others. MAE (0.16 for the train set, 0.23 for the test set), MSE (0.05 for 
the train set, 0.09 for the test set), and RMSE (0.23 for the train set, 0.30 
for the test set) are lower than others. SVR algorithm ranks second, 
followed by the MLP algorithm in third place. 

For WLCE intensity prediction models, the RF, GBR, and GRNN 
models demonstrate superior predictive performance compared to the 
others, particularly the linear regression models (MLR, LASSO, and 
Ridge). Among these three algorithms, the RF model also outperforms 
the others in terms of R2 (0.87 for the train set, 0.85 for the test set) 
higher than others. MAE (0.24 for the train set, 0.29 for the test set), MSE 
(0.13 for the train set, 0.12 for the test set), and RMSE (0.37 for the train 
set, 0.35 for the test set) are lower than others. The GBR algorithm ranks 
second, followed by the GRNN algorithm in third place. 

In terms of elapsed time, although the RF algorithm is not the fastest 
among the top algorithms for both WLCE and WLCE intensity prediction 
tasks, it is still considered to be the most favourable choice due to the 
negligible time difference. However, for larger datasets, more attention 
might need to be given to elapsed time when selecting or comparing 
these algorithms. The hyperparameters for each WLCE and WLCE in-
tensity prediction models were available in supplementary materials 
(see Table S3). 

3.3. Discussion and limitations 

3.3.1. Discussion 
In our study, for both WLCE and WLCE intensity, all ten models have 

the capability to predict the results accurately and efficiently. Non-linear 
regression models such as RF, GBR, and SVR have better performances 
than linear regression models such as MLP, indicating the non-linear 
relationship between the features and the calculation results. The 
normality of the WLCE and WLCE intensity calculation results (see 
Fig. 2) underscores the significance of our selection of case buildings, 
which captures a representative sample of residential buildings in terms 
of their WLCE and WLCE intensity. 

There are some commonalities and noticeable differences between 
the WLCE and WLCE intensity prediction results. RF, SVR, and MLP are 
the top-performing models for WLCE prediction, while RF, GBR, and 
GRNN are the top three models for WLCE intensity prediction. There-
fore, RF performs the best for both WLCE and WLCE intensity 

Fig. 2. (a) Results of WLCE and WLCE intensity calculations; (b) Visualizing histogram and bivariate distribution of standardised WLCE and WLCE intensity.  
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predictions. The RF model outperformed in terms of accuracy, stability, 
and efficiency for both WLCE and WLCE intensity prediction. The RF 
algorithm systematically permutes and tracks the decrease in prediction 
accuracy for each, assigning relative importance scores to individual 
variables [33,106]. This process ensures the robustness of the RF algo-
rithm by avoiding overfitting and emphasising the overall predictive 

power rather than fixating on specific predictor-response relationships. 
The results from another study [84] also indicate that RF performs 

better than DT and SVR when predicting carbon emissions associated 
with the whole building sector in China. However, another study [50] 
showcased the predictive strength of SVR (R2 = 0.80) in forecasting 
WLCE intensity for residential properties in Tianjin, China, 

Fig. 3. Comparison of actual versus predicted values and analysis of residuals for standardised WLCE per tonne of carbon emissions using different regression 
models. (a) Actual vs. Predicted values for standardised WLCE (per tonne carbon emissions); (b) Residuals between true and predicted values for standardised WLCE. 
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outperforming RF (R2 = 0.65). In this paper, RF showed slightly better 
predictive capabilities than SVR for forecasting WLCE and WLCE in-
tensity for residential properties in Cornwall, UK (see Table 1). Despite 
both studies focusing on residential properties, the difference in results 

can be attributed to several factors, including variations in input fea-
tures, the predicted variable, data quality, and the geographical loca-
tions of the properties. Notably, our study employed actual electricity 
consumption data rather than simulated data generated by software. 

Fig. 3. (continued). 
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It is also worth mentioning that while GRNN ranks as the third-best 
model for predicting WLCE intensity, it does not feature among the top 
three models for WLCE prediction. Consistent with our findings, another 
study [51] demonstrates that GRNN outperforms MLR (R2 = 0.76 vs. R2 

= 0.70) when predicting annual carbon emissions intensity for office 
buildings. Potential applications of machine learning algorithms in life 
cycle analysis studies are numerous; however, the choice and utility of 
specific algorithms for the project will depend on the aim, the type of 
data, and the dataset's size [4]. Our study could provide valuable in-
sights into evaluating the efficacy and suitability of diverse machine- 
learning algorithms. 

We compared the performance evaluation results in Table 1 for the 
prediction of WLCE and WLCE intensity using the same algorithms. It 
can be concluded that machine learning algorithms generally perform 
better in predicting WLCE compared to WLCE intensity. For example, in 
terms of WLCE prediction, RF achieves higher accuracy with an R2 of 
0.94 for the training dataset and 0.89 for the test dataset. In contrast, for 
WLCE intensity prediction, the corresponding R2 values are lower at 
0.87 for the training dataset and 0.85 for the test dataset. 

The observed difference in WLCE prediction versus WLCE intensity 
prediction can be attributed to the role of the “floor area” factor. While 
the “floor area” feature appears to be important in predicting WLCE, it 
has less correlation with the intensity results and exerts minimal influ-
ence on the prediction results for WLCE intensity (see Fig. S1). The 
reason behind this discrepancy could be that WLCE considers the overall 
carbon emissions associated with a building, which can be influenced by 
various factors, including the floor area. However, WLCE intensity fo-
cuses on the carbon emissions per unit of area, thereby potentially 
diluting the impact of the “floor area” factor. 

Consequently, when predicting WLCE, the better performance of 
machine learning models can be attributed to the prominence of the 
“floor area” factor. Other features might have stronger associations with 

WLCE intensity, leading to differences in feature selection and predictive 
performance between the two predicted variables. This result suggests 
different scenarios for practical applications. For example, in the early 
design stages of a building, the floor area varies significantly across 
different architectural designs. When using floor area as a feature for the 
WLCE prediction, architects or engineers can observe the differences in 
WLCE among different designs more intuitively and accurately. In 
addition, in the context of calculating building carbon footprints, pre-
dicting WLCE intensity can provide a quicker approximation of the 
carbon footprint per unit of building area, improving the efficiency of 
the life cycle estimation. 

3.3.2. Limitations and future work 
The limited sample size restricts the investigation of the applicability 

of these different models to larger datasets. Future research should 
therefore expand the sample size of case properties to test the general-
izability of the findings of this study. Further research could also explore 
some additional key variables, particularly regarding the construction 
structures, materials, and product use, load characteristics of household 
appliances or electrical equipment, thermal performance, and occupant 
behaviour, which could potentially help machine learning algorithms 
generate more reliable predictions of building WLCE. The methods for 
improving the robustness, stability, and performance of the different 
prediction models could be studied in future studies. 

The calculation of WLCE involves several assumptions that 
contribute to the inherent uncertainty associated with the utilisation of 
materials or products. Our case buildings were residential properties 
located in Cornwall, UK, and therefore had similar climate conditions. 
Future research could also study whether various machine learning al-
gorithms are useful and effective in predicting the WLCE of buildings of 
other types and in different climate zones or conditions. In addition, the 
operational emissions were influenced by the energy mix structure in 

Fig. 3. (continued). 
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Fig. 4. Scatter plot of each model: actual vs. predicted values for 30 properties. The x-axis represents the 30 case properties; blue dots indicate actual standardised 
WLCE values, and orange dots represent predicted values by the different model; Lines connect each dot to facilitate better visual comparison. (For interpretation of 
the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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different countries and the relevant policies during the buildings' whole 
life cycle, generally over 50 years. 

Despite its limitations, the results indicate the application of machine 
learning algorithms to predict buildings' WLCE is a promising research 
area. The proposed prediction models for buildings' WLCE could be 
expanded beyond current scope by establishing benchmarks for 
different types of buildings and including additional factors in the 
models. The factors could include building locations (spatial consider-
ations), temporal aspects related to the energy transition and indoor 
environmental quality scenarios throughout the building's life cycle, and 
social considerations like occupants' behaviour and their perception of 
thermal comfort. This would require interdisciplinary studies involving 
computer science, statistics, big data technology, HVAC engineering, 
human behaviour, and psychology. Undertaking such interdisciplinary 
studies poses challenges, but it offers the potential for significant ad-
vancements in understanding and addressing the complexities of sus-
tainability in the building sector by advanced data-driven tools. 

4. Conclusion 

This study explored the application of ten different machine learning 
algorithms for predicting building WLCE and WLCE intensity. To 
conclude, our study makes notable contributions to the fields of building 
sustainability and life cycle assessment. We establish that machine 
learning algorithms offer an effective and efficient means of predicting 
WLCE and intensity. By comparing ten different algorithms, we 
demonstrate that non-linear models, particularly the RF model, 
outperform linear models. This finding opens the door to data-driven 
decision-making in early building design and WLCE research. In 
essence, our study underscores the potential for machine learning to 
enhance the environmental performance of building designs and offer 
valuable insights to researchers and practitioners. 

In particular, the machine learning algorithms can predict the WLCE 
and the WLCE intensity results accurately using features related to the 
building attributes and occupant characteristics. Compared to existing 
calculation methods, the machine learning models can process and 
analyse large amounts of data quickly, thereby increasing the avail-
ability of WLCE assessments of a large number of buildings together 

Fig. 4. (continued). 
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and/or at the early design stage of buildings. Moreover, the machine 
learning algorithms can automatically learn from and improve upon 
data and be adapted to suit a variety of different datasets, allowing more 
potential studies on different predictors related to buildings, occupants, 
and the environment (e.g., climate conditions). 

These findings have practical implications for decision-making and 
resource optimisation in different contexts. By identifying the factors 
that have the greatest impact on building WLCE, the machine learning 
prediction models could support data-driven decision-making in 
applying life cycle thinking at the early design stage despite the tight 
building design schedule, helping architects and engineers improve the 
environmental performance of the building designs. The prediction 
models can also assist researchers in obtaining quick approximations of 
the carbon footprint of buildings, thereby enhancing the efficiency of 
time-consuming building WLCE research. Overall, this study suggests 
that machine learning algorithms can be a potentially viable alternative 
to current tools or an addition to the toolkits to provide fast yet high- 
quality forecasts of building WLCE and WLCE intensity for practi-
tioners, researchers, and policymakers. 
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