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Abstract
This work explored how immersive technologies like virtual reality can be exploited for 
improved motor learning. While virtual reality is becoming a practical replacement for 
training that is otherwise expensive, dangerous, or inconvenient to deliver, virtual simula-
tions can also enhance the learning process. Based on the concept of ‘attention computing’, 
we developed and tested a novel ‘gaze-adaptive’ training method within a virtual putting 
environment augmented with eye and motion tracking. To our knowledge, this work is the 
first application of attention computing and adaptive virtual reality to sports skill training. 
Novice golfers were randomly assigned to either standard putting practice in virtual reality 
(control) or gaze-adaptive training conditions. For gaze-adaptive training, the golf ball was 
sensitive to the participant’s gaze and illuminated when fixated upon, to prompt longer and 
more stable pre-shot fixations. We recorded the effect of these training conditions on task 
performance, gaze control, and putting kinematics. Gaze-adaptive training was success-
ful in generating more expert-like gaze control and putting kinematics, although this did 
not transfer to improved performance outcomes within the abbreviated training paradigm. 
These findings suggest that gaze-adaptive environments can enhance visuomotor learning 
and may be a promising method for augmenting virtual training environments.

Keywords Attention · Adaptive VR · Attention computing · Eye movement modelling · 
Eye movement training

1 Introduction

Immersive technologies, like virtual reality (VR), augmented reality, (AR) and mixed real-
ity (XR) are becoming popular mediums for delivering training in industries like defence 
[24, 25], surgery [26], rehabilitation [39], and sport [5, 49, 50]. VR is attractive for training 
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providers because it delivers high levels of immersion [6, 44], can increase motivation to 
train [44, 57], and enables individuals to actively practice for complex and dangerous situ-
ations [46]. There is a growing literature that has sought to test whether VR training is 
an effective replacement for physical practice [35]. Findings have been mixed, with some 
studies providing evidence for its effectiveness [49, 50, 64, 70], while others have raised 
concerns [20–22, 33, 36, 45, 48]. This literature is challenging to synthesise because the 
fidelity of the VR environment and the suitability of the task in each instance will deter-
mine [20–22].

Instead of using immersive technologies simply as a replacement for existing training, 
there is also an opportunity to open up new pedagogical approaches. Indeed, VR allows 
the user to experience environments which are not physically possible in the ‘real world’, 
and can allow learners to get automated feedback on their performance by watching them-
selves from a third person perspective [24, 25] or even to adopt the perspectives of other 
people [63, 83]. One particularly promising avenue for improved pedagogy is adaptive VR. 
Adaptive VR refers to a method of changing the stimulus, the task, or the environment in 
response to ‘personalised’ inputs from the user [73, 88]. Previous adaptive methodologies 
have focused on task performance, such as increasing task difficulty when the user reaches 
a certain level of proficiency [88]. This approach is a common feature of computer games 
and promotes engagement and enjoyment in a task [34, 71]. Providing a constantly adapted 
level of challenge also appears to accelerate learning, as articulated in the Challenge Point 
Hypothesis [19]. For instance, Gray (2017) [89] tested the effectiveness of a VR baseball 
batting simulator with an adaptive training condition in which ball speeds were increased 
following successful hits and decreased following misses (‘strikes’). Compared to stand-
ard virtual practice or real-world batting practice, the adaptive condition generated greater 
pre-to-post improvements in hitting performance and even transferred to superior batting 
statistics in league play.

A related method of making XR environments sensitive to the user is via affective com-
puting or attention computing, an emerging field of artificial intelligence aimed at detecting 
human cognitions and emotions from facial expressions, eye movements, body language, 
gestures, and speech patterns [15, 67, 68]. Here, psychophysiological indicators of cogni-
tive and affective states can be used to determine individualised training adaptations in VR. 
For example, a recent pilot study by Ben Abdessalem and Frasson [4] successfully adapted 
the challenge of a computer game based on EEG indices of the user’s cognitive load. Nota-
bly, though, there is little published work in this area, particularly in the context of XR 
training applications. In the present work, we report the development and testing of a novel 
methodology for combining attention computing and adaptive-VR for sports training, in 
which simple in-game cues are generated in response to individual eye tracking data.

Previous studies have illustrated how eye tracking in XR can be used to cue better 
performance. Wolf et  al. [86] demonstrated that a closed-loop support system in an AR 
memory task could infer users’ intentions from their hand and eye movements. The system 
could then alert the user to potential execution errors before they happened. Similarly, Liu 
et al. [40] found that cueing users to correct courses of action during a sequential task (e.g., 
putting books back on a library shelf) could be improved by dynamically updating the set 
of displayed cues in the VR headset based on hand and eye proximity. These studies illus-
trate how feedback loops can be used to enhance performance during VR and AR tasks, but 
they are notably restricted to simple choice tasks, rather than complex visuomotor skills.

Researchers have previously suggested that integrating eye tracking within VR could 
be highly beneficial for training sporting skills due to the important role the visual sys-
tem plays in goal-directed action [58]. Directing vision towards relevant information at the 
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right time is crucial for executing dynamic motor skills [7, 13, 27, 38, 47], and a large body 
of literature has demonstrated that teaching expert-like gaze patterns through eye move-
ment training can accelerate visuomotor learning and performance [18, 32, 51, 55, 80]. 
Eye movement training can be delivered in several ways. Firstly in the form of gaze cueing, 
in which visual prompts are given to direct the trainee’s attention towards relevant areas 
of the visual scene [30]. Secondly, through showing the trainee the typical gaze patterns 
of domain experts, which is known as either eye movement modelling [31, 72] or feed-
forward eye movement training [61, 80, 85]. Finally, the trainee can be shown their own 
eye movements as a form of feedback, which is known as feed-back eye movement training 
[24, 25, 81].

The present study performed a pilot assessment of a gaze-adaptive virtual environment 
which delivered feed-back eye movement training during golf putting. Golf putting is a 
visuomotor skill that has received considerable attention in the skill acquisition literature 
[12, 65] and has been used extensively for a particular form of eye movement training, 
known as ‘quiet-eye training’, which aims to develop longer fixations on the target (ball) 
before shot execution [29, 52, 53, 81]. Participants were asked to practice putting in a sim-
ulated golfing environment in which the ball was illuminated in response to a sustained 
fixation, as a cue to better visuomotor control. It was predicted that a short period of prac-
tice in the gaze-adaptive environment would elicit more expert-like eye movement profiles 
and putting kinematics, as well as possible improvements in putting accuracy.

2  Methods

2.1  Design

We used a mixed experimental design, in which participants were randomly assigned to 
one of two independent training groups and completed three VR putting conditions (pre-
training, post-training, and high-pressure). Pre- and post-training assessments were con-
ducted to determine whether the training intervention impacted performance. A high pres-
sure putting test (see Procedures below) was also used, as previous literature has indicated 
that the benefits of eye movement training may be most apparent under conditions of 
heightened stress or anxiety [54]. Participants additionally completed a real-world putting 
task to assess whether any improvements transferred to physical performance conditions. 
The primary outcome measures were putting performance (radial error of the ball from the 
hole), gaze control (quiet eye duration) and motor control (clubhead kinematics).

2.2  Participants

Twenty-four novice golfers (11 female, 13 male;  Mage = 21.0 ± 1.2; range = 19-24), 
were recruited using convenience sampling from a university undergraduate population. 
Qualification as a novice was based on having no official golf handicap or prior formal 
golf putting experience (as in [52, 53]. We chose to sample from a novice population to 
provide more sensitivity to the gaze cueing intervention and avoid any ceiling effects in 
performance,a measurable change in performance from a short intervention was unlikely 
in more experienced players. Participants were provided with details of the study and gave 
written informed consent on the day of the testing visit. Ethical approval was obtained 
from the departmental Ethics Committee prior to data collection. The study, and collection 
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of data, took place between December 2022 and March 2023. Authors had access to par-
ticipants’ identifying information during the data collection, but this was destroyed when 
the study was completed.

2.3  Task and materials

2.3.1  VR golf putting

The VR golf putting simulation was a bespoke testing environment developed using the 
gaming engine Unity 2019.2.12 (Unity technologies, CA) and C#. The same task has been 
reported in previous papers [20–22] and the construct validity of a previous version has 
been tested and supported (see [21] for more details). In the task, participants putted from 
10ft (3.05m) to a target the same size and shape (diameter 10.80cm) as a standard hole. 
Because achieving a realistic ball drop into the hole proved challenging, participants were 
directed to aim for the closest proximity to the target, and told that the ball would not actu-
ally fall into the hole. To aid immersion in the task, the sound of a club striking a ball 
was provided concurrent to the visual contact of the club head with the ball and there was 
ambient environmental noise.

The putting simulation was displayed using the HTC-Vive Pro Eye headset (HTC, Tai-
wan), a 6-degrees-of-freedom, consumer-grade VR-system with 110° field of view. This 
headset has previously been validated for movement task research [56]. The Vive headset 
has built-in Tobii eye tracking, which employs binocular dark pupil tracking, sampling at 
120Hz across the full 110° field of view of the HMD, to an accuracy of 0.5°. Gaze was 
calibrated in VR over 5 points prior to each block of putts. The SRanipal SDK was used to 
access eye position data. A ‘raycast’ function was then used to determine when foveal eye 
gaze was located on the ball. When this occurred, the white golf ball changed colour (to 
light red) to indicate that it was being fixated on. The VR putter was animated by attaching 
a Vive sensor to the head of a real golf club (position sampled at 90Hz, accuracy 1.5cm). 
VR graphics were generated on an HP EliteDesk PC running Windows 10, with an Intel i7 
processor and Titan V graphics card (NVIDIA Corp., Santa Clara, CA). The accuracy of 
both the Vive eye tracking system [62] and the head and controller position tracking [56] 
have been previously validated for research purposes.

2.3.2  Real world golf putting

Real-world putts were taken on an indoor artificial putting green from a distance of 10ft 
(3.05m) to a regulation sized hole (10.80cm). All participants used a Longridge milled face 
putter and a standard size (4.27cm diameter) white golf ball. The participants were able to 
gain visual feedback on all the trails due to the landing position of the ball being apparent 
Fig. 1.

2.4  Measures

2.4.1  Quiet eye period

The quiet eye, first reported in golf putting [74], has been identified as an important 
visuomotor control variable in interception and aiming tasks [38]. Longer fixations 
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directed to target locations have been shown to consistently discriminate successful 
from unsuccessful aiming movements, and elite performers from their novice counter-
parts [38, 47, 75]. Quiet eye duration was, therefore, selected as a measure of optimal 
gaze control during the putting task.

Following previous studies, the quiet eye period was operationalised as the final fix-
ation initiated prior to the critical movement (clubhead backswing) that was directed 
toward the ball [52, 53, 77]. Quiet eye fixations had to begin prior to this critical move-
ment, but could continue throughout and even after the movement, provided they 
remained on the ball (e.g. as in [9]. An automated method of quiet eye analysis was 
used, which has previously been reported in [20–22]. This method was implemented 
in MATLAB R2018a (Mathsworks, MA), and all the analysis code is freely available 
from an online repository (https:// osf. io/ jdums/). Gaze data was recorded in the form of 
three dimensional position coordinates (x,y,z) specifying where the gaze vector inter-
sected with a virtual object (e.g., ball, club, floor). Positional coordinates were initially 
denoised using a second-order lowpass (30Hz) Butterworth filter (following [16]). Fixa-
tions events were then detected using a spatial dispersion algorithm from the EYEMMV 
toolbox for MATLAB [37], based on a minimum duration of 100ms and maximum spa-
tial dispersion of 3° of visual angle [76]. The swing of the putter was automatically rec-
ognised based on changes in x-plane velocity of the Vive tracker. The final fixation on 
the ball beginning prior to this event was selected as the quiet eye fixation. If the final 
fixation before swing onset was not located on the ball, quiet eye was scored as zero.

There has been some debate in the literature about the inclusion of zero values in 
quiet eye analyses. Some researchers have argued that instances of ‘zero quiet eye’ 
should be excluded from analyses because they represent an absence of the behaviour 
of interest rather than a duration of no time. By contrast, other researchers consider that 
zeroes capture important information that attentional control was poor, and therefore 
have been included in some studies [82, 84]. To account for these issues, we analysed 
quiet eye in two ways. Firstly, we examined effects on the duration (in milliseconds) 
as a continuous variable, with instances of zero quiet eye excluded from the analysis. 

Fig. 1  The golf putting task illustrating the headset and tracked putter (left and right images) and screenshot 
from the VR environment (centre)

https://osf.io/jdums/
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Secondly, we treated quiet eye as a binary variable, present or absent (1, 0), to capture 
any important variation related to the frequency with which quiet eye was not used.

2.4.2  Putting performance

Putting performance was assessed based on radial error of the ball from the hole, as is 
common in recent studies on quiet eye and targeting tasks [28, 60, 82]. The two-dimen-
sional Euclidean distance (in cm) between the centre of the ball and the centre of the hole 
was measured automatically in the virtual environment, to provide a continuous measure 
of accuracy. Putts landing on top of the hole were assigned an error of zero. For the real-
world condition, the equivalent distance was manually measured with a tape measure fol-
lowing each attempt. If the ball landed in the hole, a score of zero was recorded. On real-
world trials where the ball hit the boundary of the artificial putting green (90 cm behind the 
hole), the largest possible error was recorded (90 cm) (as in [52, 53]).

2.4.3  Putting kinematics

As in previous studies [20–22, 42, 43, 52, 53], two kinematic variables were calculated 
to index the quality of the ball contact and putter swing: clubhead velocity at contact and 
mean clubhead accelerations during the downswing. Reduced clubhead accelerations dur-
ing the downswing phase and velocity at contact have previously been linked to greater 
putting expertise [65] and as a result have been used as an indirect measure of visuomotor 
control in putting studies [10, 52, 53]. Movement of the putter head in x, y, z planes (cor-
responding to the plane of the swing, the plane perpendicular to the swing, and up and 
down respectively) was recorded by the virtual environment and then de-noised using a 
five-point moving-average lowpass filter (10Hz, [17]. Then, the velocity of the putter head 
(first derivative of position with respect to time) at the moment of contact with the ball was 
calculated to index quality of impact, and mean accelerations during the swing (second 
derivative of position with respect to time) were calculated for the whole downswing of the 
club. Analyses in the supplementary online files (https:// osf. io/ jdums/? view_ only= c2ea0 
57aef 0e462 4b428 5d847 c73f0 6b) indicated that both variables predicted performance out-
comes in our dataset.

2.4.4  State anxiety

The Immediate Anxiety Measurement Scale (IAMS; [69]) was used to measure cogni-
tive and somatic anxiety during the post-test and high-pressure conditions as a manipu-
lation check of the pressure induction. The IAMS is comprised of three items measur-
ing the intensity and direction of cognitive anxiety, somatic anxiety, and self-confidence 
experienced by the participant. Summed cognitive and somatic anxiety intensity scores are 
reported here as an overall indicator of anxious states. Participants ranked each construct 
on a seven-point Likert scale from 1 (not at all) to 7 (extremely) on intensity, and from -3 
(very debilitative) to +3 (very facilitative) for direction. The IAMS provides valid and reli-
able cognitive and somatic anxiety scores which have been validated against the multi-item 
anxiety questionnaire (CSAI-2) [69], and was selected over long anxiety measures such as 
the Competitive State Anxiety Inventory-2 [11] due to its simplicity and brevity.

https://osf.io/jdums/?view_only=c2ea057aef0e4624b4285d847c73f06b
https://osf.io/jdums/?view_only=c2ea057aef0e4624b4285d847c73f06b


Multimedia Tools and Applications 

1 3

2.5  Procedure

Participants attended the VR lab for a single visit lasting ~30 minutes. The details of 
the experiment were explained to participants who then gave written informed consent. 
After checking that participants had not experienced VR sickness before, they were fit-
ted with the VR headset. Initially, participants completed 2 familiarisation putts before 
performing 10 baseline putts (pre-training), during which time putting performance and 
gaze data were continuously recorded. Participants were then randomly assigned to one 
of two separate training groups to receive their respective training interventions (gaze-
adaptive training and control training; see Training protocol). After training, all par-
ticipants completed another 10 putts in VR (without any gaze cues) to investigate the 
differences in performance between the two training groups (post-training). Both train-
ing groups then proceeded to complete a further 10 real-world putts, where performance 
data was collected manually. Finally, all participants performed 10 putts in a height-
ened pressure situation (see Pressure manipulation). Participants completed the IAMS 
questionnaire immediately prior to the post-training and high-pressure conditions. After 
completion of all conditions, participants were thanked for participating and debriefed. 
See Fig. 2 for an outline of the experimental protocol in a schematic format.

2.5.1  Training protocol

Participants in each training group (gaze-adaptive and control) completed 30 practice 
putts. During the gaze-adaptive training, the colour of the golf ball was manipulated 
to cue a longer pre-shot fixation. When the participant located their gaze exactly upon 
the golf ball, it was illuminated with a light red colour. The participant was instructed 
to try and keep the ball illuminated red for 2-3 seconds prior to initiating the putting 
stroke. According to Vine et al, [81], this is the optimal quiet eye duration for improved 

Fig. 2  Study design schematic 
showing the order of the experi-
mental conditions, from top to 
bottom. Number of putting trials 
are shown in square brackets
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putting performance. The control group had the opportunity to continue to practise put-
ting within the VR environment, but with no gaze-related cues.

2.5.2  Pressure manipulation

We used techniques from previous research (e.g., [79] to create performance incentives 
and social-evaluative threat to generate a high pressure putting condition. Participants were 
informed that they were taking part in a competition where the individual with the best 
performance during the anxiety condition would receive a £50 cash reward. Participants 
were told their scores were going to be placed upon a leader board and compared to the 
other participants taking part. Finally, all participants were informed that their previous 10 
putts in the real-world environment would put them in the bottom 30% when compared to 
those who had already completed the competition. This was designed to further raise pres-
sure on them to perform well and increase their anxiety about being at the bottom of the 
leader board.

2.6  Data analysis

Data analysis was performed in RStudio v1.0.143 [59]. Linear mixed effects models 
(LMMs) were used to examine the effect of group (gaze-adaptive versus control) and con-
dition (pre-training, post-training, high-pressure) on the primary outcome variables using 
the lme4 package for R [3]. Model fit checks and model comparisons were performed 
using the ‘performance’ package [41] and were used to determine the best random effects 
structure for each analysis. We report  R2 and standardised beta effect sizes for the LMMs 
and follow Acock’s [1] rule of thumb for interpreting std. beta that < .2 is weak, .2–.5 is 
moderate, and > .5 is strong. All analysis scripts and raw data are available on the Open 
Science Framework at: https:// osf. io/ jdums/.

3  Results

3.1  Performance

3.1.1  Performance within virtual reality

To examine the effect of the training on overall performance accuracy, we fitted a linear 
mixed model to radial error with condition, group1, and their interaction as fixed effects, 
and participant as a random effect. The model’s total explanatory power was weak (con-
ditional  R2 = .04) and the part related to the fixed effects alone was small (marginal  R2 
= .01). Within this model2, the effect of Condition [Post] (β = -0.01, p = .87; Std. beta = 
-0.02) and Condition [Anxiety] were both non-significant (β = -0.04, p = .62; Std. beta = 

1 A manipulation checking analysis confirmed that the pressure manipulation was successful in increas-
ing participants self-reported anxiety (see supplementary files for details: https:// osf. io/ jdums/? view_ only= 
c2ea0 57aef 0e462 4b428 5d847 c73f0 6b).
2 The model intercept (i.e., reference category) corresponded to Condition = Baseline and Group = Con-
trol. This is the case for all analyses so is not reported each time.

https://osf.io/jdums/
https://osf.io/jdums/?view_only=c2ea057aef0e4624b4285d847c73f06b
https://osf.io/jdums/?view_only=c2ea057aef0e4624b4285d847c73f06b
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-0.07). The effect of Group (β = 0.12, p = .15; Std. beta = 0.21), the interaction of Group 
on Condition [Post] (β = -0.12, p = .27; Std. beta = -0.20) and Group on Condition [Anxi-
ety] (β = -0.10, p = .333; Std. beta = -0.17) were all statistically non-significant. These 
results (see Fig. 3, top) indicate that there was little effect of the gaze-adaptive training on 
golf putting performance.

3.1.2  Real‑world performance

To examine whether the gaze-adaptive intervention impacted real golf putting, we fitted a 
linear mixed model to predict real-world radial error, with training group as a fixed effect 
and participant as a random effect. The model’s total explanatory power was substantial 
(conditional  R2 = .31) but the part related to the fixed effects was very small (marginal 
 R2 = .002). The effect of Group was statistically non-significant and small (β = 3.31, p = 
.730; Std. beta = 0.09), suggesting that those receiving the gaze-adaptive training did not 
perform better during real-world putting assessment.

Fig. 3  Boxplots (showing interquartile range and median) of putting performance in VR conditions (top) 
and real-world (bottom-left), and comparison of IAMS scores (summed cognitive and somatic scales) in 
post-training and high-pressure conditions (bottom right). Data points for individual participants are over-
laid onto the boxplots. The ends of the box represent the inter-quartile range and the black bar indicates the 
median value
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3.2  Gaze control

3.2.1  Final fixation duration

To examine the effect of the gaze-adaptive training on gaze-control, we fitted a linear 
mixed model predicting quiet eye duration with condition and group as fixed factors (and 
participant as random effect). The model had a conditional  R2 of .24 and marginal  R2 of 
.04. Within this model, the effects of Condition [Post] (β = -90.78, p = .41; Std. beta = 
-0.11) and Condition [Pressure] (β = -121.13, p = .28; Std. beta = -0.15) were statistically 
non-significant. The effect of Group was also non-significant (β = -246.27, p = .19; Std. 
beta = -0.30). There were, however, significant interaction effects of Group by Condition 
[Post] (β = 632.88, p < .001; Std. beta = 0.76) and Group by Condition [Pressure] (β = 
338.87, p = .03; Std. beta = 0.41).

Follow-up t-tests with a Bonferroni-Holm correction indicated that a training-induced 
increase in quiet eye duration for the gaze-adaptive group, but not the control group, 
accounted for the interaction effects. No differences in quiet eye duration between baseline 
and post, baseline and pressure, or post and pressure were detected for the control group 
(ps = .84). There was, however, a significant increase from baseline to post in the gaze-
adaptive group (p = .001), followed by a significant reduction during the pressure condi-
tion (p = .01). There was no difference between baseline and the pressure condition (p = 
.15). After alpha corrections, there were no differences between the two groups at either of 
the three timepoints (ps > .15) Fig. 4.

3.2.2  Final fixation present/absent

We fitted a logistic mixed model to predict the presence of a quiet eye fixation (i.e., of any 
duration) during the VR portion of the experiment (i.e., during the baseline, post, and pres-
sure conditions). The model (with participant as random effect) had a total explanatory 

Fig. 4  Boxplots of overall quiet eye duration with overlaid data points for individual trials. The ends of the 
box represent the interquartile range and the black bar indicates the median value
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power was large (conditional  R2 = .28) but the marginal  R2 was small (.02). Within this 
model, all fixed effects were non-significant, indicating no influence of the training or the 
pressure manipulation on the presence of a quiet eye fixation. There was no effect of Con-
dition [Post] (β = 0.28, p = .46; Std. beta = 0.28) or Condition [Pressure] (β = -0.38, p 
= .27; Std. beta = -0.38). There was no effect of Group (β = -0.76, p = .17; Std. beta = 
-0.76), and no interactions between Group and Condition [Post] (β = 0.09, p = .85; Std. 
beta = 0.09) or Group and Condition [Pressure] (β = 0.74, p = .11; Std. beta = 0.74), 
suggesting that while fixation durations were affected by the intervention, the presence/
absence of a final fixation was not.

3.3  Putting kinematics

3.3.1  Clubhead velocity at contact

To examine the effect of the gaze-adaptive training on putting kinematics, we fitted a lin-
ear mixed model predicting clubhead velocity at contact with participant as random effect. 
The model had a conditional  R2 of .38 and large marginal  R2 of .14. Within this model, 
the effect of Condition [Post] (β = -0.34, p < .001; Std. beta = -0.40) and Condition [Pres-
sure] (β = -0.55, p < .001; Std. beta = -0.64) were both statistically significant. The effect 
of training group was not statistically significant (β = 0.12, p = .55; Std. beta = 0.14), but 
significant interaction effects for Group by Condition [Post] (β = -0.26, p = .04; Std. beta 
= -0.30) and Group by Condition [Pressure] (β = -0.37, p = .004; Std. beta = -0.43) were 
observed.

Despite descriptively larger reductions in velocity in the gaze-adaptive group, follow-
up t-tests with a Bonferroni-Holm correction indicated non-significant differences between 
groups at baseline (p = .95), post (p = .95) and pressure (p = .63). Significant reductions 
from baseline to post, post to pressure, and baseline to pressure were displayed by both 
groups (ps < .03). Taken together, these results suggest a general reduction in clubhead 
velocity, which were somewhat larger in the gaze-adaptive group, as indicated by the large 
interaction effects.

3.3.2  Mean clubhead acceleration

Next we fitted a linear mixed model to mean club vertical accelerations with participant as 
random effect. The model had a conditional  R2 of .47 and marginal  R2 of .09. Within this 
model, the effect of Condition [Post] was non-significant (β = -0.71, p = .14; Std. beta = 
-0.15), but there was a significant effect for Condition [Pressure] (β = -1.04, p = .03; Std. 
beta = -0.22). The effect of group was non-significant (β = 1.17, p = .36; Std. beta = 0.25) 
but there were strong and significant interaction effects of Group by Condition [Post] (β = 
-2.98, p < .001; Std. beta = -0.63) and Group by Condition [Pressure] (β = -2.95, p < .001; 
Std. beta = -0.63) (see Fig. 5, right).

Follow-up t-tests with a Bonferroni-Holm correction indicated that for the gaze-adap-
tive group there was a clear reduction in clubhead accelerations from baseline to post (p < 
.001) and baseline to pressure (p < .001), but no difference between post and pressure (p 
= 1.00). There were no significant changes between conditions for the control group (ps > 
.12) and no between group differences for each of the three time-points (ps > .51). These 
results suggest benefits of the gaze-adaptive training for the development of more expert-
like putting kinematics.
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4  Discussion

This study explored the potential of using gaze-adaptive cues in VR to accelerate visuo-
motor skill acquisition. We developed a novel golf putting training simulation which cued 
learners towards ‘expert-like’ patterns of visuomotor control based on in-situ gaze data. In 
summary, the gaze-adaptive training generated improvements in both gaze control (quiet 
eye duration) and motor control (putting kinematics) over and above that of the VR control 
group, suggesting that it may accelerate visuomotor skill learning. We did not, however, 
observe accompanying performance improvements from pre to post training or during a 
transfer test, which may require more extended training periods. Hence, we can make pre-
liminary inferences that this method potentially offers advantages for enhancing visuomo-
tor skills, but additional research is necessary to validate and refine this approach. This 
is one of the first papers to operationalise affective computing and adaptive VR princi-
ples in the context of sport skill training. The findings have implications for using VR and 
other XR technologies for training sport skills, but also provide a proof of concept for the 
application of affective and attention computing methodologies to training and education 
in other settings such as health, industry, and aviation.

Results indicated clear changes in eye movements in the gaze-adaptive (but not the con-
trol) group, which were indicative of more expert-like visuomotor control. Specifically, the 
gaze-adaptive group showed an increase in quiet eye duration of around 500ms from base-
line to post-training. This is a smaller increase than some more explicit quiet eye training 
regimes in previous work [52, 53], but still a meaningful change that is comparable with 
some training studies [81]. Longer quiet eye durations are linked to more goal-directed 
control of visual attention typical of task experts [38, 78, 79] and have been reliably associ-
ated with better performance outcomes [38], so the observed changes in gaze control could 
lead to improved performance in the long run.

Fig. 5  Boxplots of putting kinematic variables with overlaid data points for individual trials. The ends of 
the box represent the interquartile range and the black bar indicates the median value
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In addition to improved control of visual attention, we also observed a move towards 
more expert-like putting kinematics in the adaptive VR group. There was a general 
improvement (reduction) in velocity at contact for both groups, but with no clear benefit 
favouring the gaze-adaptive group (although changes were descriptively larger; see Fig. 5, 
left). For clubhead accelerations during the downswing, however, there were significant 
reductions from baseline to post for the gaze-adaptive group, which were then maintained 
during the pressure condition. By contrast, there was no change in clubhead accelerations 
for the control group. These changes are typical of the development of putting expertise 
[14, 65] and mirror motor skill developments that have been previously observed following 
eye movement training [8, 52, 53]. It has been suggested that maintaining better gaze con-
trol enables the sensorimotor system to self-organise effectively and therefore accelerates 
visuomotor control towards a more expert-like state [66]. While more expert-like putting 
kinematics do not necessarily lead to better performance outcomes, the observed changes 
in movement from a simple intervention over just 30 putting trials suggests significant 
potential for accelerating visuomotor skill learning using this methodology.

While previous eye movement training research has been successful in generating per-
formance improvements, as well as better maintenance of performance under pressure [32, 
54, 79], we did not observe any effects on golf putting accuracy as measured by radial 
error. Indeed, there was no significant change in performance for either group, although 
there did appear to be a positive trend for the gaze-adaptive group (see Fig. 3, top right). 
Given that the number of practice repetitions was quite low compared to previous studies 
– [52, 53] used 360 training trials over three days – it is likely that the training period was 
insufficient for generating detectable changes in putting accuracy, a skill which takes con-
siderable time to develop. Therefore, the gaze-adaptive cueing method may require a more 
extensive training period, taking place over multiple sessions.

Moreover, there was no observable transfer of training from the gaze-adaptive VR 
training to the real-world putting scenario. The absence of clear learning effects in the 
VR environment makes the lack of transfer unsurprising. It is well-established that motor 
skill transfer is most pronounced when the contexts are highly similar [2], which raises an 
intriguing question regarding the degree of similarity between real and virtual renditions of 
motor skills. For instance, Yarossi et al. [87] have proposed that the brain perceives VR as 
a distinct "context," leading to the establishment and maintenance of separate sensorimo-
tor representations. Consequently, achieving transfer between real and virtual versions of a 
task may be a challenging endeavour and future applications of VR training methods will 
need to explore how well transfer can be achieved.

The simple demonstration of affective and attention computing principles provided 
here illustrates a number of practical applications of this approach. XR technologies 
provide the ideal platform for affective computing by using biometric sensors embed-
ded in headsets to determine changes to virtual environments. This approach can then 
be used to enhance training and education through personalised learning environments, 
tailored user feedback, and intelligent tutoring systems. Detecting affective states from 
eye movements or other biosignals can also enable stress and cognitive load monitoring, 
emotionally-intelligent avatars, and more immersive and emotionally engaging learning 
experiences. In sport, for instance, lightweight and unobtrusive AR technologies could 
optimise training programmes, through providing real-time feedback to performers 
about their attentional focus or distractibility, based on eye movement indicators. In the 
context of golfing skills, for example, intelligent monitoring systems could be designed 
to improve an individual’s pre-performance routine, enhance the precise ’coupling’ of 
their hand and eye movements, or even to support their reading of a course (e.g., by 
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cueing eye-gaze towards significant topographical features that had not been attended 
to). Drawing on previous work in aviation [24, 25, 61], expert gaze patterns could then 
be used as a feedforward learning cue, while automated data algorithms could be used 
to index complex (and often undetected) underlying states (e.g., changes in anxiety, cog-
nitive load, or task expertise). Hence the first steps demonstrated here illustrate the far-
reaching potential of these technology-enhanced training principles.

A clear limitation of this initial study is the limited duration of the gaze cueing 
intervention. We chose to use an abbreviated training duration for this initial work to 
examine if performance benefits were likely to occur in more extended training pro-
tocols, before any comprehensive long-term interventions are implemented. Although 
thirty trials proved adequate to induce beneficial alterations in quiet eye duration and 
putting kinematics, it was probably inadequate to yield enhanced performance results. It 
is also unclear if the observed benefits to gaze control would persist over time. Conse-
quently, further studies are needed to confirm if the changes in gaze and motor control 
would lead to performance effects over a more protracted training period (e.g., a mul-
tiple-session study) with follow-up retention tests and if they can be easily applied to 
other skills. While the present results are promising, it also remains to be established if 
this type of personalised and automated gaze-adaptive approach is as effective as more 
formal eye movement training regimes, so future studies may look to directly compare 
these methods.

5  Conclusions

VR is a highly promising training tool in many industries; not only can it replace existing 
training that is more expensive or dangerous, but it can open up new pedagogical oppor-
tunities. Drawing on recent affective computing and adaptive VR innovations in the litera-
ture, we explored one of these opportunities in the form of a simple gaze-adaptive golf put-
ting environment. This work was the first application of attention computing and adaptive 
VR to sports skills. The results were promising, as gaze-adaptive cues generated benefits 
for both gaze (quiet eye) and motor control (club kinematics) after only 30 training putts. 
Gaze-adaptive methods like the one in this study could be easily implemented into exist-
ing XR training applications as a way to improve movement profiles or training outcomes. 
These applications could be relevant for a multitude of related contexts, such as for visually 
guided skills in surgery, weapons handling, driving, and piloting aircraft or drones.
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