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Abstract: Safety-critical cyber-physical systems (CPSs), such as high-tech cars having cyber capa-
bilities, are highly interconnected. Automotive manufacturers are concerned about cyber attacks
on vehicles that can lead to catastrophic consequences. There is a need for a new risk management
approach to address and investigate cybersecurity risks. Risk management in the automotive domain
is challenging due to technological improvements and advances every year. The current standard for
automotive security is ISO/SAE 21434, which discusses a framework that includes threats, associated
risks, and risk treatment options such as risk reduction by applying appropriate defences. This paper
presents a residual cybersecurity risk management framework aligned with the framework presented
in ISO/SAE 21434. A methodology is proposed to develop an integrated attack tree that considers
multiple sub-systems within the CPS. Integrating attack trees in this way will help the analyst to
take a broad perspective of system security. Our previous approach utilises a flow graph to calculate
the residual risk to a system before and after applying defences. This paper is an extension of our
initial work. It defines the steps for applying the proposed framework and using adaptive cruise
control (ACC) and adaptive light control (ALC) to illustrate the applicability of our work. This work
is evaluated by comparing it with the requirements of the risk management framework discussed in
the literature. Currently, our methodology satisfies more than 75% of their requirements.

Keywords: automotive cybersecurity; risk management framework; risk assessment; attack tree;
ISO/SAE 21434

1. Introduction

A few decades ago, vehicles were equipped with a few simplistic electronic modules,
such as electronic control units (ECUs), as they were considered standalone mechanical
machines that did not need to communicate with each other or the environment. Nowadays,
vehicles communicate with each other and with roadside infrastructure. This has become
possible as modern cars are now equipped with approximately 100 or more ECUs that,
among other things, enable vehicles to perform vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications. As a result, there is a complex integration of these
ECUs with sensors and communication technologies using multiple in-vehicle networks,
including a controller area network (CAN). On the other hand, ECUs rely on inputs
from sensors such as tyre pressure monitoring sensors (TPMS), acceleration, and wheel
speed sensors to perform the respective operation. To achieve V2V and V2I, we also

Copyright: © 2023 by the authors.

; i need communication technologies such as Bluetooth, WIFI, 4G/5G, etc. This integration
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of sensors and wireless communication leads us toward more complex and vulnerable
systems because every new technological interface introduces a new attack surface in a
system. Several published attacks on a vehicle [1,2] show that it is possible to exploit these
attack surfaces that compromise a vehicle’s operational safety. Moreover, it is possible to
attack a vehicle’s core function, such as brakes and engine, as discussed in [3]. Chrysler,
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Tesla, and BMW found multiple vulnerabilities that can be exploited and affect the car’s
core functionality [1,2,4].

These issues force us to consider cybersecurity aspects from the start of the devel-
opment lifecycle of a vehicle. The standard ISO/SAE 21434 [5] was recently designed to
address these issues; it requires managing and maintaining cybersecurity activities in a
distributed environment. It also documents continual cybersecurity activities and provides
information about considering aspects of cybersecurity in the concept, development, pro-
duction, and operational phases of a vehicle. Clause 15 of ISO/SAE 21434 [5] contains
requirements for threat analysis and risk assessment (TARA) that help to identify threats
and evaluate the cybersecurity risk.

Standards provide guidelines that are followed in the process of design and develop-
ment. Systematic frameworks specifying vulnerabilities and threats are essential to evaluate
a system’s security as they look at the information and interactions that can influence a
system. Considering this, one can develop different security objectives, calculate risk, and
identify appropriate countermeasures. A security framework is built to correlate the fea-
tures in an organised manner. Instead of brainstorming sessions and group discussions, the
security framework that systematically evaluates threats and risks to a system is preferred,
and such evaluation needs to be performed early in the design and development phases.

This work is an extension of our previous work [6], in which a framework was
proposed that calculates the risk to an automotive system and evaluates the residual risk
left after applying appropriate defences. There are various threat modelling models, such
as attack trees [7], SAHARA [8], FMVEA [9], etc. According to [10], a framework should be
able to handle risk propagation as the risk of attack on any asset changes as an attacker
gains further access to a system. To address this problem, an integrated attack tree-based
approach is proposed that is generic and applicable to CPSs. Integrated attack trees present
a bird’s-eye view of the possible ways to compromise a system. This work is evaluated
by applying our method on ACC and ALC as the use cases. This paper includes the
following contributions:

¢ Definition of steps for applying the proposed residual cybersecurity risk management
framework.

* A method to generate an integrated attack tree for multiple attacks using a system diagram.

* A method to convert an attack tree to a K-partite graph.

*  An algorithm to generate an integrated attack tree from a system diagram and an
algorithm for generating a K-partite graph from an attack tree.

The rest of this paper is structured as follows. Section 2 discusses the background,
which includes the requirements of the risk management framework and describes auto-
motive standards and security models. This section also discusses different methods to
generate attack trees. Section 3 describes the case studies, i.e., ACC and ALC. Section 4
explains the residual risk management framework and briefly discusses the steps required
to implement it. Section 5 provides a step-by-step guide for implementing the proposed
framework. Sections 6 and 7 contain the discussion and conclusion, respectively.

2. Background

In this section, we present some background regarding our research. We begin with
the risk management framework requirements and the available standards considering
cybersecurity aspects in the automotive industry. We present a brief overview of security
models for automotive cybersecurity and discuss different attack trees. The background
structure is displayed in Figure 1.
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Figure 1. Structure of background section.

2.1. Requirements of a Risk Management Framework

The introduction of modern technologies in vehicles revolutionised the automotive

industry. Modern vehicles can also be considered as CPSs. Risk assessment is required to
design any CPS so that the manufacturer can identify threats and their impact that will
eventually help in risk management. Therefore, different risk management frameworks
(RMFs) are proposed to build a robust, secure, resilient system. There are a few requirements
to develop an RME, which are outlined in [5,11] and reproduced below.

Standardized approach: It must follow well-established standards, guidelines, and
best practices (e.g., ISO 31000 [12], NIST SP800-30 [13]).

Consistent and unified: It must adopt consistent processes within a comprehensive
and unified framework, ensuring that risk is managed effectively, efficiently, and
coherently across an organisation.

Abstraction: It should support the abstraction of entities involved in the risk manage-
ment process [14]. In turn, it should unleash a general approach not bound to any
particular domain, permitting wide applicability.

Scalability: It must support scalable qualitative risk management regardless of the
size and complexity of the organisation.

Automation: It should support parametrisation and automation of different phases of
its execution [14].

Ranking: It must provide simple yet intuitive indicators measuring the results of the
risk management framework with respect to the risk criteria of the organisation.
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*  Assurance integration: It must integrate the risk management process with assurance
techniques. Assurance techniques evaluate the effectiveness of the countermeasures
operated by the organisation to minimise the risk and enable a realistic view thereof [11].

*  Continuous Process: It should support a continuous risk management process, enabling
prompt reactions to any change in the organisation and implemented countermeasures.

*  Propagation: It should manage risk propagation between resources under the assump-
tion that, in case an adverse event happens, its impact propagates to different re-
sources [15].

2.2. Automotive Standards

Considering the cybersecurity aspect of the automotive domain, two major standards are
available: ISO/SAE 21434 and UN R155. A brief overview of both standards is as follows.

2.2.1. UN R155 [16]

The United Nations Economic Commission for Europe (UNECE) is one of the five
regional commissions that is under the jurisdiction of the United Nations Economic and
Social Council. The Original Equipment Manufacturers (OEMs) of the automotive industry
in countries under the UNECE group must comply with UN R155 [16]. It covers two
aspects: First, establishing a cyber security management system (CSMS) for addressing
organisational processes and policies. A CSMS helps to manage cyber risk throughout the
entire life cycle of the vehicle. Second, the required documentation process and compliance
certification for CSMSs to approve new cars in the market.

UN R155 [16] has three parts. Part A describes vulnerabilities, threats, and attack
methods in a table. It discusses 32 threats categorized based on different attack surfaces,
i.e., communication channels, back-end servers, update procedures, etc. Part B is a list of
mitigation actions for the threat related to a vehicle. It provides high-level solutions that
need to be performed to secure a system. Part C is a list of actions against threats originating
from outside the vehicle, such as for the car manufacturers’ server and unauthorised access
to the back-end server.

2.2.2. ISO/SAE 21434 [5]

This standard was released in late 2021. It aims to provide cybersecurity guidelines in
engineering vehicles’ electrical and electronic systems. This standard also guides OEMs and
their suppliers with recommendations for handling cybersecurity risk during the design,
production, and operational phases. ISO/SAE 21434 [5] consists of 15 clauses and 8 annexes
in which different requirements (RQ), work products (WP), and recommendations (RC)
are provided. In Clause 5, the standard provides guidance and instruction about strong
cybersecurity culture and procedure for sharing information in <RQ-05-06> and <RQ
05-09>, respectively. Clause 7 discusses the distribution of responsibilities to reduce cy-
bersecurity risk. Continuous activity monitoring and evaluation are addressed in Clause 8.
Clauses 9-12 give information about different phases in the product development lifecycle,
including item definition, cybersecurity goals, integration and verification, and validation.
Clause 13 defines an incident response plan and other remedial measures in the event of
any cybersecurity incident arising.

Clause 15 is about TARA, where the first step is to identify assets and their damage
scenarios, as discussed in <RQ-15-01>,<RQ-15-02>. In <RQ-15-03>. It is instructed to
identify threat scenarios, and for that purpose, suggested methods are EVITA, STRIDE,
TVRA, or PASTA. The next step of TARA is impact rating, which can be categorized based
on safety, operational, financial, and privacy <RQ-15-04>. Different impact ratings are
classified as severe, major, moderate, and negligible. Attack feasibility rating is determined
using either a potential-based approach, an attack-vector-based approach, or CVSS, as
mentioned in <RQ-15-10>. Lastly, risk value determination is based on the risk matrix
formula discussed in <RQ-15-16>. Risk treatment decisions are based on four options:
risk reduction, risk avoidance, risk retaining, and risk sharing. ISO/SAE 21434 is the first
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ISO standard in automotive cybersecurity, so automotive companies must use it to comply
with the cybersecurity requirements of modern vehicles.

2.3. Automotive Security Models

Security in automotive is different from IT security as it directly impacts the safety of
humans and the roadside environment. There are several research projects that consider
security in the transportation system. Projects like PRESERVE [17], EVITA [18], and
OVERSEE [19] were launched to ensure the security of the transportation system. We
are going to discuss some projects and security models that are developed to address
automotive cybersecurity issues, Table 1 provides the summary of these models.

Table 1. Security models.

Security Model Application Threat Model Impact Inputs Outputs
Vehicular IT Safety, Financial, Attascgciifnarm/
EVITA Attack Tree Operational, Cases and Assets . ty
System Privac Requirements,
y Risk Level
Vehicular Safety, Financial, Functional Use lil:\ljeli/lﬁli‘p;iirve;t
HEAVENS Electrical/ STRIDE Operational, 4 g.
. . Case Security
Electronic System Privacy -
Requirements
. STRIDE, Attack Threats, Failure
SINA Connect Vehicles Tree Safety System Use Case Mode, Severity
Automotive . Threat Level,
SAHARA Embedded System STRIDE Safety Safety Analysis Security Level
Communications  TVRA for Telecom- Operational, Target of Risk, Counter
TVRA - . .
and ITS munication Finance Evaluation Measures
2.3.1. EVITA

E-Safety Vehicle Intrusion Protected Applications (EVITA) [18] have a security process
and model proposed to analyse the risk to the vehicular IT system [20]. In the security
process, the security requirements of a system are defined through a set of use cases. Risk
is defined as the possibility of a successful attack and its impact if it is successful. The
attack potential is calculated using the Common Methodology for Information Technology
Evaluation (CEM) [21].

Values for feasibility or likelihood depend on different parameters, such as access to
the target and available information, the expertise and required tools, time of completion,
or elapsed time of the attack. Attack paths to secure any objective can be identified using
attack trees, whereas damage potential in the automotive domain is assessed according to
four factors: safety, financial, operational, and privacy in the automotive domain. This risk
assessment approach provides developers and manufacturers with structured methods to
balance security risk and cost so that appropriate decisions are taken.

2.3.2. HEAVENS

Healing Vulnerabilities to Enhance Software Security and Safety (HEAVENS) is funded
by VINNOVA, and its duration was from April 2013 to March 2016. HEAVENS studied
tools and methods for evaluating the security of automotive electrical and electronics
systems (EE) [22]. HEAVENS provides an outline to model a framework to analyse threats
and assess the risk to an EE system. In addition, it is possible to derive security requirements
and measures using HEAVENS. The distinctive feature of this project is that it extended
the classic CIA triad model to eight security attribute objectives applied to the automotive
domain. Threat analysis is accomplished using STRIDE, whereas threat level and the
likelihood of threats are determined using CEM, like EVITA [23]. The impact is calculated
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like EVITA, again using safety, financial, operational, and privacy. The security level is
derived from the impact and threat level that guides risk management.

2.3.3. SINA

Security in Networked Automotive (SINA) [24] is designed to analyse and identify
security issues in the connected vehicular system. SINA utilised a data flow diagram as
STRIDE to analyse the system. It is more concerned about connected vehicles; therefore,
they defined an entity named communication zone as boundaries in the communication
network. Threats are categorized into seven different classes. SINA considers tampering,
denial of service, and information disclosure as STRIDE. There are some other specific
threat types for SINA, such as “creation of additional data on the communication channel”,
“eavesdropping on the communication channel”, “modification of transient information
as it is exchanged in the data flow”, and lastly, “blocking the data flow”. Threats are
enumerated using a model-based approach based on DFDs; moreover, attack trees are built
based on the most severe threat. The effects of the risk are evaluated based on safety, and
other factors such as financial, operational, and privacy are not considered.

2.3.4. SAHARA

Security-Aware Hazard and Risk Analysis (SAHARA) [8] is designed to analyse the
safety and security of a vehicle for earlier development phases. Threats are classified
as STRIDE and considered as Hazard Analysis and Risk Assessment (HARA) for safety
analysis. The impact of a threat is quantified based on resources, threat criticality, and
knowledge. SAHARA considered the high criticality of threats instead of estimating the
likelihood of threats. Highly critical threats can violate safety goals. If the safety goal
is breached, threats are handed over to safety analysis again; this ensures the eventual
development of a safe system.

2.3.5. TVRA

The European Telecommunication Standard Institute proposes a Threat Vulnerability
and Risk Analysis Method (TVRA). This method was developed for the telecommuni-
cation industry. Later on, it was adopted for vehicle-to-vehicle (V2V) communication
platforms [25]. The target of the TVRA is to identify threats and risks to the communication
of V2V and vehicle-to-infrastructure (V2I) in the intelligent transportation system. Five se-
curity objectives are considered in TVRA: confidentiality, integrity, availability, authenticity,
and accountability. Threats are manipulation, interception, denial of service, and repudia-
tion of messages. The potential of a threat is evaluated based on equipment, opportunity,
expertise, time, and knowledge.

There are numerous other cyber RMFs in the automotive domain, such as [26], in
which the authors present a simplified method for dynamically managing security risks in
the context of CAVs. It focuses on identifying the most critical attacks that require atten-
tion in terms of monitoring and adapting to changes in the environment. The proposed
approach captures changes in risk as CAVs transition to new environments. It incorporates
a knowledge-based system and a comprehensive risk assessment, including identifying
potential attacks, critical components, and vulnerable attack surfaces and re-evaluating
mitigation measures. In another work [27], the authors combine various potential attack
vectors and efficiently consider the resources available to attackers. It permits an exami-
nation of the onboard architecture to identify previously overlooked attack combinations,
thereby strengthening the security of connected and autonomous vehicles (CAVs). How-
ever, it should be noted that this work needs an in-depth analysis of the scalability of
the method. A PIER framework was proposed in [28], which focuses on enhancing the
robust safety and security of CAVs. It introduces a novel feature to the cybersecurity risk
assessment framework, which includes factors such as exposure and recovery, in addition
to the traditional consideration of probability and impact. Furthermore, the study considers
over-the-air software updates for collision avoidance systems. Additionally, the work
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needs an explanation regarding the practical application of these findings in real-world
environments. It predominantly relies on the assumption that implementing security re-
quirements effectively mitigates risks but does not provide guidance on how to implement
them. The work [29] introduces a method for security risk analysis that entails establishing
a mathematical model to evaluate risk values based on severity, probability, and human
control. It considers both human capabilities and the level of vehicle automation to per-
form a comprehensive security risk analysis. The SINADRA framework was proposed
in [30], designed to tackle the challenges of ensuring the safety of autonomous vehicles
through the facilitation of dynamic risk assessment. This approach proposes a model-based
methodology incorporating probabilistic runtime risk monitors while utilising tactical
situational awareness and considering human risk assessment with uncertain knowledge.
This approach employs a Bayesian network-based method to balance residual risk and
driving performance in real time. However, it is important to note that using a Bayesian
network can be computationally demanding. The probabilistic model, with its inherent
uncertainties in the risk assessment process, may require greater consistency. Furthermore,
it is of utmost importance to assess the collection of environmental knowledge and evaluate
how accurately it is acquired and utilized. It is worth mentioning here that in the above-
mentioned security models and RMFs only, SINADRA [30] considers the residual risk after
applying the countermeasures, whereas it is for autonomous vehicles while assuming the
environmental variables with the Bayesian network. We are considering residual risk in
RMF while utilising a holistic view of the attack tree that will help analysts make better
decisions about the automotive system’s security level.

2.4. Attack Tree

Attack trees are used as a part of our approach; thus, it is vital to have an overview
of available methods to generate attack trees. Table 2 provides a summary of a few
well-known attack tree models. Therefore, a brief overview of the different attack trees is
provided in this section.

Attack trees are represented in a tree structure, as the name suggests. It isan AND/OR
tree structure that graphically assesses the system’s security. In the attack tree formalism,
an attacker goal is placed at the top root of a tree, and subsequent subgoals are either
disjunctive (denoted by OR) or conjunctive (denoted by AND). This recursive process is
continued until we reach basic actions. In 2005, Mauw and Oostdijk formalised attack trees
by characterising the semantics and transformation using their proposed framework [31].
Weiss [32] suggested a quantification method in which values are assigned to the leaf nodes,
and different functional operators are proposed to calculate the cost, time, and required
skill level [33,34].

Table 2. Summary of types of attack trees.

Tree Type

Attack or Defense Main Purpose Connector Short Description

Attack Tree (AT) [33]

The primary visual structure of the
attack tree was proposed in 1994 by
Schiener. It includes the
representation of attack steps in the
form of a tree with different
conjunction or disjunction.

Attack Security Model AND, OR

Augmented Tree [35]

Provides a probabilistic measure of
Attack Security Model AND, OR how much an attacker can
compromise a system.
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Table 2. Cont.

Tree Type

Attack or Defense

Main Purpose Connector Short Description

Augmented
Vulnerability Tree [36]

Combines fault trees, attack trees, and
cause—consequence diagrams. This
was used to compute the financial risk
to a computer-based
information system.

Attack Risk AND, OR

Ordered Weighted
Average (OWA) [37]

Changes the AND and OR nodes to
OWA nodes, quantifiers such as most,
some, half, etc. It is well suited to
model uncertainty where the number
of actions that need to be satisfied is
unknown.

Attack Quantitative OWA operator

Parallel Model for
Multi-Parameter
Attack [38]

Provides a method for quantitative
analysis when several interdependent
parameters are considered for an
attack. It was believed that the
attacker always chooses the most
profitable attack.

Attack Quantitative AND, OR

EFT [39]

Combines deliberate acts from attack
trees and random failures from fault
trees.

AND, OR, merge

Attack Unification
gates

Attack Defence Tree
(ADT) [40]

Involves both types of nodes (attack
and defence). It is a combination of an
attack tree and a protection tree. The
proposed formalism allows putting a
child node of an opposite type.

AND, OR,

Both Security Model
countermeasure

Attack
Countermeasure Tree
(ACT) [41]

Has three distinct classes: attack
events, detection events, and
mitigation events. Automated
AND, OR, count generation of ACT is accomplished
leaves using a minimal cut set that helps to
determine possible ways of attacking,
defending and identifying the most
critical component in a system.

Both Security Model

Attack Response Tree
(ART) [42]

Part of the response and recovery
system in the intrusion detection
system. To automate and provide
instantaneous response to intrusion
with minimal delay.

AND, OR,
response

Intrusion

Both Detection

Vulnerability trees are meant to depict the hierarchical interdependence of different
vulnerabilities in a system. A vulnerability tree is very similar to an attack tree; instead,
it considers vulnerability as the root event. In 2008, the authors of [36] extended the
vulnerability tree model to develop an augmented vulnerability tree. They used attack trees,
fault trees, vulnerability trees, and cause—consequence diagrams to evaluate the financial
risk that any computer-based information system faces. This evaluation is the numeric
value called the degree of security. In [43], augmented vulnerability trees are used to
evaluate the security of the SCADA system. There are also augmented trees that provide
a probabilistic measure of the attacker’s progress to complete an attack successfully [35].
Different variants are later proposed, such as one augmented attack tree that tells the
probability of a successful attack and another that considers the quality of detectability [44].

In [37], the authors proposed the ordered weighted average (OWA) in which the
AND/OR nodes of an attack tree are replaced with OWA nodes. If there is a need to model
uncertainties and reason about situations in which actions are required to be satisfied are
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unknown, OWA is quite a suitable option. In 2005, researchers from different institutes in
Estonia published seven follow-up papers from 2006 to 2013 that discuss the parallel model
for a multiparameter attack tree [38,45-49]. The reason for analysing multiparameter attack
trees is that, previously, attack tree quantitative analysis was performed using one specific
attribute, such as the cost or feasibility of an attack. In the real environment, interactions
between multiple parameters play a vital role. The model assumes the attacker will only
consider those paths whose cost is less than their benefits. Multiparameter attack’s expected
outcomes are gains to the attacker when an attack becomes successful, the probability of
getting caught, the likelihood of success, and the cost of an attack. The proposed methods
involve game theory [50] or some high-time complexity models [45]. This approach was
used to evaluate the security of the E-voting system in [51].

The extended fault tree (EFT) [39] was presented in 2007, and it is a combination of
deliberate security actions captured by the attack tree and random failures caught by the
fault tree. EFTs and attack trees are structurally very similar. The difference comes in the
type of event that can be modelled. In the attack tree, only malicious attackers” actions are
modelled, whereas in the EFT, the primary action can include accidental failures, security
events, and non-malicious activities. Logically, AND/OR gates are explicitly represented as
classical fault trees. The step-by-step method to construct the EFT is presented in [52]. An
example of chemical plants is analysed using the EFT in which different failure and attack
scenarios are generated in [52]. The attack defense tree (ADT) allows security situations in
which we can model two opposing players, such as an attacker and a defender [40]. In the
ADT, both attacks and defences are present in the tree. The formalism of the tree allows
a node to have one opposite kind of child node. Roy and Kim proposed an attack counter
measure tree (ACT) in 2010 [41,53]. It is used to model attacks and defences. The ACT is
different from the defence tree because it allows it to place countermeasures at any tree
node. The ACT involves three classes, attack, mitigation, and detection event. Identification
of attack countermeasures is performed using the automated generation of the minimal
cut set. Border gateway protocol attacks in the SCADA were studied in which malicious
insider attacks were modelled using the ACT [54].

The attack response tree (ART) was proposed in 2009 [42]. It was developed to automate
the intrusion response system. The proposed approach is a stochastic game between a leader
(response and recovery engine) and a follower (attacker). Attack trees differ from attack
response trees as they are built to display applicable ways to achieve an attack successfully.
On the other hand, in the attack response tree, the root contains consequences that could be
of the three classic security properties (Confidentiality, Integrity, Availability) [55]. Itis a
probabilistic verification of the security property to identify whether it has been violated.

3. Case Study

In this work, two primary automotive systems are considered as use cases: ACC and
ALC. A brief introduction of these systems is as follows.

3.1. Adaptive Cruise Control

ACC is now a critical feature of modern vehicles. It is an extension of traditional
cruise control. The cruise control system adjusts vehicle velocity and follows the car ahead
while automatically controlling speed to maintain the distance with the vehicle ahead. The
cruise control system has radar, Lidar, or video camera that helps detect and maintain
distance from the vehicle in front. The user sets the vehicle’s velocity if there is no vehicle
immediately in front. The system architecture of the ACC can be split into four major
parts, as shown in Figure 2, signal collecting, signal processing, signal actuating, and
signal display.

The switch control turns the ACC ON or OFF. If the switch is turned ON and the
driver sets the headway, then the module depends on the ACC. The range sensor tries to
find the vehicle in front. If there is no car in front, it follows the user-set velocity, which
controls speed and the engine control module. The distance control module is activated if
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the next object runs slow or too close, allowing it to maintain the user-set distance. The
ACC turns off if a switch is turned off or the brake or accelerator pedal is touched [56].
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Figure 2. Adaptive cruise control architecture [56].

3.2. Adaptive Light Control

It is challenging to drive a car without proper lighting. The conventional headlight
illuminates the road ahead but does not illuminate the bends and blind spots. It is a
principal reason for an accident as well. Another problem is that incoming cars with high-
intensity white lights cause discomfort to an on-coming driver. Therefore, ALC systems
are introduced. These contain a gyroscope, servo motors, and a light sensor or camera to
detect the upcoming vehicle. The gyroscope is used for levelling the headlight according to
the road, whereas the servo motor is used for rotating the headlights so that blind spots
and curved roads can be appropriately seen by the driver [57].

4. Methodology

This section will present our proposed residual risk management framework and
approach to combining attack trees, including algorithms and examples.

4.1. Residual Risk Management Framework

This section describes the proposed residual risk assessment framework for automotive
systems based on ISO/SAE 21434. The framework is based on the taxonomy shown in
Figure 3, and the explanation of each entity is as follows.

Vulnerabilities: The automotive system is the composition of multiple integrated com-
ponents produced by different members of the OEM supply chain. It is difficult to maintain
the same level of assurance in such a widespread industry; that is why there is always a
possibility of weaknesses in a system design, implementation, or configuration. A weakness
will become a vulnerability when someone can manipulate it. Vulnerabilities create threats
when someone exploits them, as shown by the direct link in Figure 3.

Threats: It is essential to understand that a threat affects a specific component. For
example, a remote GPS spoofing attack requires broadcasting a signal synchronised to the
GPS. Later the spoofed signal’s power is increased, and the target position is moved away
from the original location. This threat is possible due to the vulnerability that GPS devices
are programmed to follow high-power signals. Every threat has an impact that is used to
calculate the risk.

Components: To secure the component from threat, one must understand the possible
ways to compromise a system and attack trees helps to visualise those potential ways. It
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is also possible to create an attack tree when the architecture of a component is available.
Considering the adaptive cruise control and adaptive light control example from Figure 11,
it is possible to generate potential attack paths shown in Figure 4. These attack paths can be
produced by mapping the components’ connectivity using a system diagram. The starting
point of each attack path is an attack surface; therefore, a cellular interface, Bluetooth, and
OBD port can be considered as entering points of an attacker. Adding a new component to
a system can also introduce new vulnerabilities, as shown in Figure 3.

Introduces

2. Threat 3.Component/System
Part
Affects
A }
Creates
Assigns_to| Generates
1.Vulnerabilities
> Design/ Implementation
> [Configuration
Introduces Applies
5. Defence 4. Attack Tree/ Attack
Hardware/Software/Policy| Path
Third Party Entity/
£4 c'l R, 4 ( o i
Communication Recommends has_Impact > 6. Risk
has_Feasibility
is_Induced_by

Figure 3. Residual risk management framework.

Attack Tree: Every attack path in a tree has the feasibility of exploitation, and this
is a value ranging from very low to high that describes the ease of carrying out the set
of corresponding attack actions [5]. Feasibility would be high or low, considering the
complexity of an attack path. An attack path may be relatively short, but its complexity
might be high. Therefore, attack trees are generated to calculate the feasibility as shown in
Figure 3 of the attack path as a factor to calculate risk as suggested in ISO/SAE 21434.

Defense: Apply defences to avoid those threats becoming an attack, such as integrating
new hardware or fixing some software bugs. It is also possible that the cause is some
third-party entity or software. In that case, some policies for interaction are recommended.
In Figure 3, it can be observed that defences are assigned to components, and it applies
to attack trees because it will help to visualise defence placement in the actual system
architecture. As discussed earlier, due to the widespread nature of the automotive industry,
there is always a possibility of introducing new weaknesses that will become vulnerabil-
ities in a system. There is also a possibility that applied defences might introduce new
vulnerabilities in a system, as shown by the link from the component to the vulnerabilities
in Figure 3.

Third-Party Entities: In an automotive system, users also use external devices such as
mobile phones. There is a possibility that such third-party software/devices can introduce
new vulnerabilities in a system, as shown in Figure 3.

One can calculate the associated risk to a component by considering the attack feasibil-
ity and the impact related to that threat. The risk value will change after applying defences,
and it depends upon the effectiveness of defences. There is also a possibility that the risk
might increase beyond the acceptable level; therefore, if the risk level is high, it will be
considered a threat, as shown by a link from risk to threat in Figure 3. The residual risk
will be calculated by finding differences before and after applying defences on the possible
threats using flow graphs as suggested in [10].
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Figure 4. Potential attack paths.

4.2. Steps for Implementing Proposed Framework

The proposed framework, see Figure 3, shows the relationship among the entities. To
implement the proposed methodology, we carry out the following steps:

*  Step 1: The input of our framework will be a system diagram of a system under consideration.
Convert the system diagram to a directed graph to identify the information flow.

e Step 2: Identify threats and vulnerabilities using, for example, the Microsoft Threat
Modelling Tool [58], ThreatGet [59] or other threat analysis methods or tools.

e Step 3: Identify the impact of each threat considering ISO/SAE 21434 <RQ-15-05>.

e Step 4: Generate a library using a K-partite graph of known attack trees.

e Step 5: Generate a detailed integrated attack tree using the directed graph of the system
diagram and library of attack trees.

e Step 6: Calculate the feasibility value of each attack path using one of the suggested
approaches, i.e., attack potential, CVSS, and attack-vector-based approaches in
ISO/SAE 21434 <RC-15-11>.

*  Step 7: Calculate the initial risk associated with each threat as a function of impact and
feasibility as suggested in ISO/SAE 21434 <RQ-15-15>.

e Step 8: Identify and implement appropriate defences for all attack paths.

e Step 9: Calculate mitigated risk as placement of appropriate defences will reduce the
risk, using flow graphs.

e Step 10: Calculate residual risk as the difference between initial risk and mitigated risk.
If the residual risk is above an acceptable level, move back to Step 2.

5. Step-by-Step Guide for Implementing Methodology

This section discusses a detailed step-by-step guide for implementing the proposed
framework Figure 3, as discussed in Section 4.1.

5.1. Steps 1-3: Initialisation

Initialisation involves three primary steps. Firstly, the proposed framework takes a
system diagram with an information flow as an input, which will then be converted into
a directed graph. Secondly, a threat model is developed in the ThreatGet tool using a
given system diagram. This threat modelling tool was developed at the Austrian Institute
of Technology (AIT). It takes the threat model as input and generates a list of threats
against the threat model. ThreatGet [59] uses an Extended Data Flow Diagram (EDFD),
whereas Microsoft Threat Modelling Tool [58] uses a data flow diagram (DFD). This tool
uses STRIDE by Microsoft to model threats. ThreatGet [59] uses elements, connectors, and
assets for a threat model. Elements describe physical or logical devices, and connectors
show the information flow. Assets indicate where valuable assets are located. Lastly, we
obtain the impact of each threat using ThreatGet according to ISO/SAE 21434 <RQ-15-05>.



Information 2023, 14, 639

13 of 27

5.2. Step 4: Library Generation Using K-Partite Graphs

To discuss the details of the K-partite graph, it is essential to have a brief overview
of the much simpler bi-partite graph. A bi-partite graph [60] is a famous graph type used
in graph theory; see Figure 5. Two disjoint sets or partites of independent entities will be
connected with edges according to their relationship. Each element of the set should be
non-adjacent to the others. Bi-partite is a particular form of a K-partite graph in which
k = 2. A K-partite or multi-partite graph includes more than two partites.

P1 P2

Figure 5. Bi-partite graph example.

Consider the example of a bi-partite graph in Figure 5; there are two partites, P1 and P2.
In P1, there are two nodes, A and B, and in P2, there are X and Y. One can observe that (A, B)
and (X, Y) do not have any edge between them. However, there are edges Ax, Ay, and By,
so (A, B), (X, Y) are independent/non-adjacent of each other. A K-partite or multi-partite
graph includes more than two partites, as shown in Figure 8. It follows the fundamental
property of a disjoint set with non-adjacent elements. We are using this K-partite graph
structure to generate a library of attack trees because it is vital to preserve all relations
and order of steps in an attack tree to create a library. The property of a non-adjacent
and independent set allows the transformation of an attack tree into a K-partite graph.
Algorithm 1 is proposed to create a K-partite graph-based library represented in Figure 8 or
Step 4, mentioned in Section 4.2. Additionally, Algorithm 2 is proposed to search this library
as it is a prerequisite to generate a detailed integrated attack tree mentioned in Step 5.

Attack trees can be represented as a K-partite graph. There is a need for insight into
the attack tree’s structure/hierarchy as proposed in [20], where the root corresponds to an
attacker’s goal and is considered as Level 0. Level 1 contains the attack objective as shown
in Figure 6. The attack objective can be decomposed into several attack methods based on
the logical combination (OR/AND) against one or more assets. A K-partite graph structure
is proposed with the same approach as shown in Figure 6, placing each level of the attack
tree in a partite as entities are not adjacent at each level. An attack tree for interception
attacks on Bluetooth, as shown in Figure 7, is taken from [61]. It can be converted into a
K-partite graph as shown in Figure 8.

Attack Goal

Attack Attack Attack
Objective 1 Objective 2 Objective 3

Attack Method Attack Method Attack Method Attacl Method Attack Method Attack Method
M1 M2 M3 M4 M5 M6

Figure 6. Attack tree structure [20].
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Algorithm 1: Algorithm 1 will generate a K-partite graph. The complexity of this
algorithm is O(|E| + |V|). First, select the attacker’s goal and create a partition for it. Then,
use breadth-first search and search each level of the attack tree. Whenever we go to a new
level, create a new partite. The only complexity comes when conjunctive or disjunctive
nodes (OR/AND) appear. In this case, if the OR conjunction comes generate a direct link,
but if the AND conjunction comes, then create a combined link to the target entity.

Algorithm 1 K-partite Graph Generation

1: procedure K-PARTITE GRAPH GENERATION (Attack Tree)
2: Select Attack Goal

3 Create a Partite for Attack Goal

4: Breadth-First Search (Attack Tree)

5: Search each level of attack tree

6 Put nodes from same level in one partite

7 if Nodes have OR conjunction then

8 Create direct link to the node in the partite

9: else if Nodes have AND conjunction then
10: Create a combined link to the node in partite

Interception
Attacks on
Bluetooth

Performance
Reconnai-
ssance

Perform out of
band attacks

xploit Protocol
Vulnerabilities

Conduct FM-
AM interceptiol

Conduct side
channel attack

Conduct Blue-
sniffing

Conduct Blue-
tracking

Conduct car
whispering

Conduct
Blueprinting

Conduct
Bluesnarfing

Figure 7. Attack tree for interception attack on Bluetooth [61].

Algorithm 2: In Algorithm 2, search the K-partite graph to generate an attack tree when
required, and its complexity is O(|V.E| + |V?|). The K-partite graph search procedure is
created with the attack goal as an input; in Line 2, select the attack goal partite. In Line 3, a
while loop is used to look for the node that represents the same attack goal provided as an
input. In Line 4, the code checks if the node is found, and if so, BFS is performed and other
links are followed from Lines 5 to 7. From Lines 8 to 9, matching is performed to determine
if the attack goal is unavailable in the partite. It will be concluded that this attack goal is
not available.

Algorithm 2 K-partite Graph Search

1: procedure K-PARTITE GRAPH SEARCH (Attack Goal)
2 Select Attack Goal Partite

3 while Node in partite is not equal to Attack Goal do
4 if attack== Node in partite then

5: Select Node and respective links
6
7
8
9

Do Breadth-First Search

Join Nodes with edges considering OR/AND conjunction or disjunction
else if No node in partite then

This Attack Goal is not available
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Figure 8. K-partite graph representation of Bluetooth attack.

An attack tree can be represented as a K-partite graph and this hypothesis is proved by
dividing it into two parts. Firstly, it is proved that an attack tree satisfies all the properties
of a tree in Theorem 1. In Theorem 2, it is demonstrated that if a graph is a tree, it can be
represented in a K-partite graph. A few fundamental definitions are as follows:

Definition 1. An Attack Tree “A;” is a connected A-cyclic graph with a global Attack Goal “Ag”.
Child nodes of Ag are attack actions as a refinement. Leaf represents attacks that can no longer be
refined. A refinement can be conjunctive “AND” or disjunctive “OR”.

Lemma 1. An “AND” node indicates that all of its child nodes must be satisfied to achieve the
parent node. Such as Node A is achieved if and only if all of its child nodes By, By... B, are achieved.

Lemma 2. An “OR” node indicates that at least one of its child nodes must be satisfied for the
parent node to be achieved. We can achieve Node X if at least one of its child nodes Y1,Y5... Yy
is achieved.

Definition 2. A tree “T” is an un-directed minimally connected A-cyclic graph in which removing
one edge will disconnect the graph.

Definition 3. A K-partite graph is a graph with k different sets of vertices such that each set is an
independent set.

Definition 4. An Independent set is a set with no two vertices adjacent to each other.
Theorem 1. If Graph “G” is an attack tree “A;” then it is also a Tree “T”.

Proof. Let us compare the properties of A;, T and show that an A; € T.

e  A;is also a minimally connected graph.
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*  Ajisas A-cyclic as trees.
*  Ag is the unique root node as any other tree.
*  The non-root node node has exactly one parent.

Therefore, a standard A; also satisfies all the tree’s properties. [
Theorem 2. If Graph G is a Tree “T” then it is also a K-partite graph.

Intitution of proof: Let T be a tree with n vertices. Let us show that T is a K-partite graph
by identifying each level in a different coloured box as shown in Figure 9

*  Draw a red-colour box around the root node of T.

*  Draw a green-colour box around all the children of the root node.

*  Draw a blue-colour box around all the children of the nodes lying in a green-colour box.

¢ Continue this process for all the nodes in T, assigning each node the lowest available
colour that has not been assigned to its parent or any of its children.

It can be observed that every colour represents a different partite (set) and there is
no edge within each partite that satisfies the property of an independent set. Considering
Theorems 1 and 2, we can conclude that A; can be presented in a K-partite graph.

Interception

Attacks on
Bluetooth

Performance
Reconnai-
ssance

Perform out of

[Exploit Protocol

Vulnerabilities band attacks

Conduct Blue- Conduct side Conduct FM-

sniffing

Conduct Conduct car Conduct Conduct Blue-

Bluesnarfing whispering Blueprinting tracking channel attack AM interceptiol

Figure 9. Colouring attack tree [61].

5.3. Step 5: Generation of Integrated Attack Tree

Considering our framework in Figure 3, an attack tree will be generated against
a component/system part by using a system diagram. Our motivation is to generate
integrated attack trees that can help to have a better overview of a system. One of the
benefits of an integrated attack tree is that it will help to understand the propagation of risk.
Understanding the risk propagation is vital because when an attacker successfully moves
from one step to another in an attack tree, the attacker may have access to more assets. To
understand risk propagation, consider the example of an attack graph in Figure 10. Assume
an attacker can reach Step 3 by following Step 1 or 2; from Step 3, the attacker now has
access to Assets 1 and 2. It can be observed that the risk of an attack on Assets 1 and 2
increases when an attacker gets access to Step 3.

Consider Figure 13, in which two different attack trees have two distinct goals. It can
be observed that in both attack trees, Attack Method 1 is repeated. In practice, attack trees
are designed individually. If two attack trees are analysed together, one can identify that by
following two different steps, an attacker can reach the same attack method M1, leading
us to two distinct goals (Goal 1, Goal 2). The red dotted oval shows an attacker can utilise
two attack methods to reach Goal 2. The above two examples can help visualise how a risk
propagates from one attack tree to another.

We developed the integrated attack tree from the system diagram. A system diagram
with information flow is the essential component required to design an attack tree, as shown
in Figure 11. There are a few other rules that should be followed, which are listed below.

®  The system diagram should indicate the information flow in it.
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e  If two entities are sequential, like Navigation ECU and Gateway ECU as shown in
Figure 11, use AND conjunction between them.

e If two entities are connected to one component, use OR conjunction between them,
such as ACC and ALC are connected to Gateway ECU as shown in Figure 11.

TA

Figure 10. Toy example of risk propagation.

We are considering two systems as our use case: ACC and ALC. These systems are
connected to the Gateway ECU, as shown in Figure 11. The inputs of the ACC system come
from the radar and the driver. The driver can set speed and distance, whereas the radar
detects incoming cars. Let us assume that an attacker has to compromise the property of
integrity. For this, spoofing can be performed on all types of information. The same goes
for ALC, which is connected to Gateway ECU. ALC has two inputs, one from the camera
ECU and the other from the body control ECU. These inputs can turn ON or OFF or receive
high or low beams from the power switch actuator. The attackers can spoof these messages
if they can access the vehicle’s CAN.

Detect
Vehicle

Adaptive Cruise
Bluetooth Control

y ECU

A 4

Navigation ECU

h 4
o)

Y

Adaptive Light
OBD Il Control
Port

Headlight
ON/OFF

Figure 11. Adaptive light control and adaptive cruise control system diagram overview.

Let us consider Figure 12, which is generated from the system diagram Figure 11.
Firstly, the attack surfaces and targets are to be identified. In this case, three attack surfaces
are identified: Bluetooth, Cellular, and OBD-II Port, as shown in Figure 11. Compromising
a system’s Cellular and Bluetooth interfaces could be an attack tree that can be extracted
from the library of K-partite graphs produced in Step 4. The attacker can use either of
the available attack surfaces, so OR disjunction is used. Conversely, if the attacker has
to get through both systems, such as Navigation ECU and Gateway ECU, then AND
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conjunction should be used. In this specific case, Navigation ECU is part of Gateway ECU;
therefore, AND conjunction is not used here. If two components are connected in series,
the attacker must compromise both to go to the next step. For simplicity, the Navigation
ECU and Gateway ECU are considered relay nodes. Navigation ECU is part of Gateway
ECU; therefore, we added them one after another in Figure 13. After passing through
the Gateway ECU, the attacker can access ACC and ALC. The spoofing attack would be
successful if the attacker could spoof any input data. It includes a sudden use of a brake
or a crash, or the car can hit the car in front with a sudden reduction of the headlight.
Algorithm 3 is designed to produce the integrated attack tree, as shown in Figure 12.
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Figure 12. ALC and ACC integrated attack tree.

Algorithm 3: This algorithm will generate an integrated attack tree using a system
diagram. The procedure tree structure is defined, and a few inputs are defined, such as the
system diagram, list of threats, and attacker goals. Line 3 is about a while loop that iterates
over the list of the attacker’s goals. Lines 4-5 refer to each attacker’s goal, making it a tree’s
root node. Lines 6-8 are about a Depth First Search on the system diagram that completes
the tree by adding connected nodes as children. From Lines 10 to 15, the proposed algorithm
merged each tree generated above on common nodes. It will be performed for each tree
until every node is exhausted, and a merged tree will be returned. Lines 16-20 are about
adding conjunction or disjunction in a merged tree. If two nodes are in parallel, an OR node
will be used between them; otherwise, an AND node will be added between them. After
merging the attack tree, we aim to attach appropriate threats to each leaf node. Therefore,
Lines 21-26 are about iterating over the already available list of threats for each node and
attaching them to respective nodes in a tree. This will return an updated merged attack tree.
From Lines 27 to 30 is the calling of the K-Partite Graph Search function and passing each
leaf node (threat name) to that function, which will return the attack tree from a library.
We add that attack tree in our generated merged tree, avoiding duplication of nodes. The
upper bound of the complexity of this algorithm is O(|V2.E| + |V3|)
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Algorithm 3 Attack Tree from System Diagram.

1: procedure TREE STRUCTURE > GenericTree Structure
2 Inputs: System Diagram, List of Threats, List Attacker Goals
3 while List of Attacker Goals is not complete do
4: Take Attacker Goal[i]
5: Add it as a root node
6 while Depth First Search on System Diagram do
7 Add connected nodes as children
8 return Tree
9: Get all generated Tree
10: while Take Tree[i], Tree[j] do
11: Merge common nodes
12: if Nodes from both trees are exhausted then
13: return Merged Tree > Stop Loop
14: else
15: Continue
16: while Iterate over Merged Tree do
17: if Node[i] is in series with Node [i+1] then
18: Put AND conjunction between Node[i] and Node[i+1]
19: else if Node[i] is in parallel with Node [i+1] then
20: Put OR conjunction between Node[i] and Node[i+1]
21: Using Merged Attack Tree
22: while Iterate over Leaf Node[i] do
23 while Iterate over List of Threats do
24: if Threat[i] contains Leaf Node[i] then
25: Create a Node and attach it with Leaf Node[i]
26: Label the node as Threat[i]

> Merged Attack Tree is Updated
27: Using Updated Merged Attack Tree
28: while Call K-Partite Graph Search(Leaf Node[i]) do
29: Attach returned Attack Tree from a library with Leaf Node [i]
30: Merge Duplicate Nodes > Integrated Attack Tree is Generated

Figure 13. Integrated attack tree example.

5.4. Steps 6-7: Initial Risk Calculation

To calculate the residual risk of a system, it is essential to compute the initial risk of a
system. Considering the applicability of different threats on one asset, there is a need to
examine all non-functional properties that can be compromised. Calculation of initial risk
requires the following steps:
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e  Asset assessment;
. Threat assessment;
e Impact and likelihood calculation.

One component might have multiple assets A; that must be identified first. There
are various assets in an automotive system, such as CAN frame, firmware, etc. After
the identification of assets, there is a need to associate the non-functional properties P;,
i.e., (CIA) those can not be satisfied given that identified threats become an attack.

Every threat has an associated severity or impact. Let us consider there is an asset A;,
and if its property P; is being violated, then the impact I of that would be a function of asset
Aj; and property P;.

Impact(I) = f(A;, Pj) 1)

The impact will be quantified as a score (1-4) for severe, major, moderate, and negligi-
ble, respectively. If the impact is severe or major, it will cause more damage to the system if
the associated attack is successful.

It is essential to consider the impact of a threat and the feasibility or likelihood of a
threat Threaty to calculate the risk to a system. The likelihood L; of a threat on an asset
will be

Likelihood(L) = f(A;, P;, Threaty) )

The risk is calculated as a lookup matrix in ISO/SAE 21434. An example is given in
ISO/SAE 21434 [5], or it can be defined by the company (OEM). The total risk R;jsiqz is
defined as the sum of the risk R considering all threats and the associated properties of
an asset.

Rinitiat(ap) = ), R(aup) 3)
Ai,Pj,Threutk

5.5. Steps 9-10: Calculating Residual Risk Using Flow Graphs

In our previous work [6], we modelled the residual risk problem as a maximum
flow problem, a well-studied problem in graph theory [62]. It is used to model vari-
ous research problems, i.e., scheduling, optimal path selection, etc. Here, it is used to
model the flow of risk where source s and sink t are starting and ending nodes in the
maximum flow problem. There could be multiple hops between s, ¢, and multiple relay
nodes can also be there. Each link between the relay nodes has a specific capacity of
risk. We have set such a path so that flow between s and ¢ can be maximised consider-
ing the capacities of the link. A graph G = (V,Ec) where: V = {A;} U{D;} U {s} U{t}
is the set of nodes, including assets A;, defences (control measures) D;, source s, sink .
E={(s,A)}U{(A;D;),(A; Dj)} U{(Djt),(Dj,t)} is a set of edges, and ¢ : E— Risk is
the capacity of each link. The flow graph is modelled using standard practices; s and ¢
are added to select the start and end of the flow graph. The remaining nodes follow the
property of the bi-partite graph. The defences D; should reduce the flow of risk passing
through the graph.

Rmitigated = yell + Z'e,Z 4

The total risk to a system is calculated using TARA as an inward flow to a flow graph,
as shown in Figure 14. Defences are placed to reduce the risk of an attack on any system.
Considering our flow graph, the flow of risk should be reduced as they pass through any
node representing a countermeasure. Considering Figure 14, (y,z) are the capacity of the
links whereas two defence nodes have effectiveness e/l,elz. The effectiveness of defences
should be 0 < (e,l,e,z)< 1 as 0 means not effective and 1 represents the fact that the risk of an

attack is fully mitigated. The mitigated risk Rjsigares can be calculated using Equation (4),
whereas the risk reaching the sink will be a residual risk.

ResidualRisk = Ripitial — Rmitiguted &)
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Considering the ACC system, where a CAN frame from ACC is an asset. After the
TARA, multiple defences are identified. In the scope of this work, we are considering data
validation or shutdown channel and ignoring the message from private CAN as defence
according to [63]. If the inflow of initial risk R;,;;io; is X and the v, z are the distributed flow
to two links with effectiveness e/1 and e/z. Then the risk Ryitigareq that will reach t will always

be less than X because product of (y.e,l) <y, (z.e,l) < z due to the fact 0 < (e’l, 6/2, e,n) <1
After applying appropriate defences against potential attacks, the remaining risk is the
“Residual Risk” and can be calculated using Equation (5). If the residual risk exceeds the
acceptable level, return to Step 2.

e’

Data Validation /
Shutdown
Channel

veq

Initial Risk = X

CAN Frame
(ACC)

Ignore Msgs
from Private

CAN z.ey'

e

Figure 14. Residual risk calculation using flow graph.

6. Discussion

Considering our system diagram and associated threats, we have used ThreatGet to
generate a threat model and Python 3.10.12 to implement our proposed algorithms. We
have provided a few snips in figures. (Figures A1-A4) from our Python-based code in
the Appendix A. We compared our proposed framework with the requirements of the
risk management framework in Table 3. It is identified which requirements are satisfied,
partially, or still need to be satisfied. It can be observed that most of the requirements
are satisfied. Currently, the requirements for automation support and parameterisation
are partially satisfied. Our framework also only considers risk reduction; therefore, it is
viewed as partially satisfied because there are the options of risk avoidance, risk sharing,
and risk retaining in the risk treatment decision. All the other risk treatment options are
outside the scope of our work. Additionally, we considered assurance by evaluating the
effectiveness of the countermeasure and intuitive indicators to measure the results of RMF
as not satisfied yet in this article, these areas will be addressed in our future work.

An integrated attack tree is developed from the system diagram, as shown in Figure 11.
Directed edges can represent information flow from one system component to another.
These directed edges help us develop an integrated attack tree from the system diagram.
We have generated an attack tree with a broad vision of the system under inspection. A
K-partite graph can be developed from the available attack trees for different attacks. These
K-partite graphs will reduce the redundancy as well as it will act as a library for calling
detailed attack trees. The conversion of known attack trees to a K-partite graph can only be
correct when the generated K-partite graph satisfies the requirement of an attack tree. A
K-partite graph’s foundational requirement is to separate vertices into K-independent sets
or partites. Attack trees also follow a similar approach as they have multiple levels, and
entities are independent of each other at the same level, as shown in Figure 6.
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Table 3. Requirements of risk management framework.

Requirements

Satisfied Partially Satisfied Not Yet Satisfied Argument

Follow practices and standards for

risk management framework

such The proposed approach aligns well

as NIST SP 800-30 [13], v with Isl\%%zg 5(1)334 and
ISO 31000 [12]. ’
Generic, not bound to a v It applies to other domains

particular domain.

i.e., CPS, automotive

Support automation and

Proposed an algorithmic solution to

. v
parameterization generate attack trees.
Assurance by evaluating v Future work will cover defense
effectiveness of countermeasure. identification and assurance.

Handling risk Propagation
a system.

Visualization of a combined attack
v tree helps identify risk propagation
from one asset.

in

Intuitive indicators to measure

results of RME

Future work will consider
v graph-oriented techniques for
ranking threats.

Continuous risk
management process.

It follows a continual process as
v g
shown in Figure 3.

Adding new components, handling

Scalable to incorporate new v further attacks, and finding
technologies and interfaces. applicable defences can be achieved

using the proposed framework.

Comprehensively manage

system risk.

The scope of this work considers risk
reduction. We are currently not
dealing with risk avoidance, sharing,
or treatment.

7. Conclusions

Securing an automotive system can be achieved by identifying and mitigating risks.
Considering the remaining risk after applying the countermeasures is crucial as mitigations
are not 100% effective, and they can also introduce novel risks into the system. This work
presented a modern RMF aligned with ISO/SAE 21434 and the requirements shown in
Table 3. It incorporates the impact of threats, the feasibility of an attack, vulnerabilities
introduced by third parties, and new defences in a system. The proposed framework is
evaluated by matching it with the requirements for RMF. A broad system overview is
required to understand risk better. Therefore, we considered the automated generation of
an integrated attack tree. Our proposed attack tree generation method is generic, and it
applies to CPS as well. It generates an integrated attack tree where multiple roots can be
placed at the top of a tree. This tree is developed from a system diagram, and in this article,
we considered ACC and ALC systems to generate an integrated attack tree. An integrated
attack tree can help to evaluate a system’s risk propagation and is scalable.

In our future work, the implementation of the proposed methodology and a method to
identify suitable countermeasures for the attack will be considered. Applying defences in a
system can induce new vulnerabilities in the system; therefore, it is vital to use necessary
and effective ones. To resolve this problem, we are keen to identify the locality for defence
placement so that it will be effective. It is also advised to avoid unnecessary integration
of defences that will reduce the chances of adding more vulnerabilities and complexity to
a system.
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Appendix A. Snippets from Implementation

Figure A1l. System model diagram.

Figure A2. System model of attack tree conversion.
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