
Vol.:(0123456789)

Philosophical Studies (2024) 181:1599–1626
https://doi.org/10.1007/s11098-024-02102-0

1 3

On the desire to make a difference

Hilary Greaves1   · Teruji Thomas1 · Andreas Mogensen1 · William MacAskill1

Accepted: 5 January 2024 / Published online: 5 June 2024 
© The Author(s) 2024

Abstract
True benevolence is, most fundamentally, a desire that the world be better. It is natu-
ral and common, however, to frame thinking about benevolence indirectly, in terms 
of a desire to make a difference to how good the world is. This would be an innocu-
ous shift if desires to make a difference were extensionally equivalent to desires that 
the world be better. This paper shows that at least on some common ways of making 
a “desire to make a difference” precise, this extensional equivalence fails. Where 
it fails, “difference-making preferences” run counter to the ideals of benevolence. 
In particular, in the context of decision making under uncertainty, coupling a “dif-
ference-making” framing in a natural way with risk aversion leads to preferences 
that violate stochastic dominance, and that lead to a strong form of collective defeat, 
from the point of view of betterness. Difference-making framings and true benevo-
lence are not strictly mutually inconsistent, but agents seeking to implement true 
benevolence must take care to avoid the various pitfalls that we outline.
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1 � Introduction and motivations

Let benevolence be a concern to promote the good.1 It is widely agreed that benevo-
lence is morally laudable: it is a virtue (Hurka, 2001). And consequentialists and 
most deontologists alike agree that there is at least pro tanto reason to promote the 
good, so that possessing a suitable degree of benevolence disposes one towards right 
action (Ross, 1930: 58, Kagan, 1991: 47).

More precisely, we take it, the benevolent agent tends to prefer to better promote 
the good. In its purest form, we will assume, benevolence is a matter of having pref-
erences that track betterness: the purely benevolent agent prefers A to B iff A is bet-
ter than B.

It is very common, however, to think of one’s would-be benevolent activity not 
directly in terms of the betterness of outcomes, but more directly in terms of making 
a difference. An agent with difference-making preferences, we stipulate, prefers A 
to B just if, and then because, she makes a bigger (better) difference to goodness if 
A than if B. For example, Singer (2015) writes that at the time of his seminal work 
on global poverty and animal liberation, his motivation was “thinking about where I 
could make the most difference” (p. 118; emphasis in original). Similarly, MacAskill 
(2015) writes that “effective altruism… is about trying to make the most difference 
you can” (p. 15; emphasis in original).

We submit, though, that the ideology of difference-making seems attractive pri-
marily because it is natural to assume that caring about making a difference is exten-
sionally equivalent to caring about the world being better.2 Insofar as that exten-
sional equivalence holds, asking oneself “how can I make the most difference?” 
rather than “how can I make the world as good as possible?” is simply an innocuous 
mechanism for focussing one’s thoughts on the factors that are under one’s own con-
trol. But, as we will show, this extensional equivalence can importantly fail.

2  As an application of the principle of charity, we take it that Singer and MacAskill implicitly make this 
assumption, in the works cited.

1  More precisely, probably: the welfarist good. If there are non-welfarist components to goodness (e.g., 
the mere existence of beautiful things), it is at least unclear whether promoting those non-welfarist goods 
is a matter of benevolence. Throughout, we leave the qualifier “welfarist” implicit for elegance of exposi-
tion.
  Even within welfarist concerns, some readers might balk at our invoking anything so abstract as “the 
good”, preferring to think of benevolence in terms of, say, promoting the welfare of particular people. 
Everything we say could be rephrased in such terms. In those terms, the thrust of our paper is that benev-
olence most fundamentally involves a preference for people’s being better off, and that serious potential 
pitfalls lurk if, as is common, one frames would-be benevolent thinking in terms of “benefitting people” 
(making a difference to how well off people are).
  The arguments of the paper also apply equally on views according to which only some welfare subjects, 
or only some welfare effects of actions, are relevant to benevolence. In all our discussions, one can sim-
ply assume that all the welfare effects under discussion are in the benevolence-relevant set. For example, 
Foot (1967: 281) opines that an act that violates a right does not count as benevolent even if it is moti-
vated by a desire to improve welfare; but none of the acts we will discuss violates any rights. Lenman 
(2000: 363–364) proposes that only “visible” effects are morally relevant (and, therefore, benevolence-
relevant); but none of the effects we will discuss is “invisible” in Lenman’s sense.
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Consider, for example, the following decision situations. Both raise pressing real-
world practical questions for a would-be philanthropist concerned with promoting 
the good:

Diversification: Should one donate the whole of one’s philanthropic pot to a 
single charity, or instead split it between multiple charities?
Cause prioritisation: Should one fund global poverty alleviation, or mitiga-
tion of existential risks?

Anecdotally, many people who face these decision situations and who take them-
selves to be aiming at “doing the most good” prefer to diversify, and prefer to fund 
poverty alleviation rather than existential risk mitigation, even in cases in which 
the opposite choice leads to greater expected value. The rationalisation offered is 
often in terms of risk aversion. But this is a rationalisation that only makes sense 
if the risk aversion in question is specifically aversion to risk in the difference one 
makes oneself; the rationalisation does not go through if one is simply risk averse 
with respect to the total amount of value in the world. And such “difference-making 
risk aversion”, we will argue later in the paper, is in deep tension with the ideals of 
benevolence. Similar issues apply to the natural combination of ambiguity aversion 
with a “difference-making” mindset.3

One way to put the point is in terms of the distinction between agent-neutral and 
agent-relative valuations. We normally think that matters of promoting the good 
involve no agent-relativity.4 In standard deontological theories, agent-relativity 
enters at the level of agent-centred constraints and prerogatives, but these are pre-
cisely the parts of such a theory that are not concerned with promoting the good. 
Thus Murphy, for example, writes that “Of all the principles that might find their 
way into a pluralistic moral theory, only principles of beneficence take an agent-
neutral form, in the sense that they give us all the same aim” (Murphy 2000: 75).

But a preference to make a better difference already involves agent-relativity, 
at least conceptually, even against the background of a single shared theory of the 
good. I prefer that I make a better difference, while you prefer that you make a better 
difference. In various ways, to be explored in this paper, this agent-relativity can—
depending on further details—lead to phenomena that seem inconsistent with the 
spirit of benevolence.

3  For discussion of the implications of standard (i.e. non- “difference making”) risk and/or ambiguity 
aversion for these decisions, see (Buchak, 2023; Pettigrew, 2022; Greaves, Mogensen, MacAskill and 
Williamson (MS)).
4  Insofar, of course, as the theory of the good in question is itself agent-neutral. We will not assume 
that it is fully agent-neutral. For example, everything we say is compatible with the thought that benevo-
lence properly involves giving extra weight to the interests of one’s own nearest and dearest. If there is 
such agent-relativity, then it is obvious that benevolent agents will sometimes pull against one another. 
However, there will still be cases where different agents stand in the same relevant relationships to the 
relevant moral patients, as when two agents have the chance to rescue a perfect stranger or to benefit a 
common friend. In short, there will still be cases where agent-relativity is irrelevant and benevolence 
gives different agents, as Murphy puts it, "the same aim". All our examples involving multiple agents 
should all be interpreted as cases of that sort.
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We will stop short of asserting that difference-making preferences are morally 
inappropriate. We do not assume consequentialism; therefore, we leave it open that 
considerations other than those of benevolence have moral relevance (a matter we 
return to in Sect. 6). Our point is more limited: where we draw a negative conclu-
sion about particular types of difference-making preference, our conclusion is in 
the first instance only that the preferences in question cannot be manifestations of 
benevolence.

Despite this limitation, the point strikes us as important. For one thing, in many 
situations, benevolence is the most important moral consideration, to the point 
where departures from true benevolence in fact are morally inappropriate. For 
another, even in situations in which considerations of benevolence are not obviously 
overriding from a normative point of view, many people exhibit “difference-mak-
ing preferences” while in fact aiming to implement, and believing themselves to be 
implementing, benevolence. Relatedly, we conjecture, the observations we make in 
this paper will give pause to many (if not all) of those who are initially drawn to the 
language of “making a difference”.

The structure of the paper is as follows. As a preliminary point, Sect. 2 explores 
the consequences of thinking of the difference one makes in terms of one’s direct 
causal impact. Perhaps unsurprisingly, preferring to make a bigger difference in this 
sense can straightforwardly make the world worse. This motivates focussing instead 
on the difference an agent makes in (what we will call) the “outcome-comparison” 
sense of difference-making. It is much more prima facie plausible that outcome-
comparison difference-making preferences might be extensionally equivalent to 
preferences for better states of affairs. The remainder of the paper explores the ways 
in which this more plausible claim also fails. We begin that task in Sect.  3, with 
an observation that a preference to make a bigger outcome-comparison difference 
can involve a preference for a worse state of affairs even in decision situations that 
involve no relevant uncertainty. In this case, however, the preference in question 
cannot lead one to prefer actions that tend to make things worse, and in that sense at 
least the tension with benevolence is limited.

But the tension between difference-making preferences and benevolence can be 
much stronger once uncertainty is also in play. In such a case, one type of differ-
ence-making preference is represented by maximisation of the expected value of the 
difference one makes. Difference-making preferences of that type introduce no new 
issues beyond those we already discuss in uncertainty-free contexts. However, in the 
context of uncertainty additional types of difference-making preferences are also 
possible (and, we believe, common). Sections 4 and 5 discuss, respectively, aversion 
to risk and aversion to ambiguity in the difference one makes. In both these cases—
especially the former—the preferences in question lead to choice dispositions that 
seem clearly in tension with genuine benevolence. Preferences of both types can, 
in a sense we will define, defeat the cause of goodness in collective action contexts. 
Additionally, difference-making risk-averse preferences violate a condition of sto-
chastic dominance with respect to goodness.

Section  6 discusses the issue of whether the preference patterns we have dis-
cussed, even if not purely benevolent, might nonetheless be rationalised, in terms of 
a desire that one’s life be more meaningful. Section 7 concludes.
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2 � “Direct‑causal” vs “outcome‑comparison” difference‑making

Let us start by setting aside a type of “preference to make a difference” that is rather 
obviously not a matter of true benevolence. Consider

Example 1 (Who jumps in?). Abdullah and Jacinta are each passing a pond, 
when they see a child in danger of drowning. Given the child’s situation, there 
is only space for one rescuer. Abdullah is better placed to conduct an efficient 
rescue. But Jacinta wants to do good, and consequently is keen that she rather 
than Abdullah gets to be the rescuer. Accordingly, she jumps in quickly, before 
Abdullah has a chance.

Clearly, Jacinta’s preference is not an expression of pure benevolence.5 Jacinta pre-
fers states of affairs in which (something like) her own direct causal impact is better. 
It is better for the child if Abdullah is the rescuer. But only if she herself jumps in 
can Jacinta count the life saved as part of her direct causal impact.

The general lesson then seems to be that insofar as pure benevolence is a matter 
of preferring to make a bigger difference at all, it must be a matter of preferring to 
make a bigger difference in an outcome-comparison sense (which we explain next), 
not in the sense of direct causal impact.

The difference one makes in the outcome-comparison sense by performing some 
action A is a matter of how much better the outcome is if one performs A, compared 
to if one does nothing.6 In this outcome-comparison sense, in our example, the dif-
ference Jacinta makes by jumping in is worse than the difference she would make 
by allowing Abdullah to jump in (regardless of which action is designated as “doing 
nothing”). Thus a preference to make a better difference in the outcome-comparison 
sense rationalises a strict preference, on Jacinta’s part, for not jumping in. So, in this 

5  Similarly, Murphy writes: "[W]hereas a constraint against killing prohibits me from killing an innocent 
person even if this will prevent others carrying out several killings, a principle of beneficence tells me 
not to try to benefit someone myself in a situation where this will prevent others conveying greater ben-
efits. In the former case my aim is that I not kill, not that killings be minimized. In the latter case we all 
have the one aim that people be benefited as much as possible, not individual aims that each of us benefit 
[sic] people" (2000: 75).
6  If there is no sufficiently coherent notion of “doing nothing”, or if such a notion cannot carry norma-
tive weight, this of course grounds a negative view of any difference-making preferences that essentially 
rely on such a baseline (such as the “difference-making risk averse” and “difference-making ambiguity 
averse” preferences we discuss later in the paper). In this paper, we will grant a “do nothing” baseline 
for the sake of argument, and argue that even if that is granted, there are strong reasons to think that the 
difference-making preferences that require such a baseline cannot be expressive of benevolence.
  For discussion of the subtleties involved in cashing out “doing nothing” and related notions, see e.g. 
(Foot, 1967; Bennett, 1995; Woollard, 2015; Woollard & Howard-Snyder, 2021).
  It would also be possible to define a purely comparative notion of outcome-comparison difference 
made—the difference one makes by performing A rather than B. The resulting difference-making prefer-
ences would avoid the particular problems we discuss in this paper. But this doesn’t seem to be the notion 
of difference-making that real people have in mind when they speak of a desire to “make a difference”. 
In the context of the “difference-making risk aversion” that we discuss in Sect. 4, it would also lead to 
cyclical pairwise comparisons, though we lack the space here to explore the details.
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example, there is no tension between outcome-comparison difference-making pref-
erences and true benevolence.

We ourselves draw a further conclusion, though it is inessential to the main line 
of argument of our paper. In general, something like a notion of direct causal impact 
might have moral relevance. (For example, it seems closely connected to “integrity” 
in Williams’ sense (1973), and to the notion of “degree of agential involvement” dis-
cussed by Wedgwood (2009).) In the particular example of Who jumps in?, however, 
benevolence should be the main concern. Because of this, Jacinta’s preference for 
jumping in is not only non-benevolent, but is (further) morally inappropriate.

One particularly important class of real-life analogs of Jacinta involve career 
choice. One often thinks of ethical career choices as those that involve directly 
working for good causes, such as medicine, teaching, social work and charity work. 
But this line of thought seems to rely on valuing the difference one makes in the 
direct causal sense. As emphasised by MacAskill (2014), in at least some such cases 
the counterfactual difference one makes by choosing such a line of work might be 
close to zero, or even (depending on the relevant counterfactual) negative. Accord-
ingly, whether or not a preference for such a stereotypical ‘ethical career’ is in the 
end morally appropriate, it is at any rate questionable to what extent such prefer-
ences can be matters of pure benevolence.

To illustrate, suppose Anna dedicates her career to working in an animal shelter. 
In the sense of direct causal impact, Anna thereby makes an important difference 
to the survival and quality of life of large numbers of animals. However, suppose 
the animal organisation running the shelter has a fixed budget—it can only employ 
one person in Anna’s role at a fixed salary, regardless of the quality of the applicant 
pool—and suppose that there is another applicant, just as capable and committed 
as Anna, who would have filled the role and provided the animals with the same 
benefits if Anna had not applied. Suppose further that whichever applicant does not 
take the animal shelter job will instead take a position in a bank, another position for 
which the two candidates are equally well qualified. If other relevant things are also 
equal, then the counterfactual difference Anna makes by taking the animal shelter 
job is just the same as the difference she would make by taking the bank job. All that 
is at stake is interchanging the roles of two individuals; neither the interests of the 
animals nor those of the bank customers are at stake. In this situation, Anna taking 
the animal shelter job is at least somewhat analogous to Jacinta pushing Abdullah 
aside. If there are good reasons for Anna’s choice, again, they are not matters of 
benevolence.7

7  They might perhaps be matters of “integrity”, in Williams’ sense. Our example of Anna is somewhat 
similar to Williams’ example of George the chemist (Williams, 1973: 97–98). In that example, George is 
averse to taking a job in a chemical and biological weapons research lab, despite knowing that if he does 
not take said job himself, someone else will. While our focus is on doing good, rather than on avoiding 
doing harm, many of the same considerations nonetheless apply. See also Sect. 6.
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3 � Preferences for higher outcome‑comparison impact

Jacinta’s moral mistake is to prefer that she has a higher direct causal impact, even 
when her having a higher impact in this sense does not make the outcome better. If 
she instead preferred to have a higher outcome-comparison impact, as noted above, 
she would have more benevolent choice dispositions in the case above.

In other cases, though, at least some version of preferring that one has a higher 
outcome-comparison impact also seems contrary to benevolence. Consider

Example 2 (Mild or severe disaster). Jon has heard of a landslide in a neigh-
bouring town. Some of the townspeople are trapped, and Jon has the oppor-
tunity to join the rescue effort - an effort that is close to costless for Jon. If 
the disaster is severe, then Jon’s helping would lead to an additional 6 people 
being saved (compared to the case in which Jon does not help), with 14 still 
dying. Alternatively, if the disaster is relatively mild, Jon’s helping would only 
save 2 additional people, with 1 still dying. Jon prefers that such a disaster be 
severe, because that way he gets to save more lives.

Clearly, whether the disaster is mild or severe, Jon should prefer that he help. This 
preference is generated by any remotely plausible version of benevolence, including 
difference-making preferences.

But as described above, Jon also has nontrivial preferences among the decision 
situations he might face: here, the “mild disaster” and “severe disaster” decision sit-
uations (where, in each situation, the choice is whether or not to help). And Jon has 
a higher outcome-comparison impact—6 additional people saved rather than only 
2—if the disaster is severe than if it is mild. If Jon always prefers worlds in which 
he has a higher outcome-comparison impact, he therefore prefers a world in which 
the disaster is severe (and he helps) over one in which the disaster is mild (and he 
helps), as reported in the description of the case. It seems, though, that such a pref-
erence could not be a matter of pure benevolence. As in the case of Jacinta, it seems 
to stem from some notion of personal moral glory, rather than from a benevolent 
concern with the state of the world.8 In our own view, though again this is inessen-
tial to the main line of argument of the paper, this departure from benevolence in the 
example at hand is morally inappropriate.

It is instructive to compare difference-making preferences in the context of altru-
istic action with their analog in the context of prudential action. Suppose that instead 
of a landslide killing some number of strangers, Jon hears of a disease that will cut 
his life short. If the disease is severe, it threatens to cut 20 years off Jon’s life, though 
he could claw back 6 of those years by engaging with a rigorous program of therapy. 
Alternatively, if the disease is relatively mild, it will cut 3 years off Jon’s life if he 
does nothing, and only one year if he engages with the therapy. While Jon might 

8  Somewhat similarly, Brian Duncan writes that an “impact philanthropist”—one who is motivated by 
the desire to make a difference, in contrast to either a desire for good outcomes (“public goods philan-
thropy”) or a desire to give (“warm glow philanthropy”)—“may actually benefit from need—an impact 
philanthropist cannot enjoy saving children if the children save themselves.” (Duncan, 2004: 2161).
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gain some sliver of satisfaction from having actively preserved more years of his 
life, it is very clear in this case that from the prudential point of view, minimising 
the number of life-years lost is by far the more important thing. It would be crazy for 
Jon to hope for a severe illness, at the cost of dying 13 years earlier, just so that he 
could do more years-saving. And there seems no reason to regard the benevolent and 
prudential contexts as disanalogous in the relevant respects.9

One might be reassured by the fact that only Jon’s preference for helping over 
not helping, and not any preference he might have that the disaster be severe rather 
than mild, is decision-relevant. In Example 2, the matter of whether the disaster is 
severe or mild is not under Jon’s control. Furthermore, this saving grace is essential 
to the example. If the severity of the disaster were under Jon’s control, then its con-
sequences would count as part of Jon’s outcome-comparison impact, so that differ-
ence-making preferences would no longer prefer a severe to a mild disaster. Perhaps 
it is only if the resulting choice dispositions lead to a tendency to make the world 
worse that we can conclude that the underlying pattern of preferences is in conflict 
with benevolence.

We will not explore in detail how this line of thought might be fleshed out, so 
as to reconcile difference-making preferences with benevolence in the context 
of Example 2. Instead, we will turn to decision problems that essentially involve 
uncertainty.

4 � Difference‑making risk aversion

In this section and the next, we will argue that in the context of uncertainty, certain 
types of “difference-making preferences” lead even to choice dispositions that are 
contrary to benevolence. These particular types of difference-making preference are 
the main target of our paper.

It is important not to overstate the point we will be making. It is not that think-
ing in terms of “making a difference” itself necessarily commits one to the addi-
tional pitfalls that we will discuss, once uncertainty is in play. For example, an agent 
who simply maximises the expected value of difference made to goodness (or, more 
generally: the difference one makes to some strictly increasing function of good-
ness) will avoid the pitfalls in question, and will at most face the issues discussed in 
Sects. 2 and 3. But we do think that the preference patterns we will discuss here are 
ones that are very natural once one combines ideas of difference-making with issues 
of uncertainty (specifically, with risk and/or ambiguity aversion). Also, anecdotally, 
these preference patterns appear to us to be fairly widespread in would-be benevo-
lent thinking. So we do not think the points we will make attack a straw man.

We will discuss “difference-making risk aversion” and “difference-making ambi-
guity aversion” in (respectively) Sects. 4 and 5.

9  The analogy between benevolent and prudential difference-making, explored in this paragraph in the 
context of uncertainty-free outcome-comparison difference-making preferences, applies equally to the 
other types of difference-making preferences that we discuss elsewhere in this paper.
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4.1 � Difference‑making risk aversion

Let us return to the cases of “Diversification” and “Cause prioritisation” that we 
mentioned briefly in Sect. 1. We will now flesh out those cases in more detail:

Example 3 (Diversification). Mustafa has $1000 to spend philanthropically. 
He has narrowed his shortlist down to two charities he might support: the 
Against Malaria Foundation (AMF) and the Schistosomiasis Control Initiative 
(SCI). Both charities focus on developing-world health, but otherwise have 
very different missions. Correspondingly, there are different arguments for 
regarding the charity in question as serious candidates for “cost-effective at 
promoting the good”. AMF distributes insecticide-treated bednets in malarial 
regions; the case for this intervention being highly cost-effective is primar-
ily that it saves many lives of children under 5 per unit cost. SCI implements 
deworming programs; the case for this intervention being highly cost-effec-
tive is primarily that it significantly increases school attendance per unit cost. 
Mustafa regards each of these interventions as highly cost-effective in expec-
tation, and AMF on balance slightly more so than SCI. However, he is also 
highly uncertain: in fact, for each of the two interventions, he has credence 
50% that the intervention in question does no net good at all in the long run. 
Mustafa has to decide whether to donate the whole of his $1000 to AMF, the 
whole to SCI, or instead to split the money between the two charities.
Example 4 (Cause prioritisation). Evie has $1000 to spend philanthropically. 
She is convinced that prevention of premature human extinction is extraordi-
narily valuable, so that the most cost-effective interventions in expected value 
terms are those that focus on reducing extinction risk. However, Evie also 
recognises that spending on extinction risk mitigation has a very high chance 
(very close to 1) of doing next to no good: the case for spending in this way 
rests primarily on the extremely small chance (perhaps one in a trillion trillion) 
that this intervention would turn out to make the difference between humanity 
going prematurely extinct vs. not. Alternatively, Evie could spend her $1000 
instead on a “near-termist” global health intervention that has a much higher 
probability of doing a much more modest amount of good (for instance, via 
AMF or SCI).

These decision scenarios require the agent to take a stand on what “trying to pro-
mote the good” amounts to in the presence of relevant uncertainty. Standard argu-
ments suggest that if Mustafa and Evie maximise expected objective value, then 
Mustafa will prefer not to diversify, and Evie will prefer to fund extinction risk miti-
gation (Snowden, 2019: 69–71; Greaves & MacAskill, 2024). At least anecdotally, 
however, many people facing relevantly similar real-life decision scenarios have 
the opposite preferences in both cases. Pressed on why that is, many are tempted to 
appeal to the riskiness of not diversifying, and of supporting extinction risk mitiga-
tion. If Mustafa fails to diversify, he faces a greater risk that his philanthropic spend-
ing does no good (50%, compared to perhaps only 25% in a diversified portfolio). 
Evie’s case is similar but more extreme: If Evie supports extinction risk mitigation, 
it is almost certain that her spending will do next to no good.
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This suggests that there might be a rationalisation of Mustafa’s and Evie’s prefer-
ences in terms of risk aversion. If an agent is risk averse with respect to some quan-
tity X, she strictly prefers a (degenerate) gamble that delivers some particular value 
x* for X with certainty to a gamble that delivers an expected X-value of x*, but 
that includes nontrivial uncertainty. For example, an agent who is risk averse with 
respect to money prefers to receive $100 for sure than to take a gamble that delivers 
$50 or $150 with equal chances. More generally, a risk averse agent strictly prefers 
gamble g1 to gamble g2 if g2 is a mean-preserving spread of g1.10

If Mustafa fails to diversify, then the spread of possible amounts of good he might 
generate is wider than if he diversifies; similarly (but more extremely) for Evie, if 
she supports extinction risk mitigation. The case in favour of diversification (resp., 
for prioritising global health interventions) seems precisely analogous to the stand-
ard case for diversifying one’s financial investments (resp., inclining against high-
stakes gambles), in a prudential context.

For both of these lines of suggested reasoning, however, it is essential that 
Mustafa and Evie are averse to risk with respect to the difference they make 
(‘amounts of good they might generate’). Call this difference-making risk aversion 
(DMRA). No similar case in favour of diversification and/or short-termism goes 
through if we instead assume risk aversion with respect to the overall goodness of 
the world (what we might call axiological risk aversion, or ARA). Indeed, one might 
well expect that risk aversion in the latter sense would strengthen the case for miti-
gating catastrophic risks. In general, the effect of axiological risk aversion on prefer-
ences between “near-termist” interventions vs. mitigation of catastrophic risks can 
go either way (Greaves, Mogensen, MacAskill and Williamson (MS)). We return to 
this point below.11

DMRA preferences, however, have features that are inconsistent with true benev-
olence. They lead to a violation of stochastic dominance with respect to goodness, 
and they lead to a problematic type of collective defeat in collective action contexts. 
The remainder of Sect. 4 explores these features.

4.2 � Individual action: stochastic dominance with respect to goodness

In the absence of uncertainty, there is a clear criterion for what it takes for a set 
of preferences to track the betterness relation: it should be impossible, under the 
preference pattern in question, that A is preferred to B, yet B leads to a better 
outcome than A. This is the condition that is violated by Jon’s difference-making 

11  A decision theory according to which agents (in some sense to be spelled out) “ignore tiny probabili-
ties” might also rationalise Evie’s reluctance to devote her resources to extinction risk mitigation. But 
note that the tiny probability in Evie’s case is the probability that she makes a difference, not the baseline 
probability of extinction. So again this line of thought depends on applying the decision-theoretic idea 
in question (here, “ignore tiny probabilities”) specifically to considerations of the difference the agent 
makes, rather than directly to considerations of outcome goodness. It also leads to problems very similar 
to those we discuss for risk aversion in this section (Kosonen, 2022, chapter 6).

10   That is, if g1 is second-order stochastically dominant over g2 (Hadar & Russell, 1969: 27).
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preferences in Mild or severe disaster, albeit not by his preferences between 
options within a choice situation.

In the presence of uncertainty, things are more complicated. We have a set S 
of states of nature, such that the outcome of any given action depends on which 
element of S is actual, but the agent is uncertain which element of S is actual. 
Actions, in this context, are often modelled as functions from S to O , where O is 
the set of possible outcomes. The theory of the good gives us (at least) a better-
ness ordering ≥ on O . The agent faces a choice set C , containing all actions that 
are available to the agent in the decision situation in question.

In discussing the notion of benevolence, we want to focus on which actions it is 
reasonable for the agent to prefer for choice purposes, given her desire to promote 
the good, but also given the fact that this uncertainty will not be resolved before 
she makes her choice. For this focus, it would not do simply to note that (say) if 
A(s1) > B(s1) but B(s2) > A(s2) , then the agent prefers A to B conditional on state 
s1 , but prefers B to A conditional on state s2 . We also need a notion of uncondi-
tional act-preference. What constraints must the latter satisfy, if it is to track better-
ness, and thereby to be a plausible candidate for an expression of pure benevolence?

A minimal condition is that it should be impossible, under the preference pattern 
in question, that A is preferred to B while B leads with certainty to a better outcome 
than A. That is, the preference ordering ≥p must respect statewise dominance, a con-
dition we now define:

Statewise dominance with respect to goodness (definition). For A,B ∈ C , B 
statewise dominates A iff:

•	 For all states s ∈ S , B(s) ≥ A(s) ; and
•	 For at least one state s ∈ S that has positive probability, B(s) > A(s).

Respect for statewise dominance with respect to goodness (definition). A 
preference ordering ≥p on C respects statewise dominance iff for all A,B ∈ C , 
if B statewise dominates A, then B >p A.

 We take it that respect for statewise dominance with respect to goodness is a neces-
sary condition for preferences to count as tracking betterness. However, this condi-
tion is so weak that it often does little to discriminate between otherwise plausible 
preference patterns. In particular, in the context of individual action it is satisfied by 
DMRA preferences.

It is also extremely plausible, however, that for preferences to count as tracking 
betterness, and therefore for them to be a plausible candidate for pure benevolence, 
they should satisfy at least one further condition: respect for stochastic dominance 
with respect to goodness. Let us explain this condition using the following example.
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Example 7 (Swap and sweeten). A fair coin is to be flipped. The agent’s choice 
set is {Do nothing, A, B, C}, with possible outcome-goodness12 as follows:

Outcome goodness Heads Tails

Do nothing 10 0

A 20 10

B 10 20 + x

C 10 20

We claim that any rational benevolent agent prefers B to A. There are several dif-
ferent, although essentially equivalent, ways to explain the case for this claim. First, 
note that B statewise dominates C, so a rational benevolent agent strictly prefers B to 
C. But when it comes to the goodness of the world, A and C are clearly equivalent: 
for both options, there is a ½ probability of an outcome with goodness 10, and a ½ 
probability of an outcome with goodness 20. A and C differ only over the correla-
tion between states of the world and outcomes, and (the point of focussing on sto-
chastic rather than only statewise dominance) this correlation does not itself matter. 
So, a rational benevolent agent is indifferent between A and C, and thus prefers B to 
A. Second, we could note more directly that, when it comes to outcome-goodness, 
B differs from A in only one important way: instead of a ½ probability of getting 
20, B involves a ½ probability of getting 20 + x. In short, compared to A, B shifts 
probability from a worse to a better outcome; this is clearly an improvement. Finally, 
we could note that B gives at least as great a probability as A, and in some cases 
a greater probability, of meeting or exceeding any given benchmark for goodness: 
they both give a ½ probability that the world will be at least as good as 10 and a ½ 
probability that the world will be at least as good as than 20, but only B gives any 
positive probability that the world will be at least as good as 20 + x.

All this is to say that B stochastically dominates A, in the following sense:

Stochastic dominance with respect to goodness (definition). For A,B ∈ C , 
B stochastically dominates A with respect to goodness iff:

•	 For all outcomes o in O , the probability that the outcome is at least as good as o 
is at least as high on B as it is on A ; and

•	 For some o in O , the probability that the outcome is at least as good as o is strictly 
higher on B than it is on A.

And, we propose, a rational benevolent agent’s preferences respect stochastic 
dominance:

12  In this and other examples in this section, one can stipulate, if desired, that only one person’s interests 
are at stake in the example, and that the numbers we call “outcome goodness” are welfare levels for that 
person.
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Respect for stochastic dominance with respect to goodness (definition). 
A preference ordering ≥p on C respects stochastic dominance with respect to 
goodness iff for all A,B ∈ C , if B stochastically dominates A , then B >p A.

The problem is that DMRA preferences do not respect stochastic dominance with 
respect to goodness. To see this, reconsider options A and B in Swap and sweeten. 
The difference to goodness made by the agent, for each relevant combination of 
action and state of nature, is as follows:

Difference made to goodness Heads Tails

A 10 10

B 0 20 + x

For any DMRA agent, there is some (sufficiently small) value of x such that the 
agent strictly prefers A to B.13 But for all positive values of x , B stochastically domi-
nates A with respect to goodness. Therefore DMRA preferences fail to respect sto-
chastic dominance with respect to goodness.

We submit that any pattern of preferences that is plausibly seen as rational and 
purely benevolent must respect stochastic dominance with respect to goodness. If B 
stochastically dominates A in that sense, then B is superior to A as far as the good-
ness of the world is concerned; so any pattern of preferences that is rational and 
purely motivated by benevolent concern for the state of the world must prefer B to 
A.14 Therefore DMRA preferences, if rational, are not purely benevolent.

4.3 � Collective action: collective defeat of goodness

The examples we have considered so far each focus on the actions of a single agent. 
While other agents are involved in some of the examples (for instance, Abdullah as 

13  This is true for any type of risk aversion satisfying the general definition above, provided that prefer-
ences are continuous in goodness. If the agent always strictly disprefers a mean-preserving spread in 
goodness, then she strictly prefers A to B when x = 0 (that is, despite our argument above that A and C 
are transparently equivalent from the point of view of goodness, she strictly prefers A to C). Therefore, 
if preferences are continuous, there is also some positive value x > 0 such that the agent still strictly 
prefers A to B.
  To make things more concrete, we would need to consider a particular model of risk aversion. By way 
of illustrative example, let us consider risk aversion in the sense that is compatible with expected utility 
theory. On this account, to be risk averse with respect to difference made to goodness is to have a utility 
function that is a strictly concave function of difference made to goodness. Suppose the agent’s utility, in 
any given outcome, is equal to the square root of the difference she herself makes in that outcome. Then, 
if she maximises expected utility, she prefers A to B provided x < 2.5.
  This is not the only available model of risk aversion. See O’Donoghue and Somerville (2018) for a 
recent survey of such models, including the rank-dependent approach that has been championed in the 
philosophical literature by Buchak (2013).
14  There is of course no tension between stochastic dominance and risk aversion in general. Relatedly, 
DMRA preferences do respect a different type of stochastic dominance, viz. stochastic dominance with 
respect to the difference the agent makes to goodness (as opposed to: with respect to goodness itself). 
But this fact does nothing to undermine our point.



1612	 H. Greaves et al.

1 3

well as Jacinta in Who jumps in?), the choices made by those other agents, in those 
examples, have a status similar to that of “nature’s choice” between states of nature. 
In particular, it is of no relevance to the above discussions whether or not any other 
agent, besides the one we focus on, also has difference-making preferences.

Additional tensions between DMRA preferences and the notion of tracking good-
ness arise when we consider the gambles that are generated at a collective level, 
considering the actions of more than one such “difference-making” agent together. 
Consider:

Example 8 (Anticorrelated altruistic risks): Two agents, Rio and Renzo, face 
a choice between altruistic interventions Safe and Risky. They both take good-
ness to be linear in lives saved. Each instance of Safe saves two lives for sure, 
though it also brings about a harm that is equivalent to the loss of x lives, for 
some small quantity x>0. Each instance of Risky saves either 0 lives or 4 lives. 
The two instances of Risky are anticorrelated, so that with certainty, if both 
agents choose Risky, one saves 0 lives while the other saves 4 lives.

In terms of goodness, the outcome matrix for this collective action problem is as 
follows:

Outcome goodness Rio does nothing Rio chooses Safe Rio chooses Risky

Renzo does nothing 0 2 − x 0 or 4 , each with probability ½
Renzo chooses Safe 2 − x 4 − 2x 2 − x or 6 − x , each with probability ½
Renzo chooses Risky 0 or 4 , each with 

probability ½
2 − x or 6 − x , each 

with probability ½
4

Let us suppose that Rio and Renzo have identical DMRA preferences. Will they 
prefer to perform an instance of Safe, or an instance of Risky? Well: at the individual 
level, for any positive value of x, an instance of Risky leads to a greater increase in 
goodness in expectation (the equivalent of 2 lives saved, rather than 2 − x for each 
instance of Safe). But Risky also has a higher spread of possible differences it might 
make. Because of this, for any DMRA agent, there is some x > 0 such that the agent 
prefers Safe to Risky.

So (with x specified appropriately), Rio and Renzo will both choose Safe. The 
predictable result is that while 4 lives are saved, in addition 2x units of harm ensue 
(with x > 0 ). Equally predictably, if they had both instead chosen Risky then 4 lives 
would have been saved without the additional harm—an outcome that both agents 
recognise to be better.

Let an option profile be an assignment of options to agents. The upshot of Exam-
ple 8 is that when the outcome is jointly determined by the choices of more than one 
agent, agents acting in accordance with DMRA preferences can lead to an option 
profile that is statewise dominated by some alternative option profile that was col-
lectively available to them. We will say that DMRA preferences thereby lead to 
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“collective defeat of goodness”, a notion that we will later make more precise.15 
Insofar as the agents aim to be engaging in benevolence, this should trouble them.

It is essential to this example that Rio and Renzo are averse to risk specifically 
with respect to the difference they individually make. If they are instead risk averse 
with respect to overall goodness, their risk aversion (insofar as it leads to departures 
from expected value maximisation) will lead each to prefer to take whichever action 
he expects the other to take, since that is the route to greater “safety” of overall out-
come. Anticorrelated altruistic risks then becomes a standard coordination problem, 
in which (however) one Nash equilibrium is the optimal option profile (viz. both 
choose Risky). But with the DMRA preferences we have examined, neither Rio nor 
Renzo considers it decision-relevant which action he expects the other to take; the 
only Nash equilibrium is the suboptimal profile in which both agents choose Safe.16

4.4 � Varieties of defeat under pure benevolence

We said that susceptibility to collective defeat of goodness “should trouble” an agent 
intending to engage in benevolence. This much seems right. But does the “troubling-
ness” in question amount specifically to a reason to think that DMRA preferences 
cannot be purely benevolent? Or is this just another example of the mundane fact 
that there are situations in which even pure benevolence fails to achieve its aim? We 
will argue it is the former.

To examine this issue, let us first clarify the types of “defeat” that can occur even 
under ordinary benevolent preferences—that is, for our purposes, when the prefer-
ences of all agents simply track betterness, according to a shared conception of the 
good (and there is, therefore, no special role for a notion of “making a difference”).

First, let us assume that all agents are ordinarily benevolent and risk neutral with 
respect to a shared conception of the good. The following three examples illustrate 
that even then, suboptimal outcomes can ensue.

Example 9 (false beliefs about the actions of other agents). Douglas and 
Gustav want to meet for lunch. They are both indifferent between curry and 
pizza, and prefer meeting to not meeting. They cannot communicate. Douglas 
thinks that Gustav will go for curry, so Douglas goes for curry. Gustav thinks 
that Douglas will go for pizza, so Gustav goes for pizza. They fail to meet.

15  Our point concerns collective defeat of goodness, not collective self-defeat. The latter occurs when 
(perhaps subject to further conditions) agents each acting in accordance with their own preferences 
jointly bring about an outcome that both agents disprefer. It is well known that agent-relative preferences 
can lead to collective self-defeat. This is illustrated by, for example, the Prisoners’ Dilemma.
  Collective self-defeat does not occur in Anticorrelated altruistic risks. Although any possible outcome 
from one agent choosing Risky is better than the sure outcome if both agents choose Safe, for any such 
outcome, either Rio or Renzo (whichever of them turned out to save zero lives) disprefers it. As one 
would expect given the agent-relativity, DMRA preferences can also lead to collective self-defeat (in 
other cases), but this fact is not interesting for present purposes.
16  For a more general argument implying that risk aversion with respect to overall goodness cannot lead 
to collective defeat of goodness of the sort discussed here, see fn. 19.
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In Example 9, there is no relevant uncertainty about states of nature (as opposed to: 
about the actions of other agents in the decision problem). Both agents know that the 
outcome of (Douglas to curry, Gustav to pizza) is worse than that of each of the two 
option profiles in which both agents go to the same place. Yet, (Douglas to curry, 
Gustav to pizza) is the option profile that occurs. The lesson of Example 9 is that 
false beliefs about the actions of other agents can lead to a form of defeat of good-
ness, even under ordinary benevolence.

Next, consider

Example 10 (true beliefs that other agents will play their part in a subop-
timal Nash equilibrium). Malin and Jill want to meet for lunch. They both 
prefer curry to pizza, but more strongly than that, they prefer meeting to not 
meeting. They cannot communicate. Malin thinks that Jill will go for pizza, so 
Malin goes for pizza, and similarly vice versa. They meet, but would both have 
preferred to meet at the other location.

Like Example 9, Example 10 involves no relevant uncertainty. Unlike Example 9, 
in Example 10 each agent’s belief about the other agent’s action is accurate. But 
in Example 10 there is a suboptimal Nash equilibrium, namely the option profile 
(pizza, pizza).17 Because it is a Nash equilibrium, if each agent believes that the 
other will play her part in that equilibrium, the agent’s best response is to follow 
suit. But because it is a suboptimal one, in doing so the agents collectively bring 
about an outcome that is worse than the best available.

Intuitively, Malin and Jill could have coordinated on the optimal Nash equilib-
rium if they had been able to communicate. In Example 10 as specified, each agent 
expects the other to go for pizza, despite the common knowledge that both agents 
prefer curry. The reasons for this expectation are unspecified, but it is not hard to fill 
in the details: something in the background is making the pizza restaurant function 
as a Schelling point for Malin and Jill (for example, perhaps the pizza place is the 
one regularly frequented by their department seminar).18 But a simple phone con-
versation could have fixed that. No commitment mechanism is needed, since (curry, 
curry) is also a Nash equilibrium: the role of the phone conversation is only to shift 
the Schelling point.

Thirdly, consider

Example 11 (Different credences about states of nature). Thomas and Lél 
want to meet for lunch. They both prefer curry to pizza, but they have compli-
cated and confusing social relationships with the owners of the curry and pizza 
restaurants. Thomas thinks that because of these relationships, great happiness 

17  An option profile A is a Nash equilibrium if, conditional on the assumption that all other agents play 
their respective parts in A, each agent prefers also to play her part in A. By a “suboptimal” Nash equilib-
rium, we mean one that is Pareto dominated by another Nash equilibrium in the same decision problem.
18  In the context of games of cooperation, where there are multiple Nash equilibria, a Schelling point is 
a Nash equilibrium that is somehow salient to all agents, such that agents are able to coordinate on that 
particular equilibrium even in the absence of communication by all playing their respective parts in the 
Schelling point (Schelling, 1960: 57).
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would ensue if Thomas went to pizza alone and great suffering would ensue 
if Lél did, while Lél thinks the reverse. Because of this, they have different 
ex ante evaluations of the two option profiles in which they fail to meet. Their 
expected utilities for the four option profiles have the structure of a prisoner’s 
dilemma:

(Thomas’s assessment, Lél’s assessment) Thomas to curry Thomas to pizza

Lél to curry (good, good) (best, worst)
Lél to pizza (worst, best) (OK, OK)

In terms of their ex ante assessments, going to pizza is a dominant option for 
Thomas, and similarly for Lél. They both go for pizza.

The point of Example 11 is that the game-theoretic structure of a multi-agent 
decision problem is determined by the ex ante assessments agents make of option 
profiles, not directly by their ex post evaluations of outcomes. Differing credence 
distributions over states of nature can make it the case that the agents have arbitrar-
ily different ex ante assessments for the available option profiles, even if they share a 
common evaluation of outcomes (for example, if they are ordinarily benevolent and 
risk neutral with respect to a shared theory of the good). In Example 11, in terms of 
ex ante assessments, the decision problem has the structure of a prisoners’ dilemma, 
and a suboptimal result ensues.

A fourth type of example is possible if we drop the restriction that the agents 
must be risk neutral with respect to a shared cardinal theory of the good, and require 
only that they have a common ordinal ranking of outcomes:

Example 12 (Differing degrees of risk aversion). A fair coin is to be flipped. 
There are two agents, Hong and Liu. The goodness of the outcome attendant 
on either resolution of the coin toss depends on the choices of two agents taken 
together, as per the following outcome matrix:

Outcome goodness Liu does A Liu does B

Hong does A 50 if Heads, 150 if Tails y if Heads, 200 + y if Tails
Hong does B 100 − 2x 50 − x if Heads, 150 − x if Tails

Hong is risk averse with respect to outcome goodness, while Liu is risk neutral.
In Example 12, for any positive degree of risk aversion Hong might have, there 

are some positive values x, y such that Hong prefers the option profile in which she 
does B, regardless of what Liu does. And since Liu is risk neutral, for any posi-
tive values x, y , Liu prefers the option profile in which she does B, regardless of 
what Hong does. That is, for some positive x and y , B is a dominant option for both 
agents. Yet for any positive x , the outcome of both agents doing A is certainly better 
than that of both doing B.
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The lesson of Example 12 is that even if agents are ordinarily benevolent with 
respect to a shared theory of the good, if they have differing degrees of risk aver-
sion with respect to that goodness scale, again (as in Example 11) their ex ante 
assessments of option profiles can have the structure of a prisoner’s dilemma, so that 
rational choice leads to a suboptimal outcome.

4.5 � Taking stock

Examples 9–12 illustrate ways in which some form of defeat of goodness can occur 
even when agents are ordinarily benevolent with respect to a shared theory of the 
good, if they have unfortunate beliefs about each others’ actions, differing credence 
distributions over states of nature, or differing degrees of risk aversion.

The following definition, however, excludes examples 9–11. Let a preference pro-
file be an assignment of preferences to agents. We then define:

Strong collective defeat of goodness (definition). Say that a preference pro-
file P exhibits strong collective defeat of goodness iff for some collective deci-
sion problem involving identical credence distributions over states of nature, 
every option profile that is a Nash equilibrium according to P is statewise 
dominated in terms of goodness by some other option profile.

Strong collective defeat of goodness is provably impossible for preference pro-
files in which all agents are expected utility maximisers with a common cardinal 
utility function, and therefore for preference profiles in which all agents are ordinar-
ily benevolent and risk neutral with respect to a shared cardinal theory of the good.19

This suggests the following argument:
Collective defeat argument:

1.	 Truly benevolent preferences cannot exhibit strong collective defeat of goodness.
2.	 DMRA preferences exhibit strong collective defeat of goodness.
	   Therefore,
3.	 DMRA preferences are not truly benevolent.

One might worry that the above definition of strong collective defeat is obviously 
cooked up to exclude by fiat the known ways in which even ordinary benevolence 

19  Proof: If the agents have the same utility function on outcomes and also the same credence distribu-
tion on states of nature, then they assign the same expected utility as one another to every option pro-
file. Let A = (a1,… , an) be an option profile that has maximum attainable expected utility according to 
the agents’ shared credence distribution. Let i ∈ {1,… , n} be an arbitrary agent. Suppose that all other 
agents apart from i  will in fact play their respective parts in A , and that agent i  has credence 1 that they 
will do so. Then, since A has maximal expected utility according to i  , the best response set for agent i  
contains ai . So A = (a1,… , an) is a Nash equilibrium.
  It is consistent with these conditions that the agents’ shared utility function might be a concave function 
of some independent cardinal theory of the good; the important thing for the proof is only that the vari-
ous agents have the same utility function as one another. Risk aversion with respect to goodness per se is 
therefore not ruled out.
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can lead to something like collective defeat, and that the first premise of this argu-
ment is therefore question-begging. On the other hand, in Examples 9–11, there is 
an obvious ‘locus of blame’ for the failure to attain an optimal outcome. In Exam-
ple 9, intuitively, things go wrong not because the agents’ preferences are insuf-
ficiently benevolent, but because they (blamelessly) have false beliefs about what 
each other will do. In Example 10, things go wrong because, unfortunately, some 
force makes a suboptimal Nash equilibrium into a Schelling point, and the agents 
lack the communicative resources to overturn this. In Example 11, things go wrong 
because the agents have different views of the empirical structure of the world, and 
this divergence in descriptive beliefs forms a barrier to effective collective action. 
But in Anticorrelated altruistic risks, there is nowhere to lay the blame except at the 
door of the preferences themselves: intuitively, in this example the suboptimality is 
a result of the agents being overly concerned with their own place in the world, and 
insufficiently concerned with the world itself. From this point of view, the exclu-
sions in our definition of strong collective defeat of goodness are entirely justified: 
they exclude non-preference-based sources of unfortunateness that can block the 
attainment of optimality given any type of preferences, so that any remaining phe-
nomena of “defeat of goodness” can be blamed on the preferences themselves.

Example 12 is a case of strong collective defeat of goodness as defined above. 
There are two reasonable views about this case that are compatible with our main 
argument. Defeat arises here from the difference between the two agents’ degrees of 
risk aversion (with respect to their shared cardinal theory of the good). In line with 
the Collective Defeat Argument, one could take this to show that at least one of the 
agents does not have truly benevolent preferences (perhaps benevolence turns out to 
require a particular degree of risk aversion, e.g., risk neutrality). Alternatively, one 
could amend our notion of defeat to exclude this type of example as well. After all, 
the difficulty for Liu and Hong arises from their failure to coordinate their degrees of 
risk aversion, much as the difficulty for Thomas and Lél in Example 11 arises from 
their failure to coordinate their credences. In contrast, in Anticorrelated altruistic 
risks, it is the very fact that the agents are averse to risk in the difference they them-
selves make that leads to the suboptimality. There does not seem to be any sense in 
which Rio and Renzo could coordinate without fundamentally altering the character 
of their preferences.20

We do not claim that the Collective Defeat Argument, in either original or revised 
form, is entirely watertight. There is logical space (at least) to hold that there is sim-
ply no tension between benevolence and susceptibility to collective defeat, even 
when conditions are such as to make collective defeat eminently avoidable. On the 
other hand, this position does seem unattractive. Whatever one thinks of the case 
for virtue consequentialism in general (Calder, 2007; Driver, 2001), it seems less 

20  If the agents in some group are averse to risk with respect to the difference they make together, then 
strong collective defeat of goodness cannot occur within that group. This would be another way for Rio 
and Renzo to avoid choosing the suboptimal option profile (Safe, Safe) in Example 8. But one might 
wonder then why the relevant group should be just Rio and Renzo, rather than (say) all agents. It seems 
likely this line of thought will lead away from difference-making preferences and back towards ordinary 
benevolence, though we lack the space to explore this here.
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open to question that benevolence earns its place among the virtues via the fact that 
agents’ possession of this trait conduces to the good under normal conditions.21 It 
also seems that this should hold when the issue is what results from multiple agents 
possessing the trait in question: there is nothing essentially individualistic about the 
consequentialist criterion for some trait to count as a virtue. So our own view is 
that the (original or revised) Collective Defeat Argument is sound: susceptibility to 
strong collective defeat of goodness is an additional reason to regard DMRA pref-
erences as non-benevolent, over and above the violations of stochastic dominance 
noted in Sect. 4.2.

5 � Difference‑making ambiguity aversion

So far, we have considered agents who deviate from expected value maximisation at 
most by being risk averse. In this section, we consider a different type of deviation: 
ambiguity aversion.

An ambiguity averse agent tends to prefer gambles in which the probabilities are 
more objectively constrained. To illustrate, consider:

Example 13 (Unambiguous vs. ambiguous bet). One urn contains 50 red balls 
and 50 black balls. A second urn is known to contain 100 balls, each of which 
is either black or red, but the proportions are unknown. Somchai chooses 
whether to draw a ball at random from the first or the second urn. He receives 
$100 if the ball he draws has a specified colour; otherwise, he receives noth-
ing.

If Somchai is ambiguity averse, he might strictly prefer to bet on the first urn, where 
he knows the chance of winning, regardless of which colour he is betting on. This 
preference seems inconsistent with expected utility theory, but is widespread (Ells-
berg, 1961; Trautmann & Van De Kuilen, 2015).22

22  As in the case of risk aversion, there are several models of ambiguity aversion. For concreteness, we 
will sketch one such model: the α-maxmin model. In this model, each agent is represented by a utility 
function U on the set O of outcomes, a class R of probability functions on the set S of states (the agent’s 
representor), and a parameter � ∈ [0, 1] . The agent’s preference ordering over gambles a ∶ S → O is rep-
resented by the formula (1 − �)max

p∈R
EUp(a) + �min

p∈R
EUp(a) , where EUp(a) is the expected utility of the 

gamble a with respect to the probability function p . In this model, the parameter � is a measure of ambi-
guity aversion, akin to pessimism. If � = 0 , the agent prefers whichever gamble has the highest ‘maxi-
mum possible’ expected utility, generated by any of the probability functions in R ; such an agent is ambi-
guity-seeking. If � = 1 , the agent prefers whichever gamble has the highest `minimum possible’ expected 
utility; this is the most extreme form of ambiguity aversion that is possible in this model. Values of � in 
the range (0.5, 1) correspond to less extreme forms of ambiguity aversion.
  In Example 13, for instance, let us suppose that Somchai’s representor R contains elements according to 
which the probability of drawing a black ball is anything between 40% and 60% (inclusive). Then, as is 
straightforward to verify by calculation, he will prefer the ambiguous to the unambiguous urn if the value 
of his ambiguity aversion parameter � is greater than 0.5.

21  Again, the reader who prefers to avoid invoking a general concept of “the good” can replace this with 
“the welfare of the affected parties”, or similar; cf. footnote 1.
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As in the case of risk aversion, it is natural to think that ambiguity aversion might 
rationalise both a preference for diversifying one’s portfolio of attempts to make a 
difference, and a preference for mitigating existential risks over relatively “near-
termist” interventions (such as funding AMF or SCI). We will explicate these two 
points in turn.

Regarding diversification, consider:

Example 14 (Making friends with power). Important national elections will 
take place in a few months. The two main parties seem symmetrically placed 
vis-a-vis their prospects for winning the election, but there is significant ambi-
guity on the matter of which party will win. Whichever party wins, Catalina 
will at a later date be able to improve the nation’s welfare in proportion to the 
strength of her relationship with the winning party. But such a relationship can 
be built only during the run-up to the election.

In Example 14, the thought runs, ambiguity aversion might incline Catalina more 
towards doing some relationship-building with both parties, rather than directing all 
her efforts at just one party (even if the strength of relationship built is linear in rela-
tionship-building effort expended). For this enables her to hedge against the ambigu-
ity inherent in the election result, and to attain a situation in which the amount by 
which she can improve things post-election is the same regardless of which party 
wins, and is thus unambiguous.

Regarding cause prioritisation, the key thought is that for carefully selected near-
termist interventions, we have robust empirical guidance constraining the probabili-
ties of the intervention’s possible effects. In contrast, attempts to mitigate extinction 
risks cannot be guided in anything like the same way by experimentation or feed-
back; their effectiveness seems often to a far greater extent a matter of guesswork.23 
Therefore, the thought runs, there is significantly more ambiguity about the payoff 
from existential risk mitigation efforts than there is from efforts directed towards 
more near-term ends.

As in the arguments for diversification and for deprioritising extinction risk miti-
gation on grounds of “risk aversion”, however, the arguments from “ambiguity aver-
sion” in these examples implicitly presuppose that the aversion is to ambiguity in 
the difference one’s own intervention makes (what we will call “difference-making 
ambiguity aversion”, or DMAA), rather than to ambiguity in the overall value of 
the world (“axiological ambiguity aversion”, or AAA). Regarding diversification: 
in Example 14, aversion to ambiguity in the total value of the world would tend 
to favour building relationships exclusively with that party, whichever it might be, 
whose victory would be expected to lead to a worse future in the status quo. Regard-
ing cause prioritisation: it is already extremely ambiguous how much risk of pre-
mature extinction humanity faces, and there is no particular reason to think that 

23  Specifically, this is generally the case for attempts to mitigate anthropogenic extinction risks, such as 
those from nuclear war, biotechnology or advanced artificial intelligence. Cost-effectiveness estimates for 
programs to mitigate extinction threats from asteroids are relatively tightly objectively constrained. See, 
e.g., Greaves and MacAskill (2024, section 4).
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interventions aimed at reducing this background risk increase, rather than decrease, 
ambiguity in the latter sense.24

This raises the question of what can be said about the credentials of difference-
making ambiguity aversion (DMAA) from the point of view of benevolence.

In the case of the analogous question regarding difference-making risk aversion 
(DMRA), we argued

(1)	 That even at the individual level, DMRA preferences fail to respect stochastic 
dominance with respect to goodness, and in that sense fail to track the good.

(2)	 That when collective action is involved, DMRA preferences are susceptible to 
strong collective defeat of goodness, in a way that is inconsistent with pure 
benevolence.

There is no analog of the first point for DMAA. While it is a little delicate what 
stochastic dominance amounts to in the presence of ambiguity, on reasonable ways 
of making it precise, it is entirely possible for a difference-making ambiguity averse 
agent to always prefer a stochastically dominant option to a stochastically dominated 
one.25

However, as we will show next, the issue of collective defeat plays out very simi-
larly for ambiguity aversion as it does for risk aversion. To see that DMAA prefer-
ences give rise to strong collective defeat of goodness, consider:

Example 15 (Unambiguous vs. ambiguous lifesaving). Two urns are as in 
Example 13. One ball is about to be drawn at random from each urn. Bus-
saba and Rochana each face the choice of which urn to bet on. Bussaba (resp. 
Rochana) wins her bet if a black (resp. red) ball is drawn from her chosen urn. 
For each winning bet on the unambiguous urn, 10 lives are saved. For each 
winning bet on the ambiguous urn, an amount of goodness ensues equivalent 
to saving 10 + x lives.

As in Example 13, an agent who is ambiguity neutral would tend to prefer the 
ambiguous urn, while an agent who is averse to ambiguity in the number of lives she 
herself saves will tend to prefer the unambiguous urn.26

25  The issue is that in the presence of ambiguity, there may not straightforwardly be any such thing as the 
probability of a given outcome on a given action. But, for example: in the α-maxmin model of ambiguity 
aversion (cf. fn. 19), if utility is given by difference made to a strictly increasing function of goodness, 
then even an ambiguity averse agent will always prefer one option to a second if the first stochastically 
dominates the second according to every probability function in the representor.
26  For example, let us again assume the α-maxmin model of ambiguity aversion, and suppose that Bus-
saba and Rochana’s credence that a ball drawn from the ambiguous urn would be black is represented by 
the interval [0.4, 0.6] . If (say) x = 0.5 , then the agents prefer the unambiguous urn if 𝛼 > 0.62.

24  The implications of ARA for the evaluation of existential risk mitigation are investigated in (Greaves, 
Mogensen, MacAskill and Williamson (MS)).
  An orthogonal objection to the argument from (even difference-making) ambiguity aversion to a prefer-
ence for “near-term-motivated” interventions over existential risk mitigation is that the former, no less 
than (and plausibly more than) the latter, involve enormous ambiguity regarding their further future 
effects (Greaves, 2020). Here we set that aside.
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Note, though, that if both agents opt for the ambiguous (resp. the unambiguous) 
urn, the outcome is certainly that 10 + x (resp. only 10) lives are saved. Thus, like 
difference-making risk aversion, difference-making ambiguity aversion can lead to 
strong collective defeat of goodness.

Also analogous to the case of risk aversion: this route to collective defeat of 
objective goodness arises only for difference-making ambiguity aversion. It has no 
analog in the case of goodness-increasing ambiguity aversion.27

6 � The appeal to meaningfulness

Let us take stock. We have canvassed several types of predicament in which various 
versions of a desire to make a difference seem inconsistent with pure benevolence. 
Jacinta’s desire to be the rescuer does the drowning child no good, and might even 
do harm (if Abdullah is a more effective rescuer). Jon’s desire to save more lives can 
lead to a preference that worse disasters occur, which at least threatens to be incon-
sistent with pure benevolence (though in this case, the apparently anti-benevolent 
preference at least cannot lead his actions astray). Mustafa and Evie’s aversion to 
risk in the difference they make can lead to violations of stochastic dominance with 
respect to goodness at the individual level, and to collective defeat of goodness at 
the collective level; a similar issue of collective defeat of goodness arises for “differ-
ence-making ambiguity aversion”.

In at least some of these cases, however, anecdotally, intuitive agential prefer-
ences for the behaviour described remain widespread, even after the tensions with 
pure benevolence are understood. What should we make of this?

A natural diagnosis is that what is going on in all these cases is a sort of pseudo-
benevolence, rather than the genuine article. Perhaps, for instance, what is really 
driving the preferences in question is a desire to render one’s own life in some sense 
more meaningful, rather than a direct desire that the world be better. It might then 
not be surprising that the corresponding behaviour is in tension with benevolence, 
since a desire for meaningfulness is not straightforwardly a matter of benevolence.

We will explore how this pans out in the context of the various sorts of “desire to 
make a difference” that we have discussed above.

First, consider Jacinta’s preference to be the rescuer. Assuming only that she is 
a minimally decent human being, Jacinta will take some satisfaction in the knowl-
edge that the child is saved, even if it is Abdullah rather than Jacinta herself who 
does the saving. Nonetheless, Jacinta might well feel that her own day is made more 
satisfying in a morally laden sense, and (relatedly) her own life made more meaning-
ful, if it is she herself who directly does the rescuing. Thus, Jacinta’s preference is 

27  In Example 14, for each agent, whether selecting the unambiguous or the ambiguous urn leads to 
more ambiguity in total value depends on which urn the other agent selects. The total outcome of both 
agents selecting the ambiguous urn is unambiguous ( 10 + x lives are saved for sure). Because of this, if 
either agent selects the ambiguous urn, the other agent’s best response tends to be to do likewise, if the 
agents are averse to ambiguity in total value but not in the difference they themself make.
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comprehensible in terms of a desire for meaningfulness. Similarly for Anna’s prefer-
ence that she, rather than another, directly works with the animals.

Second, consider Jon’s preference for a severe disaster. This is a case of prefer-
ence to make a better difference in the outcome-comparison rather than in the direct-
causal sense, yet the remarks we have just made about Jacinta seem equally well to 
apply here. While Jon’s preference is for a worse state of affairs—one in which more 
innocents die rather than fewer—and in that sense is straightforwardly anti-benevo-
lent, yet the preference is eminently comprehensible in terms of a desire Jon might 
have that his own life be morally significant.

Finally, let us consider the case of difference-making risk aversion (again, similar 
comments apply to difference-making ambiguity aversion). If, say by donating to 
AMF, I make the difference between hundreds of young children dying young ver-
sus surviving to full adulthood, then (the thought runs) I will have done something 
significant with my life. But if I devote my resources to extinction risk mitigation 
and, as things turn out, this makes no difference ex post, then in at least one clear 
sense all my sacrifice has been for nought. Arguably, in this (overwhelmingly prob-
able) case, my sacrifice of material well-being has then not brought with it any com-
pensating increase in the meaningfulness of my life.28 In this frame of mind, it is 
very natural, insofar as one is inclined towards risk- and/or ambiguity aversion, to be 
averse to risk or ambiguity in the difference one makes, rather than to risk or ambi-
guity in the value of the world largely independently of one’s actions.

So, in all three cases, it is at least possible to rationalise “difference-making pref-
erences” of the kinds we have discussed in terms of a desire for meaningfulness, or 
moral significance, in one’s own life. We further hypothesise that something like 
the above is fairly descriptively accurate, as an account of the psychology of at 
least (i) many would-be value-maximising philanthropists who feel the pull of the 
intuitions towards diversification and towards near-termism,29 and (ii) many who 
arrange that they themselves have a positive direct causal impact, and value this 
enormously out of proportion to the extent to which the arrangement does counter-
factual good.

On reflection, however, the motivations in question seem questionable, perhaps 
even in terms of internal coherence. Again, we are not presupposing consequential-
ism. We do not say, therefore, that any preference that runs contrary to benevolence 
is ipso facto morally inappropriate, nor that no such preference can arise from a 
desire for meaning in one’s life. But very often, agents engaged in difference-mak-
ing reasoning are motivated by the ideal of benevolence. They are trying to lead 

28  For this reason, (2019: 15–16) argues that it is rational for an altruist not to maximise expected value 
in such ‘Pascalian’ cases.
29  We say many rather than all such philanthropists for two reasons. (1) There are also many who sim-
ply disbelieve the arguments for the claim that interventions to mitigate existential risk lead to higher 
expected objective value than global health interventions. Our discussion is rather of why one might feel 
a pull towards the latter even if one agrees with the arguments in question. (2) We do not deny that there 
may also be other possible explanations for the intuitions in question: for example, in the case of cause 
prioritisation, a sense that global health interventions are more strongly morally demanded by considera-
tions of compassion or of justice.
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lives that incorporate that virtue, and that is what drives their attempts to make 
a positive difference. If an agent meeting this description (at least) is convinced 
(perhaps by the arguments of this paper) that difference-making preferences of 
some given form run actively contrary to benevolence, it seems incoherent then for 
such an agent to hold that their life is made more meaningful by “engaging in the 
project of benevolence” by having and implementing preferences of that particular 
form, if the alternative is genuine benevolence.30 It seems more meaningful to live 
in accordance with genuine benevolence, rather than some semi-egoistic halfway 
house. Relatedly, pure rather than pseudo-benevolence seems the more morally 
laudable trait.

It is instructive here to compare the above discussion with the philosophical dis-
cussion of Williams’ thought-experiment of “Jim and the Indians” (Williams, 1973: 
98–99). In that thought-experiment, a captain forces Jim to choose between Jim 
shooting one (American) Indian, or the captain shooting twenty Indians (including 
the one who would be Jim’s victim if he chose the first option). While most authors 
agree that all things considered, Jim should shoot (as recommended by benevo-
lence), non-consequentialists generally hold that there are very strong pro tanto rea-
sons for Jim not to shoot. The important point for us is that for the non-consequen-
tialist, this is a case of a deep and troubling conflict between reasons of benevolence 
on the one hand, and moral reasons of some other type on the other.31 But there 
is less room to motivate difference-making preferences in this way than there is to 
motivate Jim’s reluctance to shoot, because again, unlike Jim’s anti-shooting prefer-
ence, difference-making preferences are often intended from the outset to be expres-
sions of benevolence.

7 � Summary and conclusions

Pure benevolence is a matter of preferring A to B iff, and then because, A is better 
than B. Agents motivated by ideals of benevolence, however, often tend to at least 
frame their discussions in terms of preferences to make a (better) difference to good-
ness. This is at least conceptually quite a different matter; unlike a preference that a 
better state of affairs obtains, a preference that one oneself makes a better difference 
is an agent-relative concern.

The ideology of difference-making is nonetheless innocuous insofar as such “dif-
ference-making preferences” are extensionally equivalent, at least as far as action-
relevance is concerned, with preferences for better states of affairs. But in many of 
the forms that such “difference-making preferences” often take, that extensional 
equivalence fails.

First, preferences to make a better difference in (what we called) the “direct 
causal” sense clearly come apart from preferences for better states of affairs. This 
is because they assign importance to the agent’s own causal role in a way that is 

30  A similar objection is levelled against the coherence of “warm-glow philanthropy” by Elster (2011).
31  For a list of possible non-consequentialist reasons not to shoot, see e.g. Kamm (1999: 173).
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not rationalised by, and can run counter to, a preference for better outcomes (for 
example, a preference that one try to rescue a child oneself, rather than allowing 
some more effective rescuer to do it).

This observation motivates defining a notion of difference made in (what we 
called) the “outcome-comparison” sense. But, second, even a preference to make 
a better difference in this less causally loaded sense can lead to preferences for 
worse states of affairs, since it can lead to preferences for states of affairs in which 
the agent has more opportunity to make a positive difference to the outcome (for 
example, a preference that more severe disasters occur).

The latter preference might be unproblematic, for reasons related to the fact 
that it cannot be action-relevant. However, in the context of uncertainty, some 
common patterns of preference that are rationalised by an outcome-comparison 
difference-making mindset run contrary to pure benevolence in ways that are 
action-relevant. This is true of both (what we called) “difference-making risk 
averse” and “difference-making ambiguity averse” preferences. Preferences of 
both these types lead to (what we called) collective defeat of goodness. Addition-
ally, difference-making risk-averse preferences violate stochastic dominance with 
respect to goodness, and in that sense fail to track the (ex ante) betterness rela-
tion, even in the context of individual action.

In all these cases, it is tempting to rationalise preferences of the types we have 
discussed via appeal to a desire for meaning in one’s life. Insofar as the route to 
meaning was supposed to be via engaging in benevolence, however, this motiva-
tion for difference-making preferences seems in the end of dubious coherence.

It is not inevitable that a preference to make a better difference leads to any of 
the phenomena we have discussed here. If one prefers to make a better difference 
in the outcome-comparison sense, and if in addition any aversion to risk or ambi-
guity is only with respect to overall good, then one will avoid all of the pitfalls 
that we have discussed. That is, however, the case in which one’s preference to 
make a better difference is extensionally equivalent to a preference that the out-
come be better, at least on the matter of dispositions to action. Wherever the two 
come apart, we have suggested, difference-making preferences run into trouble.

Nor are these points of merely academic interest. Moving away from differ-
ence-making and towards goodness-increasing preferences has the potential to 
significantly revise many common patterns of would-be benevolent behaviour. 
This paper has discussed several important real-life examples: the common ten-
dencies to seek “altruistic” careers that place oneself in quite direct causal con-
tact with beneficiaries, to diversify one’s individual philanthropic portfolio, and 
to neglect mitigation of extinction risks in favour of “safer”-seeming near-termist 
options. There are likely many more.
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