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Abstract

This thesis contains work expanding the theoretical understanding of

molecular dynamics used to aid the study of simple liquids. It does so

by focusing on investigating forces, which govern the dynamics of many-

body systems. We loosely address three questions: How can we categorise

force distributions? What can we gauge from force data? When do forces

obey Newton’s third law?

The first of these questions is addressed using statistical mechanics to de-

rive standardised moments of the force distribution for a simple Lennard-

Jones liquid in both 1d and 3d with the aid of molecular dynamics.

To answer the second question, we introduce the notions of force spaces

and configurations spaces, and look at equivalence of these. We begin

the investigation using the harmonic potential, and develop homotopy

continuation methods for non-linear forces like Lennard-Jones. Conver-

gent behaviour and limitations are explored for many-body systems, and

a general two-body direct inversion is developed and implemented.

The final question is entrenched in classical potential theory, and ap-

proached through work focusing on understanding the functional depen-

dence of the interatomic potential. We develop theorems and provide

corresponding constructive proofs concluding that potentials which obey

certain symmetries can be described by distances, as opposed to positions.

This enables us to understand when forces display reciprocity.
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µ Nosé-Hoover relaxation parameter

Nd Number of spatial degrees of freedom

kB Boltzmann constant

β 1/kBT

H Hamiltonian

r Distance between two interacting bodies

n Number density of system of atoms

Fhelm Helmholtz free energy

q̃ Vector of all positions of CG sites

q̃i Position vector for the ith CG site

NCG Number of CG sites in a system

UCG Potential mean force for CG system

Mq̃I
(q) Linear mapping from atomic positions to Ith CG site

viii



MNCG
q̃ (q) Linear mapping from atomic positions to all CG sites

δ Dirac delta function

Fi Total force on the ith atom

X Configuration space

F Force space

F Mapping from configuration space to force space

F Vector of total forces on all atoms

A Matrix describing linear mapping F

Q A vector field used to set up initial equations in NHCM

P A vector field used to set up target equations in NHCM

H Linear homotopy function

γ Step size used in homotopy continuation methods
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Chapter 1

Introduction

Forces dictate the dynamics of many-body systems from the quantum to the cosmic

scale. In this thesis, we focus on exploring how to categorise force distributions on

the atomic scale. This is motivated by the growing need to develop lower resolu-

tion models which accurately represent the original system. We then consider more

generally what the knowledge of forces tells us, and the consequences that physical

symmetries such as translation and rotation have on describing them. These ideas are

fundamental to understanding how we should view an interacting many-body system,

which has amassed interest in all areas of science over the last few millennia.

Chapter 1 introduces the thesis by laying the foundation for the work. In Sec-

tion 1.1, we briefly outline the key ideas behind molecular dynamics (MD), which are

pertinent to work in Chapters 2, 3 and 4. We discuss how MD came to be one of

the most ubiquitous techniques in science, describe where development of this field is

heading, and the problems it faces to this day.

Section 1.2 focuses on force distributions, highlighting milestones in approaches to

studying these distributions for many-body systems. This sets the tone for Chapter 2

where we investigate how a force distribution can depend on intrinsic MD parameters.

In Section 1.3 we expound on the concept of coarse graining, and point out several
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methods commonly used in the MD community - though focus is given to the method

of force-matching which motivates the novel idea of force inversion introduced in

Section 1.4, and developed in Chapter 3. A key tool used in the implementation of

force inversion is the Newton homotopy continuation method (NHCM), for which we

provide a background and review in Section 1.5.

In the penultimate Section 1.6, we discuss classical interatomic potential theory

focusing on the applications to non-reciprocal interactions. This promotes the new

theorems introduced in Chapter 4, which provide a more rigorous footing to this field

of study.

Finally, we conclude the introduction in Section 1.7 by giving the overall structure

of the thesis.

1.1 Molecular dynamics

Molecular dynamics (MD) is the versatile computational method through which chem-

ical, biological and physical systems can be described. It is a framework in which we

first quantise a system in terms of unit substructures. In MD these will typically be

particles, atoms and molecules; though more complicated structures such as groups of

chained atoms can be considered in protein folding applications [16]. In MD, we look

at atomistic scales typically characterised by ångström (1Å = 10−10m) length scales.

Crucially, we assume dynamics are modelled under the classical regime with Newton’s

equations of motion (1.1), whereas subatomic scales are best described by quantum

mechanics, and larger scales are governed by continuum mechanics; which is neatly

summarised by Berendsen’s hierarchy [21]. An illustration of modelling hierarchy is

given in Figure 1.1.

Typically, an interatomic potential through which these structures interact is pre-

scribed, and this dictates the forces and therefore dynamics in the system of atoms.

Usually these will govern Van der Waals forces between atoms for the scales we are
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Figure 1.1: This schematic is reprinted with permission from [234] which shows a
basic hierarchy of modelling. Bottom-up modelling relies on developing low resolu-
tion models from higher resolutions, and top-down modelling uses phenomenological
observations from the low resolution models to inform development of higher reso-
lution models. The process of coarse graining an all atom model of a polypeptide,
polyalanine, is shown on the right.

interested in. One must judiciously choose this potential to best capture the physics

of the system. For example: interactions can be approximated by the harmonic po-

tential as interatomic springs connecting structures. This is used in the Rouse model

[184] and is implemented ubiquitously in polymer physics [96]. We present an array of

common pairwise potentials in Table 1.1, whilst non-pairwise potentials are discussed

in Section 1.6.

Throughout the work in Chapter 2 and Chapter 3, we will be utilising the Lennard-

Jones (LJ) potential [128]. This potential is a popular choice because it captures the

dynamics of simple fluids well [205], it has a longstanding history of literature and

large data repositories associated with it [206], and in particular (for Chapter 3) it

provokes interesting questions surrounding the two attractive regimes the potential

admits. The LJ potential is a simple two parameter continuous function, which

does not suffer the same deficiencies as square-well/shoulder potentials used in basic

modelling of simple liquids [110]. The discontinuities of the shoulder potentials lead

to infinite forces that must be carefully time-stepped around whereas the LJ potential
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Model Description
Lennard-Jones (LJ) [128] Short-ranged due to the fast decaying nature of the

power law (usually 12-6 potential). Short-range Pauli
forces and long-range attractive forces are captured.

Morse [162] Used for modelling quantum systems and calculating
bond dissociation.

Buckingham [30] Modification of the LJ potential by utilising an expo-
nential form for Pauli repulsion but the same form for
London dispersion.

Yukawa [236] An altered form of the Coulombic potential which cap-
tures electron screening.

Gay-Berne [97] An anisotropic form of the LJ potential arising from the
spherical to ellipsoidal body approximation.

Table 1.1: A variety of commonly used interatomic potentials.

is smooth. This is not to say that the LJ potential itself is without fault, indeed it

has come under rightful scrutiny due to the popularity it has amassed. For example,

the London dispersion effects are sometimes inappropriate [165, 66], which plays into

the more general feature that this is a potential best suited for inert systems [84],

where its roots are firmly based with the seminal study of liquid argon in the 1960s

[177]. Other common potentials in MD are given in Table 1.1 for completeness, each

has a unique contribution in the development of the field.

In general, MD is an all encompassing method which has grown from modelling

simple fluids, to probing quantum structures to drug discovery, the review and appli-

cation of which has received much attention with details best communicated in recent

papers [3, 119, 141]. MD fundamentally relies on analysing equations of motion to

create trajectories: these are the time evolutions for atoms (or particles, molecules

etc) in the position-momentum space.

In this work we frame MD in a classical setting. This is termed molecular me-

chanics, whereby prescribing a semi-empirical potential under the Born-Oppenheimer

approximation (which detaches the nucleus from electron motion) allows us to largely

describe the classical motion of atoms using equations of motion admitted by New-
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ton’s second law [154]. We will mainly be concerned in Chapters 2, 3 and 4 with

these equations introduced below. For a system of N atoms with positions q =

(q1, . . . ,qN) ∈ R3N , momenta p = (p1, . . . ,pN) ∈ R3N , masses given by a mass

matrix M = diag(m1,m2, ...,mN), interacting via a potential U(q) : R3N → R:

Mq̈ = F(q) = −∇U(q), (1.1)

where the vector of forces is denoted F = (F1, . . . ,FN) ∈ R3N .

It is important to note that one can describe the system of equations in (1.1) as

a coupled set of first order ODEs in the following way:

q̇ = M−1p (1.2a)

ṗ = F(q) = −∇U(q). (1.2b)

Due to the connection to Hamilton’s formulation, the set of equations (1.2) are

extremely versatile, and many numerical schemes have been implemented to integrate

them [143].

Other deterministic equations of motion include the PDE description given by

Schrödinger’s equation for quantum scales. This is outside of the remit of molecular

mechanics, but a hybridised approach forms quantum mechanics-molecular mechanics

modelling [195]. Systems are treated ab-initio where electron structures are calcu-

lated ‘on-the-fly’ [139]. Though we do not work in this direction, it was one of the

most pivotal achievements to use MD to probe quantum scales with the pioneers

Warshel, Levitt and Karplus being awarded the Nobel prize in chemistry 2013 [168]

for their vital contribution to multiscale-modelling, especially for their applications

to modelling enzymatic reactions [227].
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MD is a simulation technique which has been invaluable to the study of biophysics.

Karplus provides an excellent overview of MD [131] and discusses the three main ar-

eas of interest in biomolecular simulation: sampling configuration spaces (the domain

of all possible q), simulating near equilibrium, or obtaining dynamical information.

MD in particular is best at dynamically analysing these many-body systems. Note

however that non-dynamic approaches such as Monte Carlo methods are particularly

important in configuration sampling [170], especially in cases where a potential admits

barriers that are hard to overcome with usual MD. This is a double-edged sword be-

cause there are some systems where high potentials lead to an overwhelming rejection

rate meaning the sampling is biased [6]. Hybrid Monte Carlo methods often assuage

these issues by making use of dynamical knowledge with a guidance Hamiltonian [76].

Stochastic differential equations (SDEs) can also model many-body systems effec-

tively, leading to stochastic equations of motion which capture randomness. A large

class of equations are called the Ornstein-Uhlenbeck equations [99, 144]:

dp = −γ̃p dt+
√

2γ̃kBT M1/2 dW, (1.3)

which are described by a friction parameter γ̃, an infinitesimal time step dt, Boltz-

mann’s constant kB and temperature T . The vector W = (W1, . . . ,W3N), where Wi

is a Wiener process, means that dWi captures the stochasticity at play as a Gaussian

noise.

Equations (1.3) model non-interacting atoms; for interacting systems, a potential

that gives rise to interatomic forces also contributes to the equations of motion, which

defines Langevin dynamics [231]. The full set of equations are as follows:

dq = M−1p dt (1.4a)

dp = −∇U(q) dt− γ̃p dt+
√

2γ̃kBT M1/2 dW. (1.4b)
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The ergodic hypothesis [200] is vital in the utility of MD: it states that calculating

temporal averages of MD trajectories, or averaging over enough sampled configura-

tions should give the same expected values as thermodynamic averages [160]. In

general this is difficult to prove with deterministic systems: in fact it has been shown

to not hold for certain simple systems [216]. A common fix is to implement stochastic

noise to perturb trajectories into the whole configuration space with equations (1.4).

In Chapter 2, we utilise Langevin dynamics to simulate a 1d LJ system to ensure

such sampling is robust.

Time correlation functions [111] are defined as the thermodynamic average of the

product of two dynamical variables, used initially in simple liquid modelling [238],

but more recently for developing coarse-grained (CG) models discussed in Section 1.3.

Green-Kubo relations help determine transport coefficients with appropriate knowl-

edge of these time correlation functions [194]: a simple example is outlined in [26]

where the velocity autocorrelation function is related to the self diffusion coefficient.

The force autocorrelation function in particular can be used to calculate the self

diffusion coefficient of a molecule in a simple liquid [113] and helps us understand

friction in general [173], especially in the context of random motion [52].

To sample from a specific ensemble (such as the canonical or isobaric ensembles),

unaltered deterministic equations of motion are not well equipped to maintain the

temperature T of the system. As such, temperature thermostats are used in place

of a thermal bath, which allow energy exchange in order to simulate at an aver-

age target temperature. A common example is the Nosé-Hoover thermostat [167].

However, it is worth noting that the implementation of the Nosé-Hoover thermostat

to non-ergodic systems such as a 1d harmonic oscillator sometimes remains non-

ergodic [216]. One can potentially improve the ergodicity with the introduction of

a thermal bath made of many Nosé-Hoover chains [156]. For more guaranteed cor-
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Figure 1.2: Here we illustrate the typical temperature fluctuations for a LJ fluid seen
in Chapter 2, with number density n = 1, parameters γ̃ = µ = 1, while maintaining
a target temperature of T = 1. Panels (a) and (b) demonstrates fluctuations for an
N = 64 and N = 512 system respectively. The N = 64 and N = 512-body systems
have a simulation time of tsim = 107 and tsim = 109 respectively .

rect sampling: a Nosé-Hoover-Langevin (NHL) method utilises the stochastic noise

present in Langevin dynamics [188]. In Figure 1.2, we illustrate typical temperature

fluctuations for many-body (N = 64, 512) NHL systems. Other reasonable choices

of temperature thermostat exist and are discussed in generality by Harish [112]. In

Chapter 2, we will be concerned with the NV T (canonical) ensemble. It is worth not-

ing that constant pressure MD (isobaric ensemble) can be achieved with a stochastic

Langevin piston [80] and also the Parinello-Rahman [172] method allows for dynam-

ical variation of the simulation cell.

Finally, given the equations of motion, an integrator must be chosen to effectively

time step behaviour in the position-momentum phase space. There are many choices

for integrators [144] but in Chapter 2, we utilise a simple velocity-Verlet scheme [220]

with an NHL thermostat [88]. The velocity-Verlet scheme has the benefit that is a

symplectic integrator which is useful for energy conservation purposes [159, 106].

Symplectic maps can be found by splitting/Lie-Trotter methods, but in Chapter 2

we will utilise a NHL time step map (to first order) for N atoms with auxiliary variable

ξ, thermostat parameter µ and Nd which denotes the number of spatial degrees of
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freedom. The equations of motion are decomposed as follows:

dq = M−1p dt (1.5a)

dp = −∇U(q) dt− ξp dt (1.5b)

dξ = µ−1(pTM−1p−NdkBT ) dt− γ̃ξ dt− γ̃p dt+
√

2µ−1γ̃kBT dW. (1.5c)

Here we can see how the deterministic equations (1.1) can be modelled by Langevin

dynamics (1.4) which additionally captures stochastic noise (useful for ergodicity).

The addition of a thermostat in the form of an auxiliary variable gives the final

equations of motion in (1.5).

The plight of MD is the contention between the computational complexity and the

amount of simulation time necessary for accurate sampling/thermodynamic calcula-

tion to occur, though recent advancements [141] have alleviated the problem and more

topically systems of millions of atoms have been simulated for microsecond time-scales

during COVID modelling [11]. Schlick provides a nice review of the advancement of

MD [192], in particular pointing to the dawn of machine learning [63].

However, one still aims to sensibly minimise simulation time by either reducing

the dimensionality of the system with coarse graining, or by introducing larger time

steps. The former is discussed in more detail in Section 1.3, whilst the latter, though

of great importance, is not discussed later in this thesis. The choice of time step should

be pragmatically chosen [78] such that the numerical integration scheme converges,

yet the simulation time is sufficient. As such,multiple time stepping schemes are

commonly used when a potential can be decomposed into slow and fast modes [214].

We do not implement such schemes in Chapter 2 though it is worth noting that the

time step there is chosen small enough such that the fast dynamics of high temperature

systems are well observed.
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1.2 Distributions in molecular dynamics

The last subsection has gone some way into explaining how interdisciplinary the

field of MD is. As a consequence, much theory has been absorbed from the field

of statistical physics where probability distributions are crucial. For MD the main

distributions of interest are: ensemble defining, velocity, and force distributions.

We have already mentioned the use of a thermostat to maintain simulations in a

given ensemble. There are many such ensembles from classical statistical physics, all

characterised by their respective partition functions. The canonical partition function

used in Chapter 2 is defined by the Boltzmann distribution which is proportional to

exp (−H/kBT ), where dynamics are governed by a Hamiltonian H, and kB is the

Boltzmann constant. This distribution underpins Monte Carlo simulations, providing

a measure of likelihood that a many-body system is in a particular configuration [170,

171]. Given a probability distribution in configuration space, one is directly able to

calculate thermodynamic averages. This is done in Chapter 2 where we calculate the

moments of force for a simple liquid of argon [217] in the canonical ensemble.

In the long term, the stochastic equations (1.3) sample the Gibbs-Boltzmann

distribution [143]. Langevin dynamics described by equations (1.4) can be infinitely

damped to obtain Brownian dynamics [46, 36], the stationary distribution of which

is again the Boltzmann distribution [155, 60]. Typically, one can define Fokker-

Plank equations used to derive probability distributions arising from SDEs, and it

can be shown [50] that a velocity-jump process gives rise to a Maxwell-Boltzmann

distribution of velocities, which looks like a weighted Gaussian.

This distribution of velocities is seen ubiquitously in physics, theorised for veloci-

ties of idealised fluids in thermodynamic equilibrium [158], Stern [115] experimentally

verified this distribution of velocities for a beam of silver atoms in 1920. The Maxwell-

Boltzmann distribution of velocities has been used in conjunction with Car-Parrinello

MD to explain features of supraconductivity and Bose-Einstein condensates [29]. This
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distribution is also important in the random sampling of velocities if one aims to

maintain the canonical ensemble [212]. Deviations to the Gaussian form of velocity

distributions are often seen in cases where external force fields are present [151, 219].

Systems that have Maxwellian distributions of velocity (in long time) do not nec-

essarily exhibit Gaussian force distributions. This is reported by Shin [198] for an LJ

fluid, where deviations from a Gaussian distribution are characterised by a Kullback-

Leibler divergence. This has also been reported by Carof [32] for a 3d LJ fluid. In

Figure 1.3(a) we illustrate that the second (standardised) moment of the force distri-

bution calculated from MD is not sufficient to accurately represent the observed force

distribution, which is addressed in Chapter 2.

Before we detail work on force distributions, we emphasise this is not to be con-

fused with the method of Force Distribution Analysis used in the study of biomolecules

whereby the changes of structure in proteins are measured in response to an external

force, giving insight into mechanical resistance [203, 204]. Deformations in structure

are used to probe the energy landscapes of proteins, aiding the understanding of

ligand-receptor binding [123].

Much work has been done in the area of force distributions of many-body sys-

tems: with seminal work from Chandrasekhar [33] that employed Markov’s theory of

random flights to give an expression for the force distribution of a many-body system

interacting through a 1/r gravitational potential, which was a Holtzmark distribu-

tion. Work on gravitational force distributions was extended by Del Popolo [175] to

include the rate of change of force. Though we focus on force distributions in the

context of MD, stress related contact forces are studied in the field of material science

to determine likely conformations of packing arrangements [13, 164].

Force distributions have been widely studied in the area of interacting lattice

defects (dislocations), where main consideration is given to nearest neighbour in-

teractions [19]; this is closely connected to the velocity distribution of interacting
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Figure 1.3: (a) The second moment of force 〈F 2〉 is estimated from a simulation
(from Chapter 2) of a system of 512 fully atomistic LJ atoms, and used to model
a Gaussian distribution with chosen parameters σ2 = 〈F 2〉, which is plotted in or-
ange. A histogram method plots the MD results in blue. We see that more parameters
are required to model the force distribution than just the second moment of force.
(b) We illustrate what a difference in kurtosis looks like for some common probability
distributions with a continuous random variable X ∈ [−10, 10]. The blue line repre-
sents a leptokurtic distribution (kurtosis greater than 3) with a kurtosis of 4, this is
modelled by a Pearson type VII distribution with parameters m = 5.5 and a = 8. A
mesokurtic distribution by definition has a kurtosis of 3, and is modelled here by a
Gaussian distribution with µ = 0 and σ = 4, this is plotted by the orange line. A
platykurtic distribution (kurtosis less than 3) with a kurtosis of 2 is plotted by the
yellow line; this models a Wigner distribution with R = 10.

vortices in two dimensions for turbulent flow [34]. Force distributions are also found

in the study of granular materials [196, 10] and elastic objects where a non-Gaussian

distribution characterizes disorder [210].

More recent work has been done with the help of MD by Gabrielli et al [53],

who derived an expression for the kurtosis of the force distribution for a lattice sys-

tem of atoms interacting through the gravitational potential. Further, using density

functional theory, an expression for the probability distribution of force for a system

interacting through an arbitrary weakly repulsive potential was derived by Rickayzen

et al [181, 28].

To characterise the force distribution in Chapter 2, we use the moments from the

force distribution. These (even) moments are unbounded on the half line [0,∞]; it is
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interesting to note the Stieltjes moment problem. This postulates that only knowing

the moments of a distribution on this domain gives rise to the distribution, and if

Carleman’s condition is satisfied, then it is uniquely so [4]. In principle this means

given that the moments of the force distribution satisfy some determinant based

condition, one can completely reconstruct the distribution through its moments. As

we calculate force statistics ‘on the fly’ with MD, the proof is not in the scope of this

work, and we use moments to address how non-Gaussian a distribution is, though

work in Chapter 2 is more general in that it allows us to describe the entire force

distribution through understanding all of the moments.

Following work from Erban [49], specific moments of the force distribution esti-

mated from MD simulation have been used to parameterise CG stochastic models

for many-body systems as a way to capture this non-Gaussian behaviour. The aim

of work in Chapter 2 is to develop the theory detailing how force distributions rely

on parameters such as temperature and number density which are easily changed in

MD, to aid the development of CG models in the future.

1.3 Force-matching coarse graining

If we understand the moments of velocity and force distributions obtained from all-

atom (AA) MD we can better fit coarser models that retain essential features of

the higher resolution models [129, 226, 50]. With CG models, we often wish to

directly reconcile the energy landscape of the fully atomistic system with a more basic

representation maintaining as many physical properties of the system of interest, with

as little computational cost as possible [67]. This is illustrated in Figure 1.4 where

the energy landscapes from a CG model and AA model are compared.

The review of the field of Coarse Graining is given in more detail than we de-

scribe in this section by Noid [166] and more recently by Joshi [129]. However, we

will highlight key approaches in the field culminating in force-matching methods. In
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Figure 1.4: This figure has been reprinted with permission from [77]. This figure
illustrates how CG modelling smooths the energy landscape due to a reduction in the
degrees of freedom. This is important as the energy minima in the AA simulation
can easily trap dynamics in meta-stable states, causing problems with ergodicity as
mentioned in Section 1.1.

essence, CG can reduce the complexity by directly reducing the degrees of freedom by

asking: ‘what should we consider a CG atom? ’. The superatom approach combines

many such atoms into single, larger structures positioned at CG sites. This is com-

monly used in protein modelling [87], where beads and springs represent collections

of thousands of atoms and the bonds connecting them [104, 183], respectively.

Isothermal systems are defined by Helmholtz free energy Fhelm = 〈U〉−TS, where

〈U〉 is the average internal energy and S is entropy. The probability that a sys-

tem has a particular energy is proportional to exp(Fhelm/kBT ) due to the fact that

exp(−Fhelm/kBT ) is the canonical partition function. The Helmholtz free energy is

intrinsically dependent on the configuration q which is governed by interatomic po-

tential U(q) in the following way:

exp(−Fhelm/kBT ) = c

∫
exp(−U(q)/kBT ) d3q

≈ c′
∫

exp(−UCG(q̃)/kBT ) d3q̃, (1.6)

14



where the configuration q ∈ R3N for N atoms is approximated by a reduced configu-

ration of NCG < N larger structures with CG sites given by q̃ ∈ R3NCG which interact

via UCG, the CG potential of mean force (PMF). Equation (1.6) is by definition the

canonical partition function, where the constant c corresponds to integrating the mo-

mentum dependent part of the Boltzmann factor. Maintaining equation (1.6) is of

paramount importance for calculating thermodynamic averages [222], though entropy

effects are missed and often dynamics are skewed [64, 126]. The reason entropy effects

are missed, is because in the procedure of coarse-graining, one reduces the degrees

of freedom and essentially encodes the PMF with state dependencies, making UCG a

free energy. Approximating UCG the results in an approximation to entropy effects.

One must first define the mapping of the AA configuration to CG sites and then

prescribe a force field to this reduced structure model, such that dynamic and ther-

modynamic behaviour of the AA model is accurately reproduced, for a fraction of the

complexity.

Systems can be coarse gained in alternative ways, such as assuming uniform

changes in structure (homogeneous deformations) resulting in fewer gradient calcu-

lations [186], or by implementing mean field approaches, where single chain field

theories have been developed for bio-molecular modelling [55, 42]. This is beyond the

scope of the thesis so we will not address these methods again.

Developing force fields for AA MD is expounded in Section 1.6, however there

are three main approaches for doing so with a CG system: the top-down approach

in which parameterisation of the force field is developed from observed macroscopic

behaviour (largely phenomenological), the bottom-up approach which relies heavily

on the accuracy of the underlying AA simulation, and the hybrid approach. Transfer-

ability, the ability of a CG model to apply to different systems, is the plight of most

CG models [74]. However, the top-down approach has been used by the MARTINI

force field [81] to avoid the use of reparameterisation for many systems, with con-
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Figure 1.5: Examples of different resolution models used for protein aggregation are
displayed in (a)-(e) from simple models to AA models; it is reprinted with permission
from [161]. We see that more degrees of freedom necessarily allow for the models to
be described in greater detail, from the orientable stick model in (a) to lattice models
in (b) to atomistic models of Alzheimer peptides in (e).

stants given by a large set of experimental bonding data. A range of CG approaches

for a variety of resolutions are illustrated in Figure 1.5.

We focus on bottom-up approaches, as the work in Chapter 2 aids understanding

of atomic forces estimated from AA MD, which can be used for future development

of CG models. In order to ascertain whether the CG model faithfully reproduces

structural, dynamic and thermodynamic features of the AA model, target correlation

functions, instead of average thermodynamic quantities, can be used to develop a

large class of bottom-up CG methods, following work on reproducibility of correlation

functions [86, 35]. We give a short overview of the most commonly used correlation

based methods below.

Direct Boltzmann inversion [82] estimates the CG potential directly from atom-

istic distribution functions. In the case of pair potentials, this method can rely on

finding the pair potential of mean force derived from the AA radial distribution func-

tion, which can be used to estimate the PMF. This was implemented successfully

in RNA modelling [85]. There is no guarantee that the target correlation functions

are reproduced, but iterative Boltzmann inversion aims to systematically improve
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the CG distributions. It does so by modifying the potential with the difference in

CG distribution (obtained from simulation) and target AA distribution [179]. These

schemes are popular, though they rely on structural features, and strong correlations

between pairs of interactions can lead to issues with convergence [166].

The Inverse Monte Carlo method was introduced by Lyubartsev [153] as an al-

ternative way to systematically improve the CG potential: minimising the difference

between the AA and CG distributions. This is done by utilising a susceptibility ma-

trix, each element corresponds to how a random change in PMF affects the overall

radial distribution function, which is then used as the basis of a Monte Carlo sim-

ulation. This has proved to be a popular scheme [57], though suffers from similar

deficiencies as the Boltzmann inversion methods.

Another way to develop CG models is to find an approximate form for the PMF

by minimising functionals based on thermodynamics quantities, instead of probability

distributions. These are inherently in danger of poor representability, whereby the

CG system (and ensuing dynamics) non-accurately describes other thermodynamic

variables which are not the target of minimisation [45].

Ercolessi and Adams were the first to propose a force-matching method [51] with

application to deriving glue potentials of aluminium, which was mainly used in lattice

modelling [103]. Izvekov and Voth extended this idea to form the multi-scale coarse

graining (MS-CG) method [125] which provides a systematic way to incorporate force

data and iteratively find a many-body CG potential of mean force. This method is

more transferable and can be used effectively for modelling mixed bilayers, large

proteins, simple liquids, carbohydrates and multi-resolution systems [166].

We highlight the two main components for implementing MS-CG though the

reader is referred to [83] for a complete description of this method. One defines

a linear mapping from the atomistic Cartesian coordinates q = (q1, . . . ,qN) ∈ R3N
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to the CG sites q̃ = (q̃1, . . . , q̃NCG
) ∈ R3NCG by:

Mq̃I
(q) =

N∑
i=1

cIiqi = q̃I ,

for I = 1, . . . , NCG. The collection of these is denoted q̃ =MNCG
q̃ (q). In this way the

centre of mass of a group of atoms is usually designated as a CG site, where constants

cIi give the appropriate mass dependent weightings.

One can then define the CG PMF UCG(q̃) in terms of the atomistic potential U(q)

with the following equation:

exp(−UCG(q̃)/kBT ) = c

∫
exp (−U(q)/kBT ) δ(MNCG

q̃ (q)− q̃) d3q. (1.7)

The CG force field is given by:

FI(q̃) = −∂UCG(q̃)

∂q̃I
,

which can be evaluated in conjunction with (1.7).

A force dependent functional is minimised utilising AA data to derive a potential

UCG(q̃) that accurately matches CG to AA forces. Hence simulation data can be

used to form an exact many-body PMF for the CG system. There have been recent

developments to MS-CG methods which helps us understand how we can best choose

the CG sites [226, 40, 70, 149, 120].

The force-matching procedure estimates (or exactly reproduces) the PMF for the

low resolution system defined by CG sites: this gives rise to an energy landscape

in which configurations evolve. A large effort has been made to understand how to

reproduce these landscapes with force-matching, as this is of paramount importance

to maintain vital dynamics of the system [39, 48, 224, 116, 47]. In this way, work
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from Chapter 2 can be used to develop bottom-up CG models as we improve the

understanding of force distributions. The general concept of force-matching naturally

motivates the question: when can we reproduce a configuration that gives rise to

known forces?

1.4 Force inversion

The dynamics of a simple liquid is often studied by calculating trajectories in the

6N -dimensional phase space consisting of the 3N -dimensional configuration space

X ⊂ R3N and the 3N -dimensional momentum space, where N is the number of

atoms in the simulated simple liquid. Numerical schemes such as the velocity-Verlet

algorithm [220] are used to update the configuration q ∈ X in time. To do this, the

interaction potential is used to calculate the force Fi on every atom, i = 1, 2, . . . , N ,

by adding the (pairwise) forces between the ith atom and its neighbours

Fi = −∇

(
N∑

j=1,j 6=i

U
(
rij
))

, (1.8)

where rij is the distance between the ith and jth atoms. Using equation (1.8) for

i = 1, 2, . . . , N , we obtain a point F = (F1,F2, . . . ,FN) ∈ F in the corresponding

force space F ⊂ R3N .

The resulting mapping F : X → F , defined by F = F (q), can be obtained using

O(N2) calculations by summing over all pairs of atoms, but it can also be accelerated

using a number of methods discussed in Section 1.6.

A force related question of interest, since the 17th century, is the famous N -

body problem: after assigning the standard gravitational force field between pairwise

interacting bodies, can we solve the dynamics of this chaotic system? Large leaps

were made on this problem in the early 20th century by Sundman [209] proving

the existence of solutions for the 3-body system. At the turn of the millennium,
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Wang [225] generalised these results for N > 3. Greengard [102] gives a nice overview

of how this problem has percolated through an array of fields in applied mathematics.

The calculation of the inverse mapping

F−1 : F → X (1.9)

is a less studied problem in the literature. This differs from the force inversion problem

addressed in the field of atomic force microscopy where displacements as well as forces

are known [132]. The problem studied in Chapter 3 relates to the following question:

given the instantaneous forces F ∈ F , and the pair potential, can we produce a

configuration q ∈ X of N atoms that reproduces these forces? In systems that

interact classically, such that Newton’s equations of motion apply, and via a pairwise

potential, such that translational symmetry arises: the configuration q ∈ X which

corresponds to given F ∈ F is not unique. However, taking these symmetries into

account, the mapping (1.9) is well-defined in the case of harmonic interactions which

crucially admit a linear force mapping F . In this case F (q) = Aq, and A is a matrix

of size 3N × 3N with constant coefficients (demonstrated in Section 3.2.1).

Given force data obtained from AA simulations for an arbitrary potential, one can

then use (1.9) to re-position the configuration such that the forces on each tagged

atom are exactly the same, but arise from a different potential. In Section 3.2 we show

how to go from systems interacting via highly non-linear forces to harmonic forces

with force inversion. In this way, any system can be reduced to a purely harmonic

system which is less computationally expensive.

For pair potentials like LJ, the mapping F (q) is non-linear and the problem of

finding its inverse (i.e. reducing any system into a purely LJ system) leads to finding

roots of the systems of non-linear equations. The application of iterative methods,

like Newton’s method, suffers from sensitivity to the choice of initial condition [93]
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which leads to an alternative homotopy method developed in Chapter 3 based on

incremental deformations from a harmonic system to an LJ system.

1.5 Newton homotopy continuation methods

The first homotopy methods were formulated by Poincaré in the late 19th century

as a means to continuously deform topological spaces, which has formed a key topic

in the study of algebraic topology. Algebraic topology has pervaded many areas of

science, from topological string theory and data analysis to MD [229]. Direct applica-

tion to MD comes in the form of persistent homology, where the geometric structures

of biomolecules can be described, aiding predictions of protein-ligand binding affini-

ties [31]. This is done by taking data points and creating spheres around them,

increasing the radii sufficiently will allow overlap and components become connected.

Connected components can form or ‘birth’ holes, and increasing the radii further are

the ‘death’ of these holes. Persistent homology provides understanding of the birth-

death cycle of different holes which allows us to understand how the original data

points were related.

The application of homotopy methods pertinent to work presented in Chapter 3

relies on the idea of homotopy continuation; in essence this is the tracking of solution

paths. Based on work by Hirsch [117], Scarf [190] was the first to develop such

tracking schemes to find the fixed points of a square system of nonlinear equations.

A detailed overview of path tracking is given by Allgower and Georg [8], in addition to

discussions of general piecewise linear continuations and predictor corrector methods.

To motivate the use of homotopy continuation methods, the most ubiquitous

scheme used to solve non-linear systems of equations is Newton’s method. However,

it is well known that this iterative method suffers from sensitivity to initial condi-

tions [233]. Typically, the determinant of the Jacobian (evaluated at the solution)

defines how far away from the solution one can make a successful initial guess [93],
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which is not known a priori.

In order to ameliorate this deficiency, the Newton homotopy continuation method

(NHCM) has been developed. It is not to say that this is the only viable approach

for the problem; many such developments have come on a more ad-hoc basis, for

example methods based on the sign change of the Jacobian have been formulated to

deal with tunnel diode problems [27], and this occurred parallel to the path tracking

developments in the early 70s. The links between path tracking and Newton’s method

are outlined by Garcia [94]. Henceforth when we refer to NHCMs, we will be referring

to the method developed by Garcia and Zangwill [95] and not those developed by Liao

called the homotopy analysis method [197, 1].

Following some notation used by Li [145]: the general premise is that in solving

a system of equations defined by P(q) = 0 ∈ RN for q ∈ RN , we first approach

this using a solvable system Q(q) = 0 ∈ RN and constructing a (linear) homotopy

continuation function defined by:

H(q, γ) = (1− γ)Q(q) + γP(q) = 0 ∈ RN . (1.10)

In Chapter 3, we will define Q(q) = 0 to be a the system of equations obtained

via purely harmonic interactions, and P(q) = 0 to arise from purely LJ interactions,

so the linear homotopy function gels these two systems together.

For an effective NHCM, we desire three conditions: Q(q) = 0 is solvable, the

set of solutions to H(q, γ) = 0 is finite, and solutions to P(q) = 0 can be obtained

from paths emanating from solutions of Q(q) = 0. Then solutions to (1.10) can be

constructed from γ = 0 to γ = 1, thus solving the system H(q, 1) = P(q) = 0.

This method is particularly appropriate, as a starting ‘guess’ is incredibly difficult to

formulate for the system P(q) = 0 arising from LJ atoms, whereas the harmonic case

is analytically tractable.
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Convergence has been studied with regards to this NHCM in the 1d case by

Wu [232], where polynomial and trigonometric equations are considered and are

successfully treated with the NHCM in many cases where Newton’s method failed.

Lee [142] has provided a useful study on the general convergent regions of this con-

vex NHCM form, though computationally determining this is reportedly infeasible

for highly non-linear sets of equations. Continuation methods for Newton’s method

can be tweaked to have global convergence: these have been developed in the field of

elastoplastic loading by hybridising with a load-increment method [12].

Sun [208] used this NHCM to investigate the global minimization of the Gibbs free

energy in an effort to determine phase equilibria. In the area of geophysical science,

resistivity sets are inverted in 1d using a globally convergent NHCM [98]. Recent work

in the field of biochemistry has used NHCMs to determine steady steady of chemical

reactor models [22]; in mechanical engineering these methods aid investigation of

retractable platforms [92].

The use of continuation methods is vast and they are still being developed to

improve the speed and radius of convergence for solving. More advanced Newton

continuation methods exist: these include the addition of a second auxiliary homotopy

function which are used in predictive homotopic path tracking [101], however we use

(1.10) in Chapter 3 due to the efficiency of implementation. We implement a novel

use of NHCM to aid us in force inversion, which enables us to reconstruct simple pair

potential systems (in this case harmonic and LJ) that match target forces exactly.

1.6 Interatomic potentials and non-reciprocal interactions

In Chapters 2-4, we will consider simple liquids described by radially symmetric short-

ranged pair potentials (like a LJ liquid), where the O(N2) scaling of force calculations

can also be improved by using a suitable simple interaction cut-off [15], though this

can lead to non-physical behaviour [73].
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From the computational point of view, the efficient evaluation of F = F (q) has

received a lot of attention in the literature, because the calculation of nonbonded

interactions comprise the major bottleneck of classical MD simulations of complex

systems [54]. More efficient methods for force evaluation of nonbonded interac-

tions have been proposed, including the Barnes-Hut algorithm [18], Particle Mesh

Ewald [37], Fast Multipole Method [182], Multigrid [187] and Multilevel Simulation

Methods [223], and the use of Verlet Lists and Linked Cell Methods [7]. Recent

advancements in the field have included the implementation of machine learning for

force calculations [75].

The theory of classical interatomic potentials has been developed for decades, a

review of this research area is provided by Murrell et al [163] or more recently by

Ackland [2]. We saw in Section 1.3 a key feature in coarse graining was constructing

a potential energy function suitable for the CG system. Many such function choices

can naturally arise for a given system [118].

Commonly pair potentials are used to approximate potential energy contributions

though caution must be taken to use these appropriately [152] due to neglecting many-

body contributions. Despite this: effective pair potentials (see Table 1.1) in many

classical circumstances have had fair degrees of success for decades in simulations of

liquids [202, 217, 61, 50, 24, 228].

To obtain more accurate results from thermodynamic calculations, many-body

contributions are considered in the potential energy function [174, 65]. An example

potential incorporating two-body and three-body terms is the Stillinger-Weber po-

tential [207] which accurately incorporates the geometry of silicon, meaning that not

only do the pairwise bonds between the silicon atoms matter, but also the triangu-

lar sub-structures connecting neighbouring atoms [23]. The embedded atom method

potentials [41] incorporate an effective pairwise potential and a density dependent

contribution without using the geometric features explicitly.
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Figure 1.6: In this figure, we have plotted a 9 vertex polyhedron (N = 9-atom system)
highlighting various green triangular faces which would represent 3-body interactions,
a 4-body interaction with the red dashed lines, and a 5-body interaction with the blue
dashed lines.

Progressing from pair potentials to those incorporating three-body terms and four-

body terms, the most general interatomic potential considered is a sum of all of these

contributions, which can also include the one-body terms that arise when an external

field is present. The ñ-body terms (for ñ ≤ N) are explicitly evaluated given the

coordinates of the N atoms: which can be thought of as vertices of a polygon (if

co-planar) or a polyhedron. These ñ-body terms in the potential are then thought of

as contributions arising from the ñ-polyhedron sub-structures of the shape formed by

the vertices, illustrated in Figure 1.6. This forms the basis of fragmentation methods

used in ab initio quantum chemistry, a summary and a closed form expression for

energy is presented by Richard et al [180].

Tandem to this, cluster descriptions of many-body configurations [189] can also

be used in conjunction with ñ-body expansions of the many-body potential [44], this

differs from the previous method as it relies on the ordering of vertices as opposed to
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their position.

Non-reciprocal interactions are defined as interactions that do not adhere to New-

ton’s third law: that is to say an action does not have an equal and opposite reaction

within the confines of pairwise forces [79]. For the case of classical dynamics, forces felt

are typically two-body forces and the third law innocuously states Fij = −Fji, usually

potentials depend on interatomic distances rij [140]. The resulting Lagrangian formed

is translationally invariant and the corresponding conserved quantity by Noether’s

theorem is linear momentum. In a closed system where Noether’s theorem holds

and where forces are given by two-body interactions, then non-reciprocal interactions

imply that linear momentum is no longer conserved.

Seminal examples of non-reciprocal interactions include atomic systems where

three-body forces are present (for example three nucleon force in Helium 3 [108],

or when the background media moves with the atoms: an example is in relativistic

dynamics where linear momentum is not conserved, instead 4-momentum is. This

is also seen in electromagnetic interactions when the field moves with the charged

particles as well - an example of non-equilibrium physics. A final example of a force

that is classically seen to have no reaction is a fictitious force such as the Coriolis

force.

Some more recent examples of non-equilibrium physics characterised by non-

reciprocal interactions arise in the form of dusty plasma [199, 25], more recently

two plasma layers have been formed levitating at different heights, and although the

pairwise interactions between dust follow Newton’s third laws, the inter-layer forces

scale with height and thus impose non-reciprocal forces on each other [59]: these

are termed wake mediated interactions. Diffusiophoretic forces found in colloidal

physics [62, 201], where a system maintains a concentration gradient in the solute

driving non-equilibrium transport due to each colloid’s production/consumption of

chemicals, can also be used to exhibit non-reciprocal forces. This behaviour is seen
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in parallel in the study of micro-swimmers [133, 56] where nanorobots are utilised to

probe active transport behaviour.

Robots have been used in the analysis of phase transitions owing to these non-

reciprocal interactions [91]; parity breaking organisation of alignment is seen when

opposing sets of robots are asked to optimise slightly different objectives. As a final

example, water polarization creates an anisotropic medium for interactions to occur,

which can affect ion absorption/transport [9].

In Chapter 4, we will predominantly be interested with the analysis of potentials

giving rise to reciprocity, with the aim to understand how to produce potentials that

give non-reciprocal interactions. A seminal paper from Ivlev [124] overcomes the

fact that non-reciprocal forces are non-Hamiltonian and hence cannot be described

within the statistical mechanics framework of Hamiltonian dynamics (they violate

conditions of variational self adjointness), by creating a pseudo-Hamiltonian which

describes the non-equilibrium physics in certain cases. Importantly this analysis is

typified by constant non-reciprocity.

Recently there has been an effort to analyse variable non-reciprocity in the context

of charged particle interactions and the effect on kinetic energies of a system [148].

Importantly, the result of these interactions is the increase of kinetic energy in the

vertical direction. Another consideration for these non-equilibrium systems is the

rate of entropy production. It has been shown that non-reciprocal interactions can

be dampened sufficiently resulting in equilibrium [237], in cases where they are not,

these give rise to non-equilibrium dynamics [150]

A question that has not been answered is characterising when a general inter-

atomic potential displays non-reciprocal interactions. It is clear that if the potential

depends purely on pairwise distances, then reciprocity is a consequence: so under

what symmetries can we conclude that a general position dependent potential func-

tion, can be written as function that depends purely on distances? Separately, this is
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a fundamental question that underpins classical potential theory, and it is addressed

in this thesis in Theorems 1 and 2 in Chapter 4.

Thought into symmetries of a potential has been undertaken by Kinghorn et

al [136]: this was used to analyse a specific functional form of potential developed,

whilst in Section 4.2 we will be considering a general potential with the goal of

understanding when distances are an appropriate variable to describe the potential

function. The symmetries required to do this can then be systematically broken to

develop models that govern non-reciprocal interactions.

1.7 Structure of thesis

Work undertaken during my DPhil has been partitioned into Chapters 2, 3 and 4

whilst the final Chapter 5 forms a discussion around concluding the work and future

directions in scope.

The first novel work is presented in Chapter 2 which is formed from the paper [217]

published in Physical Chemistry Chemical Physics, co-authored with Radek Erban.

We introduce a statistical mechanics framework to analyse force distributions, in par-

ticular the standardised moments of force, and proceed to analyse how these change

in asymptotic limits of low temperature and small density. We do this for a simple

1d system and generalise results to an N -body system in 3d, where MD is utilised to

compare with predicted behaviour for a system of Argon atoms interacting via a LJ

potential, clustering behaviour is seen and compared with literature.

Following this, Chapter 3 is comprised mainly of a second paper in preparation

for submission, also co-authored with Radek Erban. We investigate a novel problem

that aims to understand how one can go from a force configuration to a position

configuration. We begin the work by presenting analytical results for the harmonic

potential, and then investigate utilising a NHCM which is the basis for the main body

of work in Chapter 3. We work from inverting a harmonic potential to inverting a
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purely LJ potential. Algorithms in N = 2 dimensions and N > 2 dimensions are

formalised and investigated.

The final research chapter is presented in Chapter 4 in which we consider a general,

position dependent interatomic potential U , and show this can be defined as a function

of the interatomic distance variables provided that the potential U satisfies some

symmetry assumptions. Moreover, we show that it can be defined as a function of

a proper subset of the distance variables, provided that N > 5, with the number of

distance variables used scaling linearly with N atoms. We then present corollaries

and investigate the limitations of implementing a minimal distance description. The

theorems and corresponding proofs presented in Chapter 4 have been submitted as a

paper [218] written in collaboration with Radek Erban.
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Chapter 2

On standardised moments of force

distribution in simple liquids

This chapter generalises work submitted for transfer of status by considering an arbi-

trary standardised moment as opposed to just kurtosis. Presented here is a modified

version of my first paper [217]. This chapter differs from the paper in that some of

the introduction of the paper has been merged with Chapter 1 of this thesis, and has

thus been slightly modified, along with appropriate reformatting changes.

We study the number density and temperature dependence of the force distribu-

tion for a many-body system interacting through a Lennard-Jones (LJ) 12-6 poten-

tial [128, 230], which is ubiquitously used and has been shown to model homogeneous

systems of interacting (Argon) atoms well [177, 220, 109].

In Section 2.2, an in depth investigation is given of the simple two-body system in

one spatial dimension, which provides the ideal platform to illustrate the underlying

methods while retaining interesting dynamical behaviour. From first principles we

derive first-order partial differential equations (PDEs) describing the dependence of

the standardised moments of the force distribution has on parameters. In doing so

we further derive an analytic expression for the partition function of a two-body
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system that depends solely on the standardised moments of the force distribution

whereupon the expression is exact in an asymptotic limit of the infinitely dilute

system (n→ 0). Similarly, an expression is derived relating the average energy of the

system to standardised moments of force from the temperature dependent PDE.

In parameter regimes where long-range forces between atoms dominate, we use

a truncated Taylor series expansion to derive the leading order behaviour of the

kurtosis of the force distribution in the limit n → 0. Finally, we utilise a Laplace

integral approximation to ascertain the leading order behaviour of the standardised

moments of force at low temperatures (T → 0). Results from simple MD simulation

are presented to provide evidence for the efficacy of these methods and underlying

assumptions.

This is followed by Section 2.3, where the natural idea that long-range force cal-

culations dictate asymptotic behaviour is extended from the 1d model to many-body

systems of arbitrary size in three spatial dimensions. These systems exhibit the phys-

ical properties of standard MD simulations: i.e cubic geometry with periodic bound-

ary conditions (PBCs) that employ the minimum image convention. This convention

means each atom i interacts with the nearest ‘image’ of atom j, found in surrounding

copies of the principle cell, if not the principle cell itself. In this way, we perform

calculations on a principal computational cubic cell of a theoretically infinite simple

fluid. In Section 2.3.2, MD results are displayed for many-body systems. We present

the dependence of the standardised force moments on density, n, and temperature, T ,

and discuss the parameters and integrator schemes utilised in producing the results

of MD simulations

2.1 Notation

Let F = (F1, F2, F3) denote a force on a tagged atom in a liquid. Considering an

isotropic system, the equilibrium distribution of each force coordinate is the same. We
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define the standardised moment of the force distribution by using its first coordinate

as

αk =

〈
F k

1

〉
〈F 2

1 〉
k/2

, (2.1)

where
〈
F k

1

〉
is the kth moment of the force distribution and αk standardises the

kth moment by scaling it with the kth power of the standard deviation of the force

distribution. In a homogeneous fluid, the force distribution will exhibit symmetry

around the origin and thus all odd standardised moments vanish, i.e. 0 = α1 = α3 =

α5 = . . . . As α2 ≡ 1 by definition (2.1), the first non-trivial standardised moment is

kurtosis, denoted α4, which provides a measure of spread that details how tailed the

force distribution is relative to a normal distribution [43].

In this chapter, we study how the force distribution depends on the number density

of a homogeneous many-body system, and the temperature of the same system in a

canonical ensemble. We will do this by studying the behaviour of the second moment

of the force distribution 〈F 2
1 〉 and standardised even moments α4, α6, α8, . . . . If the

force distribution was Gaussian, then the even standardised moments would be

αk = (k − 1)!! =

k/2∏
i=1

(2i− 1), for k = 2, 4, 6, 8, 10, . . . , (2.2)

and the second moment 〈F 2
1 〉 would be sufficient to parametrize the force distribution.

However, the force distributions in simple liquids have been reported to deviate from

Gaussian distribution [198, 49, 32]. Thus our analysis will also tell us how non-

Gaussian the force distribution is.

We consider a system of N identical atoms interacting via the LJ 12-6 poten-

tial [128]. This is a ubiquitous interatomic pairwise potential; here the potential

between atoms labelled i, j = 1, 2, . . . , N positioned at qi,qj ∈ R3 is given (in re-
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duced units [90]) by the expression

Uij(rij) = 4

(
1

r12
ij

− 1

r6
ij

)
, (2.3)

where rij = |qi − qj| is the distance between atoms. The LJ potential (3.25) between

two atoms has a unique minimum obtained at rij = r∗ = 21/6.

We employ the framework of statistical mechanics for this closed many-body sys-

tem and describe atom i = 1, 2, . . . , N by phase space coordinates {qi,pi} ∈ R6, were

pi denotes the momentum of the ith atom. We work in the canonical ensemble with

temperature T ; the partition function therefore becomes

ZN(T, V ) =
1

h3N N !

∫∫
Ωq×Ωp

exp[−βH(q,p)] d3q d3p , (2.4)

where V is the volume of our closed system, and q = (q1,q2, . . . ,qN)T and p =

(p1,p2, . . . ,pN)T are vectors containing the positions and momenta of all atoms in

the system. Our integration domain is given by Ωq×Ωp ⊂ R3N ×R3N . This denotes

the phase space of our system. For systems of interest Ωp ≡ R3N . The underlying

geometry of the system (and principle simulation cell) is a cubic box of size L > 0,

therefore Ωq ≡ (−L/2, L/2] × · · · × (−L/2, L/2]. The phase space volume elements

in equation (2.4) are denoted by

d3q =
N∏
i=1

d3qi and d3p =
N∏
i=1

d3pi. (2.5)

Throughout this work we make use of reduced units [90], utilising Argon param-

eters [185]. In particular, all instances of T in this work can be translated back

to SI units with the transformation T → kBT where kB is the Boltzmann factor.

Therefore, in the partition function (2.4), we have β = 1/T and h is the Planck

constant (≈ 2.17 in reduced units). Finally, H(q,p) is the classical Hamiltonian
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H(q,p) = K(p) + U(q) with kinetic energy K(p) = |p|2/2 (where the usual factor

of mass is unity under reduced units) and a general potential U(q).

The statistical average of a quantity X for this N -body system is given by

〈X〉 =
1

ZN h3N N !

∫∫
Ωq×Ωp

X exp[−βH(q,p)] d3q d3p , (2.6)

where the Boltzmann factor acts as a statistical weighting for a configuration {q,p} ∈

R6N , normalised such that 〈1〉 = 1.

We label atoms so that the first one is the tagged atom. Denoting the force

on the tagged atom produced from the jth atom by Fj = (Fj,1, Fj,2, Fj,3) ∈ R3, for

j = 2, 3, . . . , N , the total force F = (F1, F2, F3) on the tagged atom is

F =
N∑
j=2

Fj.

We define

fk =

∫
Ωq

(
N∑
j=2

Fj,1

)k
exp[−β U(q)] d3q (2.7)

for k = 0, 1, 2, . . . . Then we have

fk
f0

=

〈(
N∑
j=2

Fj,1

)k〉
= 〈F k

1 〉.

Then the kth standardised moment (2.1) is given by

αk =
f
k/2−1

0 fk

f
k/2
2

, (2.8)

where we are interested in cases k = 4, 6, 8, . . . .

In order to study how the force distribution depends on the physical parameters

of interest it is useful to identify how changes in these parameters will manifest
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themselves in the system. Indeed, we choose to work in the canonical ensemble with

a target temperature of T : this is accomplished with the use of a thermostat which

is discussed further in Section 2.3.2 and Appendix 2.6. It is more illuminating to see

that if we have a system with a fixed number of free interacting atoms N in a cubic

box of side L; the (reduced) number density is given by n = N/L3. Therefore the

approach we employ in this chapter to ascertain how values of standardised moments

depend on number density, will be to keep the number of atoms fixed but vary the

box width L - this will manifest as a change in density n. Similarly one could keep

the volume of the cubic box the same and vary the number of atoms though this is a

point of discussion in Section 2.3.2.

For the remainder of the chapter we will study systems of varying dimensions

and size, using equation (2.8) as a crucial starting point in each calculation. We

will naturally proceed by investigating systems of increasing complexity; starting

from a cartoon one-dimensional model culminating to a general many-body system

of arbitrary size.

2.2 One atom in a potential well

We now go on to illustrate three approaches to obtain the dependence of the force

distribution on parameters n and T . It is useful to note that, as we are now working

in one spatial dimension, density n is proportional to 1/L, i.e. we have n ∝ 1/L.

We will consider a simple system in one spatial dimension consisting of two atoms

interacting through the LJ potential (3.25) in interval [0, L] with PBCs. One of

the atoms is considered to be fixed at position q0 = L/2 ∈ [0, L] and the other

atom is free to move, therefore, we have N = 1 free atom. Its position is denoted

x ∈ [0, L]. Therefore, the interatomic distance is r = |x − q0|. Using our simplified
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one-dimensional set up, F1 = F and Ωq = (0, L), equation (2.7) reduces to

fk(L) =

L∫
0

F k(|x− q0|) exp[−β U(|x− q0|)] dx, (2.9)

which is the marginalised expected value of the kth moment of force F (x) = −dU/dx,

where we have dropped subscripts in the LJ potential (3.25) and we write it as

U(z) = 4(z−12 − z−6).

Utilising the symmetry of the potential (and therefore the force) we are left with

fk(L) = 2

L/2∫
0

F k(r) exp[−β U(r)] dr. (2.10)

In what follows, we will assume that we are in a regime where the box width L satisfies

L� r∗, where r∗ = 21/6 minimizes the LJ potential U .

2.2.1 Differential equation for standardised moments

We consider a perturbation of the form L → L+ δL. Using equation (2.10) and

considering terms to the order O(δL), we obtain

fk(L+ δL) = fk(L) + f ′k(L) δL + O
(
δL2
)

= fk(L) + F k(L/2) exp[−β U(L/2)] δL + O
(
δL2
)
.

Using equation (2.8), we approximate αk(L+ δL) by

αk(L) + αk(L) υk(L) exp[−β U(L/2)] δL+O
(
δL2
)
,
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where our notation αk(L) highlights the dependence of the standardised moments of

force, αk, on L, and function υk(L) is given by

υk(L) =
k − 2

2 f0(L)
+
F k(L/2)

fk(L)
− k F 2(L/2)

2 f2(L)
. (2.11)

Taking the limit δL→ 0, we obtain the derivative of the kth standardised moment of

force, with respect to L, as

∂αk
∂L

(L) = υk(L) exp[−β U(L/2)]αk(L), (2.12)

where υk(L) are expressed in terms of integrals (2.10) as given by equation (2.11).

2.2.2 Far-field integral approximation

To further analyze integrals (2.10), we introduce a cut-off c, which satisfies that

r∗ < c < L/2, where r∗ = 21/6 is a unique maximum of exp[−β U(z)], which can be

Taylor expanded as 1 + 4βz−6 + . . . . Considering sufficiently large L, we can choose

the cut-off c, so that

∣∣∣∣∣∣f0(L)− 2

 c∫
0

exp[−β U(r)] dr +

L/2∫
c

1 +
4β

r6
dr

∣∣∣∣∣∣ ≤ ε, (2.13)

where tolerance ε is chosen to be 10−4 in our illustrative computations. This split-

ting allows us to numerically calculate the bulk of the integral (2.10) as a constant

independent of L and then use the second term to give an analytic expression for αk

with dependence on L, and ultimately on n.

The range of values of T that are of typical use are chosen in order to maintain

the liquid state of Argon during simulation. These are approximately temperatures

in the interval 0.70 < T < 0.73 under ambient conditions [147]. Therefore, as volume

is varied we are in a regime where β = o(1), for convenience we set β = 1. Though
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given that the density of our system changes between each simulation some systems

will be in a liquid phase and others in a gaseous phase, this is a point of discussion

in Section 2.3.2.

Splitting the integration domain [0, L/2] of integral (2.10) into [0, c] and [c, L/2],

we use the exact form of the integrand in [0, c] to obtain a ‘near-field’ contribu-

tion. Utilising an approximate form for the integrand given by the truncated Taylor

expansion f(z) in the domain [c, L/2] gives rise to a density dependent ‘far-field’

contribution. Combining these we arrive at the approximate form for f0(L). Using

cut-off c = 2, equation (2.13) is satisfied with ε = 10−4. Therefore, upon numerically

calculating the bulk contribution for the integral with domain [0, 2], we get

f0(L) = 2

L/2∫
0

exp[−β U(r)] dr = b0 + L+ o
(
L−4

)
(2.14)

with b0 = −0.71832, which depends on our choice of cut-off c = 2. Similarly, we

can calculate far-field integral approximations of integrals (2.10) for general values of

k = 2, 4, 6, 8, 10, 12. The integrand F k(r) exp[−β U(r)] has maxima when r = r∗ =

21/6 or when k U ′′(r) = β (U ′(r))2. This forms a cubic in r6 that can be solved. For

the values of k used in this work, this sometimes results in a global maximum, that

always lies at a distance less than r < r∗ from the origin. Therefore r∗ = 21/6 is the

furthest maximum of the integrand from the origin.

Splitting integral (2.10) into a near-field and far-field contribution, using the gen-

eral cut-off c = 2, we find

fk(L) = bk + o
(
L−7k+2

)
(2.15)

The near-field contributions, bk, generally increase vastly if we increase the value of k,
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for example

b0 = −0.71832, b2 = 130.64 and b4 = 2.5727× 105, (2.16)

while the dependence on L decreases more rapidly for larger values of k. Therefore, the

non-negligible density contributions to αk(L) in the low density limit come exclusively

from the normalisation f0(L) given by (2.14).

Substituting equations (2.14) and (2.15) in equation (2.8), we obtain an expression

for the general kth standardised moment of force

αk(L) =
b
k/2−1
0 bk

b
k/2
2

(
1 +

L

b0

+ o
(
L−4

))k/2−1

. (2.17)

Using the values of b0, b2 and b4 given by (2.16), we obtain the dependence of the

kurtosis of the force distribution on the reduced number density n = 1/L in the dilute

limit n → 0 as α4 = −10.828 + 15.074n−1 + o(n4). Figure 2.1 compares this result

with the results obtained by MD simulation of the one atom system. We observe that

MD is in good agreement with the results obtained by formula (2.17).

2.2.3 Leading order behaviour for differential equation (2.12)

Since L/2 > r∗, the force F (L/2) monotonically decreases as a function of L. When

looking at leading order approximations in the low density limit n → 0 (equivalent

to limit L→∞) to equation (2.12), we need to analyse υk(L). The second and third

term in equation (2.11) converge to zero more rapidly than the first term as L→∞,

therefore the leading order behaviour is given by the first term

υk(L) ∼ k − 2

2 f0(L)
as L→∞. (2.18)

By utilising the far-field integral approximation (2.14), we arrive at f0(L) ∼ (b0 +
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Figure 2.1: Plot of α4 as a function of n = 1/L for the illustrative one-atom system.
Results of MD simulations are compared with α4 = −10.828 + 15.074n−1 obtained
by using equation (2.17) with b0, b2 and b4 given by (2.16) (blue dashed line). MD
simulation results utilising Langevin dynamics [100] described in equation (2.44), with
friction parameter γ̃ = 0.1 are represented by red dots. The MD simulation length
was a total of 1.1× 108 time steps with the first 107 time steps used for initialisation.

L), where b0 = b0(c) is a constant term that depends on cut-off parameter c. With

this, our leading order approximation of the kth standardised moment, α0
k, obeys

∂α0
k

∂L
(L) =

k − 2

2 (b0 + L)
α0
k(L) .

Finally this gives us that

α0
k(L) = Ck (b0 + L)k/2−1 = Ck

(
b0 + n−1

)k/2−1
, (2.19)

where n = 1/L is the reduced number density and Ck is a constant. Equation (2.19)

gives the same leading order behaviour n1−k/2 in the limit n→ 0 as equation (2.17):

the same behaviour is also seen for the LJ fluid in Section 2.3. Though the method

above is more generally applicable to include potentials that monotonically decay as

r−a as r →∞ for a > 0.
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We next make the observation that equation (2.4) in 1d can be written as:

Z1(T, V ) =
1

h

L∫
0

exp[−β U(q)] dq

∞∫
−∞

exp

[
−β p

2

2

]
dp , (2.20)

where the Planck factor of 1/h arises instead of 1/h3 due to the fact that we are in

one-dimensional physical space. Using (2.10), we obtain

f0(L) = hZ1(T, V )

√
β

2π
. (2.21)

Considering the low density limit n → 0 (i.e. L → ∞) in equation (2.12) and

using (2.18) and (2.21), we obtain

Z1(T, V ) ∼ (k − 2)
√
π√

2h2 β

[
αk(L)

(
∂αk
∂L

(L)

)−1
]
, (2.22)

as L → ∞, which is true for each k = 4, 6, 8, . . . . In particular, we can obtain the

partition function (2.20) in the dilute (low density) limit by using information about

the moments of the force distribution.

The accuracy of equation (2.22) is illustrated in Figure 2.2, where we use k = 4.

We use MD simulations of a single atom, using a range of simulation box widths

L. We estimate the values of kurtosis of the force distribution, its derivative with

respect of L and use the right hand side of equation (2.22) to estimate the Z1(T, V ).

Considering L ≥ 10, the result is within 5% error when compared with the exact

result (2.20), while for larger values of box width L the error decreases to around 1%,

confirming that the formula (2.22) is valid in the asymptotic limit L→∞.

2.2.4 Temperature dependence of standardised moments

One can perform a similar analysis as in Section 2.2.1, viewing the moments αk =

αk(T ) as a function of temperature T = 1/β. To do that, we consider the moment
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Figure 2.2: Approximation of the partition function Z1(T, V ) obtained using the right
hand side of equation (2.22) with k = 4 and values of kurtosis (α4) estimated from
MD simulation (blue dashed line). The exact values obtained by (2.20) are plotted as
the red dots.

definition (2.10) as a function of temperature T , namely, we define

fk(T ) = 2

L/2∫
0

F k(r) exp

[
−U(r)

T

]
dr. (2.23)

Considering small perturbations of these functions with respect to T → T + δT , while

fixing the domain length L, and collecting terms up to first order in δT , we obtain

∂αk
∂T

(T ) = νk(T )αk(T ) , (2.24)

where

νk(T ) =

(
k

2
− 1

)
f ′0(T )

f0(T )
+
f ′k(T )

fk(T )
−
(
k

2

)
f ′2(T )

f2(T )
. (2.25)

Combining equations (2.24) and (2.25) with equation (2.21) where β = 1/T , we obtain

∂

∂T
log

(
α2
kf

k
2

f 2
k

)
= (k − 2)

(
∂

∂T
ln(Z1)− 1

2T

)
.
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Since −∂/∂β(lnZ1) is equal to the average energy of the system, 〈E〉, we have for

each k = 4, 6, 8, . . .

〈E〉 =
T

2
+

T 2

k − 2

∂

∂T
log

(
α2
kf

k
2

f 2
k

)
, (2.26)

where the first term on the right hand side of equation (2.26) is the average kinetic

energy of our one-atom system. Substituting equation (2.8) into the second term on

the right hand side, it can be rewritten as T 2∂(ln f0)/∂T . Thus, using equation (2.6),

we confirm that the second term on the right hand side of equation (2.26) is the

average potential energy as

T 2∂(ln f0)/∂T =

L/2∫
0

U(r) exp
[
−U(r)

T

]
dr

L/2∫
0

exp
[
−U(r)

T

]
dr

= 〈U〉.

2.2.5 Low temperature limit

Next, we consider the behaviour of the kth standardised moment of force, αk(T ), given

by equation (2.8), in the low temperature limit, T → 0, which is equivalent to the

limit β → ∞. Since the interatomic potential U(r) has a global minimum at r = r∗

in interval [0, L/2], integrals of the form (2.10) and (2.23) can be approximated by

Laplace’s method in the limit β →∞ and T → 0, respectively. A general discussion

of Laplace’s method is given in Chapter 6 of the book by Bender and Orszag [20].

We calculate the asymptotic expansion of f0(T ) by applying Laplace’s method to

integral (2.23) for k = 0. We approximate the integration limits of integral (2.23) to

lie within the domain r ∈ (r∗ − ε, r∗ + ε), where ε � 1, and we Taylor expand U(r)

at r = r∗. Using U ′(r∗) = 0, we have

U(r) ≈ U(r∗) + (r − r∗)2U ′′(r∗)/2

+ (r − r∗)3U (3)(r∗)/6 + (r − r∗)4U (4)(r∗)/24 ,
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where we denote the mth derivative of U as U (m) for m ≥ 3. Substituting into

integral (2.23), we arrive at the asymptotic expansion

f0(T ) ∼
√
π T exp[−U(r∗)/T ]√

2U ′′(r∗)

[
1 + A1 T + o(T )

]
, (2.27)

as T → 0, where constant A1 is given by [20]

A1 =
5 (U (3)(r∗))2

24 (U ′′(r∗))3
− U (4)(r∗)

8 (U ′′(r∗))2
.

To apply Laplace’s method to integral (2.23) for k = 2, 4, 6, . . . , we note that F k(r) =

(U ′(r))k for even values of k. Using the truncated Taylor expansion around r = r∗

and noting U ′(r∗) = 0, we have

F k(r) ≈ (r − r∗)k
(

(U ′′(r∗))
k

+ (r − r∗)Ck,1 + (r − r∗)2Ck,2

)
,

where Ck,1 and Ck,2 are constants, which can be expressed (see Appendix 2.5) in terms

of the derivatives of potential U(r) at r = r∗ as

Ck,1 =
k (U ′′(r∗))k−1U (3)(r∗)

2
(2.28)

Ck,2 =
k

24
(U ′′(r∗))k−2 (2.29)

×
(

3(k − 1)
(
U (3)(r∗)

)2
+ 4U ′′(r∗)U (4)(r∗)

)
.

This gives the asymptotic expansion

fk(T ) ∼
√
π T exp[−U(r∗)/T ]√

2U ′′(r∗)

×
[
Bk,1 T

k/2 +Bk,2 T
k/2+1 + o

(
T k/2+1

)]
.

(2.30)
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as T → 0, where constants Bk,1 and Bk,2 are given by

Bk,1 = (U ′′(r∗))
k/2

(k − 1)!!

and

Bk,2 =
Ck,2(k + 1)!!

|U ′′(r∗)|k/2+1
− U (3)(r∗)Ck,1(k + 3)!!

6 |U ′′(r∗)|k/2+2

+
(U ′′(r∗))k/2−2(k + 3)!!

24

(
(k + 5)U (3)(r∗)

3U ′′(r∗)
− U (4)(r∗)

)
.

Substituting (2.27)-(2.30) into (2.8) gives the expression as T → 0:

αk ∼
Bk,1

B
k/2
2,1

(
1 + T

[(
k

2
− 1

)
A1 +

Bk,2

Bk,1

− k B2,2

2B2,1

])
. (2.31)

In particular, we have

α2 ∼ 1 +O(T 2),

α4 ∼ 3.000 + 45.084T +O(T 2).

(2.32)

Therefore, Laplace’s method predicts that the kurtosis, α4(T ), tends to 3 in the

low temperature limit, and to leading order the perturbation away from this value

scales linearly in temperature. This limiting behaviour is to be expected as during the

Laplace approximation we use a Gaussian distribution to approximate the Boltzmann

factor, and the kurtosis of any Gaussian distribution is identically equal to 3. We

can interpret this approach as approximating the force distribution as Gaussian and

perturbations of the system around small temperatures give rise to non-Gaussian

contributions to the standardised moments.

Results from MD simulation are illustrated in Figure 2.3. Due to the rapid na-

ture of the growth of F k, one has to restrict to a smaller range of temperature to

exhibit the linear growth predicted. This holds for the range of k = 2, 4, 6, 8, 10, 12
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Figure 2.3: Kurtosis, α4, as a function of temperature, T , for T ≤ 0.15. The linear
behaviour is estimated as α4(T ) ∼ 2.9388 + 37.002T for T ∈ (0.01, 0.10) (using the
MD computed data visualized as red dots). We compare this to the theoretical result
predicted by equation (2.32) (illustrated by the blue dashed line).

tested in this work. This can be explained by the fact that the integrand of equa-

tion (2.23) sometimes admits 2 maxima in the range (0,∞). The global maximum

of the integrand does not always correspond with the global minimum of the poten-

tial U(r) and therefore the global maximum of exp[−βU(r)]. We therefore need to

probe smaller temperature ranges to more accurately match the predicted behaviour

in equation (2.32), though maintaining the canonical ensemble at such minute tem-

perature ranges necessitates coupling the simulation thermostat tightly, which may

affect dynamics [137].

2.3 Many-body systems

In this section we employ the far-field approximation approach introduced in Sec-

tion 2.2.2 and we will vary the number density of the system by changing the size

L of the integration domain, which will be given as the three-dimensional cube

[0, L]3. Using notation introduced in Section 2.1, the distance between atoms labelled

i, j = 1, 2, . . . , N positioned at qi,qj ∈ R3 is denoted by rij = |qi − qj|. Taking into
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account the PBCs, the distance |qi − qj| is the minimum image interatomic distance

given by

|qi − qj| =
(

(qxi − qxj )
2

+ (qyi − q
y
j )

2
+ (qzi − qzj )

2
)1/2

, (2.33)

where the overline denotes ζ = ζ − L bζ/Le for ζ ∈ R and b·e rounds a real number

to the nearest integer. For an interacting N -body system the dimensionality of the

integral given by equation (2.7) is 3N . We first present an illustrative calculation

with N = 2 interacting atoms in Section 2.3.1 and then we study systems with larger

values of N in Section 2.3.2.

2.3.1 Dependence of αk on density for N = 2 interacting atoms

In Section 2.2, we have considered two atoms in the one-dimensional spatial domain,

where one atom was fixed at position q0, i.e. we have effectively studied a single

atom in a one-dimensional potential well. Here, we will consider N = 2 interacting

atoms in the three-dimensional cubic domain [0, L]3 with PBCs. We calculate the

kth standardised moment of force according to equation (2.8). To do so, we consider

equation (2.7), where we have d3q = d3q1 d3q2, U(q) = U(r12), F1(q) = F1(r12) and

we integrate over the domain Ω = [0, L]3 × [0, L]3 to get

fk =

∫
Ω

F k
1 (r12) exp[−β U(r12)] d3q1 d3q2. (2.34)

It is useful to introduce a change of coordinates ξ` = q`1 − q`2 and η` = q`1 + q`2 for

` = x, y, z. We note that r12 is only dependent on the ξ` variables, therefore one can

trivially integrate (2.34) through the η` variables as the integrand has no dependence

on these to obtain

fk =
L3

8

L∫
−L

L∫
−L

L∫
−L

F k
1 (r12) exp[−β U(r12)] dξx dξy dξz ,

47



where r12 is the minimum image interatomic distance (2.33). This integral can be

written in terms of standard Euclidean distance r2 = (ξx)2 + (ξy)2 + (ξz)2 as

fk = 8L3

L/2∫
0

L/2∫
0

L/2∫
0

F k
1 (r) exp[−β U(r)] dξ , (2.35)

where dξ = dξx dξy dξz. In order to analyse fk further by implementing a far-field

approximation, we need to make sure we are in a regime where the integrand is small

- we do this by introducing a cut-off γc, which will divide the cube [0, L/2]3 into 8

cuboid subdomains, including

Ω1 = [0, γc]
3, Ω2 = [0, γc]

2 × [γc, L/2],

Ω3 = [0, γc]× [γc, L/2]2, Ω4 = [γc, L/2]3.

Utilising the symmetry of the problem, we can rewrite integral (2.35) as

fk = 8L3

( ∫
Ω1

+ 3

∫
Ω2

+ 3

∫
Ω3

+

∫
Ω4

)
F k

1 (r) exp[−β U(r)] dξ . (2.36)

Considering (2.36) for k = 0, the integral over Ω1 is independent of L and provides

a bulk contribution to f0 that will depend on γc. The remaining three terms have

integration domains that allow the integrand to be accurately described by a Taylor

expansion giving the leading order contribution in the asymptotic limit L → ∞ as

f0 ∝ L6, which can be rewritten in terms of the density, n, in the form

f0 ∝ n−2 as n→ 0. (2.37)

Considering fk for k 6= 0, the integral over Ω1 in equation (2.36) is again independent

of L. However in the far-field expansion the integrals over Ω2, Ω3 and Ω4 all decay with

L due to the force factor. As the integration domain has essentially been transformed
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into that of interatomic distances about the three coordinates, when we increase the

domain length, the interatomic force necessarily decays to 0. Therefore in the limit

L → ∞ the dominant term arises from integrating over Ω1, and we see that, for

k = 2, 4, 6, 8, . . . ,

fk ∝ n−1 as n→ 0 . (2.38)

This leaves us with the final result that in the low density limit n → 0, combining

equation (2.8) with asymptotic expressions (2.37) and (2.38),

αk ∝ n1−k/2 as n→ 0 . (2.39)

While this result has been calculated for N = 2 interacting atoms, it is also con-

firmed for larger values of N by estimating the kth standardised moments using MD

simulations, as it is shown in Figure 2.5.

2.3.2 MD simulations with N interacting atoms

In this section we present the results from MD simulations of many-body systems

in three spatial dimensions using different values of N , including the case N = 2

(analyzed in Section 2.3.1). Atoms are subject to pairwise interactions governed by a

LJ potential, given in equation (3.25). For each system we use a velocity-Verlet [220]

integrator and maintain the system in the canonical ensemble by incorporating a

Nosé-Hoover thermostat [167], see Appendix 2.6.

We perform two types of MD simulation studies: those that are used for studying

how the number density, n, of a system affects standardised moments, and those

that aim to probe temperature dependency. In all cases we utilise a time step ∆t =

0.01. In the case of the simulation with N = 2 atoms, we initialise the positions of

atoms by setting q1 = 0 and q2 = (L/2, L/2, L/2), whereas for the N = 8, 64, 512

atom systems, we choose to initialise these on a uniform cubic lattice. In order to
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N tsim L0 n0

2 109 5 0.016
8 107 3 1/64
64 106 5 1/64
512 104 10 1/64

Table 2.1: The length of MD simulation, tsim, the (smallest) box width, L0, used for
simulations with N atoms and density n0 for MD simulations with varying tempera-
tures.

initialise the momentum for the N = 2, 8, 64, 512-atom systems, we choose to set

px,y,zi =
√
TN (0, 1), for each i = 1, ..., 512, and a new random number is generated

for each coordinate and atom. In this way each atom has on average 〈p2
i 〉 = 3T and

we satisfy the equipartition theorem. A Box-Muller transform is used to create a

normally distributed random number from a uniformly distributed random number

we obtain from the FORTRAN 95 in-built psuedorandom number generator.

The MD simulation parameters are summarised in Table 2.1, where tsim is the

total simulation time used for calculating the required statistics, which is preceded

by the initial simulation of length tsim/10 used for equilibrating the system. When

investigating the number density dependence, we perform 20 simulations each with a

box width of L = L0 × (6/5)i−1, where i = 1, 2, . . . , 20 labels the simulation number

and L0 is the smallest cubic box width. We simulate the N = 8, 64, 512-atom systems

with L0 = 3, 5, 10, respectively. This enables direct comparison because we can

identify triplets of simulated systems corresponding to systems of the same number

densities. The two-atom system however is simulated in a sparser regime with L0 = 5.

We calculate statistics on the fly for every time step (after the first 10% initiali-

sation), for every atom and for each coordinate - therefore we average the computed

results over the number of time steps (0.9× tsim/∆t) and atom coordinates (3N). In

particular, the statistics are calculated over 0.9 × 3N tsim/∆t data points. This is

equal to 6× 1011 (resp. 1.536× 109) data points in the simulation with N = 2 (resp.
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Figure 2.4: Dependence of kurtosis α4 on density n. Each of the larger atomic systems
(N = 8, 64, 512) is simulated over the same domain of number densities, while the
N = 2 system is simulated in a sparser domain. We truncate the results of the
N = 2 simulation in the plot, though the additional data points are used in calculating
asymptotic results displayed in Figure 2.5.

N = 512) atoms.

Since we use PBCs, we are effectively looking at an infinite fluid with a prescribed

number density n = N/L3 and we can calculate the behaviour of kurtosis α4 as n

varies. The results are presented in Figure 2.4. We see general agreement between

behaviour of each of the four systems. We see when n is equal, the values of kurtosis

are larger for N = 2 than for the many-body systems with N = 8, 64, 512, which

agree well amongst themselves.

The results in Figure 2.4 enable us to test the asymptotic expression (2.39) for k =

4 derived in the limit n→ 0. Utilising similar log-log plots for MD data, we estimate

the power law behaviour of each standardised moment, αk, for k = 4, 6, 8, 10, 12.

Figure 2.5 illustrates the results. All systems agree well with the predicted asymp-

totic behaviour (2.39), in particular the N = 512 atom system. There is a slight

deviation between the results due to the fact that the smaller atom systems require

a larger tsim in order to converge fully to the predicted value. This discrepancy is

amplified when looking at higher standardised moments due to the fact that we are

calculating statistics resulting from F 12
1 (i.e. for α12) compared to F 4

1 (i.e. for α4),
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Figure 2.5: Comparison of the results of N-atom simulations for a range of values of
the total number of atoms, N , found within the principal cubic domain. After long
time simulation, we compute the asymptotic behaviour αk ∝ n−κ and compare the
leading order power scalings for each system. We compare this with the theoretical
result (2.39) (denoted with a blue dashed line) that in the limit n → 0 we expect the
universal behaviour κ = k/2− 1.

for example.

The dependence of kurtosis α4 on temperature T is presented in Figure 2.6, where

we keep the density fixed at n = n0 given in Table 2.1. We observe that as temperature

increases so does the kurtosis of the force distribution associated with each system.

This can be explained in terms of the dynamics of the interacting atom system. If

we maintain each system in the canonical ensemble, we expect on average that each

atom will have a kinetic energy equivalent to 3T/2 (when in reduced units). As we

increase this target temperature, the atoms become more energetic and thus are able

to probe closer interatomic distances before a large repulsive force overcomes this

inertial attraction. The range of forces on the tagged atom widens as temperature

increases and therefore contributes to more outlier results in the distribution - leading

to heavier tails and therefore distributions which become increasingly leptokurtic.

In Figure 2.6, we observe that there is a qualitative difference between the results
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Figure 2.6: Dependence of kurtosis α4 on temperature T . Each atomic system is
simulated at approximately the same density n = n0 given in Table 2.1.

for N = 2 and larger atom systems. We see a bifurcation for the N = 64, 512 system

at some critical temperature Tc ∈ (0.6, 0.65), where a steady increase in kurtosis

meets a large jump resulting in a rapid increase. This difference is due to a clustering

mechanism which has been seen in MD simulations of LJ fluids [235]. From our results

we see that the N = 2 system has missed this behaviour completely. Snapshots of

the N = 512-atom system at some T = 0.6 < Tc, and T = 0.66 > Tc are displayed

in Figure 2.7. For T = 0.6, we see a large cluster has formed in the many-atom

system. There would be far fewer outlier force results in this case due to the fact

that the large majority of atoms are moving as a collective and effectively have fixed

interatomic forces. Compared to the T = 0.66 snapshot, where we see that the

atoms are too kinetically unstable to form these larger stable cluster structures, this

results in more outlier forces felt between atoms due to the fact that the system is

intrinsically more disordered. The clustering mechanisms seen (relating to liquid-

liquid phase separation) have been studied on dilute LJ fluids [130]; here we see

that this clustering results in a bifurcation on standardised moments of the force

distribution.

53



To understand the underlying variations of kurtosis, α4, with respect to changes

in temperature and density, we use 12 × 16 MD simulations with N = 512 atoms,

varying simulation parameters (n, T ), where n = 10−2 +(i−1)/10, for i = 1, 2, . . . , 12,

and T = j/10, for j = 1, 2, . . . , 16. Each simulation was performed with similar

initialisation as described previously in Section 2.3.2 with tsim = 106. The results for

excess kurtosis (α4 − 3) are displayed in Figure 2.8. Here a bifurcation can be seen

when using the smallest density n = 0.01, as the change in colour is prominent in

this vertical strip, indicating a large change of kurtosis. This occurs around T = 0.6,

which is consistent with the result in Figure 2.6, where we saw the bifurcation similarly

located, though the slight shift in temperature is accounted for by the shift in density

parameters used in each simulation (namely n = 0.01 and n = 1/64).

In general, this low density strip contains the largest values of kurtosis, and covers

much of the purely gas phase of the LJ fluid. This chapter has so far probed the low

density limit in an attempt to understand why the standardised moments of force

are so large, though Figure 2.8 gives a good overview that in general, regardless of

phase, a decrease in temperature, or an increase in density, systematically lead to a

lower value of standardised moments. In this case as n→∞ or T → 0, we expect the

α4 → 3 (excess kurtosis tends to zero). This limiting regime corresponds to the solid

phase of a LJ system, where the force variations are minimal and the distribution is

Gaussian. There is not enough space, nor energy, that lead to (many) outlier forces

experienced by any atom, so the force distribution increasingly resembles a Gaussian,

the deeper we probe in these regions. This intuition was demonstrated analytically

in Section 2.2.5 when we showed this limiting behaviour on a 1d cartoon model with

equation (2.32).

It is interesting to note that these changes in values of α4 appear smooth about

changes in temperature and density (in absence of the bifurcation point for larger

values of n), regardless of phase transitions.
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(a) T < Tc (b) T > Tc

Figure 2.7: Snapshots [121] of the MD simulation are taken for the system with
N = 512 atoms at time t = 7.5× 105 for: (a) T = 0.6 < Tc; and (b) T = 0.66 > Tc.
The number density is n = 1/64.
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Figure 2.8: The excess kurtosis, α4 − 3, calculated as a function of density n and
temperature T for n ≤ 1.11 and T ≤ 1.6. The white dotted lines describe coexistence
lines of different phases of a LJ fluid taken from the literature [193, 206, 205, 157].
The solid black dots indicate (from left to right), the critical point and vapour-liquid-
solid triple points.
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2.4 Discussion

In Section 2.2 we have demonstrated use of a variety of methods to study the stan-

dardised moments of the force distribution in order to probe both their temperature

and number density dependence. This gave way to a rich structure where we show

that the partition function for a 1d system can be calculated entirely from these

standardised moments. Extending the far-field method introduced in Section 2.2.2 to

a system with N atoms in three-dimensional physical space, Section 2.3 studies the

dependence of αk on number density n, deriving the asymptotic expression (2.39).

Though results are derived with a two-body system in a principal cubic domain, util-

ising the minimum image convention implies that we are studying an infinite fluid

at a prescribed number density. Therefore analytic results are contrasted with MD

simulations of four systems of N = 2, 8, 64, 512 interacting LJ atoms and these are

compared.

The results agree well with theoretical predictions though the results for systems

with larger values of N are seen to converge more readily to the theoretically predicted

results. In particular, rich dynamics such as clustering of LJ fluids is completely

missed by the systems with smaller values of N , but captured for systems with N as

small as N = 64 atoms. In general, as temperature increases αk increases due to the

higher kinetic energy of atoms allowing them to push closer together and experience

larger forces.

Clustering exhibited at the vapour-liquid coexistence phase incurs a bifurcation

point whereby a large increase is seen in the standardised moments of force in Fig-

ure 2.6, though a general increase in temperature, or decrease in number density,

results in an increase in a4 regardless of the temperature/number density domain

studied, as shown in Figure 2.8.
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2.5 Derivation of equations (2.28) and (2.29)

The constants used in equation (2.30), namely Ck,1 and Ck,2, are given in equa-

tions (2.28) and (2.29), which can be derived in the following manner. Using F k(r) =

(U ′(r))k for even values of k and U ′(r∗) = 0, we first note that

F k, k(r∗) = k! (U ′′(r∗))
k
,

F k,m(r∗) = 0, for m ≤ k − 1,

where F k,m denotes the mth derivative of F k, i.e. the mth derivative of the kth power

of F . Therefore, the first three non-zero terms of the Taylor expansion of F k(r)

around r = r∗ are

F k(r) ≈ (r − r∗)k (U ′′(r∗))
k

+ (r − r∗)k+1 F
k, (k+1)(r∗)

(k + 1)!

+(r − r∗)k+2 F
k, (k+2)(r∗)

(k + 2)!
. (2.40)

Therefore, we have Ck,1 = F k, (k+1)(r∗)/(k + 1)! and Ck,2 = F k, (k+2)(r∗)/(k + 2)! and,

to derive equations (2.28) and (2.29), we need to express derivatives F k,m(r∗) for

m = k+ 1 and m = k+ 2 in terms of derivatives of U(r) at r = r∗. Using the product

rule, the mth derivative of F k(r) can be, in general, written as a finite sum of the

form

F k,m(r) =
k∑

α0,α1,...,αm=0

C(α0, α1, . . . , αm)
m∏
i=0

(
F (i)(r)

)αi
, (2.41)

where F (i)(r) is the ith derivative of function F (r) and C(α0, α1, . . . , αm) are con-

stants, many of them equal to zero. In fact, all terms in the expansion (2.41) have

multiplicities that sum to k, that is we can only sum over sequences satisfying

m∑
i=0

αi = k, (2.42)
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and all terms in the expansion (2.41) have m derivatives, that is, we have

m∑
i=0

i αi = m, (2.43)

where αi ∈ {0, 1, . . . , k} for i = 0, 1, 2, . . . ,m. Equation (2.43) is of the form of a finite

Diophantine equation, which has no closed form for the number of solutions. In par-

ticular, simplifying equation (2.41) by solving equations (2.42)–(2.43) is, in general,

not possible. However, noting the specific property that F (r∗) = 0 = U ′(r∗), we see

that all terms that have α0 6= 0 will vanish when evaluated at this unique minimum

r = r∗. In particular, we will obtain relatively simple forms of the sum (2.41) for

m = k + 1 and m = k + 2 by considering equations (2.42)–(2.43) with α0 = 0.

First, let us consider that m = k + 1. Using α0 = 0, there is only one solution

of equations (2.42)–(2.43) in non-negative integers, namely α1 = k − 1, α2 = 1 and

α3 = α4 = · · · = 0. Therefore, equation (2.41) implies

F k, (k+1)(r∗) = C(0, k − 1, 1, 0, . . . , 0)
(
F (1)(r∗)

)k−1
F (2)(r∗).

Using the general Leibniz rule [213], we evaluate the combinatorial prefactor as

C(0, k − 1, 1, 0, . . . , 0) = k(k + 1)!/2. Substituting into Ck,1 = F k, (k+1)(r∗)/(k + 1)!

and using F (r∗) = −U ′(r∗) and that k is an even integer, we obtain formula (2.28).

Second, we will consider the case m = k+2. Using α0 = 0, there are two solutions

of equations (2.42)–(2.43) in non-negative integers. The first solution is α1 = k − 1,

α2 = 0, α3 = 1 and α4 = α5 = · · · = 0. The second solution is α1 = k− 2, α2 = 2 and

α3 = α4 = · · · = 0. Therefore, equation (2.41) implies

F k, (k+2)(r∗)

= C(0, k − 1, 0, 1, 0, . . . , 0)
(
F (1)(r∗)

)k−1
F (3)(r∗)

+C(0, k − 2, 2, 0, 0, . . . , 0)
(
F (1)(r∗)

)k−2 (
F (2)(r∗)

)2
.

58



Using the general Leibniz rule [213], we evaluate these combinatorial prefactors as

C(0, k − 1, 0, 1, 0, . . . , 0) =
k

6
(k + 2)!,

C(0, k − 2, 2, 0, 0, . . . , 0) =
k(k − 1)

8
(k + 2)!.

Substituting into formula Ck,2 = F k, (k+2)(r∗)/(k+2)! and using F (r∗) = −U ′(r∗) and

that k is an even integer, we obtain equation (2.29). Thus, we have arrived at the

the expressions for Ck,2 and Ck,2 that are used in equation (2.30).

2.6 Thermostats used in MD simulations

Considering 3d simulations in Section 2.3.2, we use a Nosé-Hoover thermostat. Its

parameter, originally [167] denoted Q, is the relaxation time of the thermostat. It is

a measure of how strongly the thermostat is attached to the dynamics of the system.

We choose a cautious value of Q = 10T for each simulation; this linear scaling with T

is necessary as we need to more tightly couple the thermostat at lower temperatures in

order to accurately maintain the system in the canonical ensemble [122]. This linear

scaling in temperature can be understood from the following equation for auxiliary

variable ξ:

dξ

dt
= Q−1(pTM−1p−NdkBT ).

Here one would naturally like to pick Q to have a linear scaling of temperature

(or energy) from dimensional analysis.

For 1d simulations in Section 2.2, we maintain the canonical ensemble at a target

(reduced) temperature T by implementing a Langevin thermostat. This is due to

problems with ergodicity utilising the Nosé-Hoover thermostat for small systems [215,

216]. Here the evolution of the free atom is modelled (in reduced units) as [191, 143]

ẍ = −dU

dx
− γ̃ ẋ+

√
2 γ̃ T R(t) , (2.44)
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where R(t) is standard white noise, and γ̃ acts as a friction parameter. We choose

γ̃ = 0.1 when calculating our illustrative results presented in Section 2.2.
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Chapter 3

On the equivalence between the

configuration space and force space

in simple liquids

3.1 Introduction

In this chapter, we present work on force inversion introduced in Section 1.4. The

work is a modified version of a paper being produced in collaboration with Radek

Erban. This chapter differs from the paper in that content from the introduction of

the paper has been merged with the introduction of the thesis while some additional

material, in Sections 3.2.3 and 3.5, are included to incorporate general harmonic

interactions and 2-body inversion respectively.

We start with the inverse mapping defined in Section 1.4 given by equation (1.9).

Given the instantaneous forces F ∈ R3N , and the known pair potential U : [0,∞)→

R, the inverse mapping (1.9) aims to find a configuration q ∈ X of N atoms that

satisfies F = F (q). To do this, we answer the following three questions:

(Q1) Is F ∈ R3N in the force space F?
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(Q2) How many different solutions (up to translation) does the equation F = F (q)

have?

(Q3) How do we calculate a point q ∈ X satisfying F = F (q)?

The answers to questions (Q1)–(Q3) depend on the given pair potential U : [0,∞)→

R and on the configuration space X . In Section 3.2.1, we will answer these questions

in the case of harmonic potential and X = R3N . In this case, we have

F =

{
F = (F1,F2, . . . ,FN) ∈ R3N

∣∣∣∣ N∑
i=1

Fi = 0

}
, (3.1)

that is, one can answer question (Q1) for a given F ∈ R3N by checking that the

sum of all forces on individual atoms is zero. In general, the configuration q which

corresponds to given F ∈ F is not unique, because any translation applied to q will

give another solution. In Section 3.2.1, we will answer question (Q2) by showing that

F = F (q) has (up to translation) a unique solution for any F ∈ F , which can be

found by solving a set of linear equations by Gaussian elimination to answer question

(Q3) in the case of harmonic potential and X = R3N .

Another important case, X = ΩN , where Ω is a cuboid equipped with periodic

boundary conditions (PBCs), is studied in Section 3.2.2 for the harmonic potential.

Here F is a bounded convex subset of the set given in equation (3.1). We can

answer question (Q1) by checking that F ∈ RN satisfies a set of inequalities (see

equation (3.8)). However, unlike in the case of X = R3N studied in Section 3.2.1, the

solution to the equation F = F (q) is no longer unique (up to translation), although

calculation of a point q ∈ X satisfying F = F (q) in question (Q3) can still be

found in relatively straightforward way using Gaussian eliminations as discussed in

Section 3.2.2 for finite domains with PBCs.

Considering general pair potential U : [0,∞)→ R, the mapping F (q) is nonlinear

and the problem of finding its inverse (1.9) leads to finding roots of the system of
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nonlinear equations. Then question (Q3) can, in principle, be answered by applying

iterative numerical methods, like Newton’s method. However, such approaches suffer

from extreme sensitivity to the choice of initial condition [93]. In order to overcome

this common deficiency in iterative methods, continuation methods have been devel-

oped as mentioned in Section 1.5. In Section 3.3, we present the Newton homotopy

continuation method (NHCM) [232, 1, 142, 95] that uses analytically obtained so-

lution from Section 3.2 as a starting point for answering questions (Q1)–(Q3) for

general potentials and general configuration spaces X . Our illustrative simulations

are conducted using the standard Lennard-Jones (LJ) potential [128] in Section 3.4.

To get further insight into this force inversion, the case N = 2 is investigated in

Section 3.5, where we can solve for the configurations directly in each case. In the

higher dimensions (N > 2), only the harmonic case can be analytically solved and

the general pair potential U : [0,∞) → R case relies on the NHCM calculations. In

Section 3.4.1, we discuss how convergence of the algorithms is affected by parameters

which: control how quickly one maps from the initial system (γ = 0) to the final

system (γ = 1), give the number of steps in Newton’s method for each fixed γ,

and dampen the harmonic constants. Section 3.5 details the N = 2 atom inversion,

highlighting how to deal with multiple configuration choices. The work is concluded

in the final Section 3.6 where results are summarised.

3.2 Calculation of mapping (1.9) for harmonic oscillators

Consider a system of N atoms which interact according to harmonic interactions in

domain Ω ⊂ R3, where two important cases are studied: (i) Ω = R3 in Section 3.2.1;

and (ii) Ω is a cuboid with PBCs in Section 3.2.2. In both cases, the positions of

atoms are denoted as qi ∈ Ω, for i = 1, 2, . . . , N and the pair potential is given by

U(rij) =
k

2
r2
ij, (3.2)
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where k is a constant and rij is the distance between the ith and jth atoms.

3.2.1 The case X = R3N

If Ω = R3, then we have X = R3N and the displacement vector between the ith and

jth atoms is ∆ji = qi − qj. Substituting potential (3.2) into equation (1.8), we get

Fi = −
N∑

j=1,j 6=i

k∆ji. (3.3)

Consequently, we can write the mapping F : X → F as the linear mapping F (q) =

Ak q, where A is a 3N × 3N matrix given by

A =



(1−N) 0 0 1 0 0 . . . 1 0 0

0 (1−N) 0 0 1 0 . . . 0 1 0

0 0 (1−N) 0 0 1 . . . 0 0 1

1 0 0 (1−N) 0 0 . . . 1 0 0

0 1 0 0 (1−N) 0 . . . 0 1 0

0 0 1 0 0 (1−N) . . . 0 0 1

...
...

...
...

...
...

...
...

...
...

1 0 0 1 0 0 . . . (1−N) 0 0

0 1 0 0 1 0 . . . 0 (1−N) 0

0 0 1 0 0 1 . . . 0 0 (1−N)



.

The nullspace of this matrix has dimension 3 with basis

v1 = (1, 0, 0, 1, 0, 0, . . . , 1, 0, 0),

v2 = (0, 1, 0, 0, 1, 0, . . . , 0, 1, 0), (3.4)

v3 = (0, 0, 1, 0, 0, 1, . . . , 0, 0, 1).
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Applying the Fredholm alternative [89] to Ak q = F, for this equation to have solu-

tions q, it must be that any vector in the nullspace of matrix A in (3.4) (i.e. vTi A = 0)

satisfies vTi F = 0 for i = 1, 2, 3. In which case we obtain (3.1). Moreover, the Fred-

holm alternative also implies that, for a given F ∈ F , any two solutions of F = F (q)

have to differ by a vector in the nullspace of A, given as c1v1 + c2v2 + c3v3 where c1,

c2 and c3 are constants. That is, they differ up to a translation in the direction of

vector (c1, c2, c3). To calculate a solution for given F ∈ F , we can choose q1 = (0, 0, 0)

and calculate q2, q3, . . . , qN by Gaussian elimination.

3.2.2 Finite domain with periodic boundary conditions

Simulations of simple liquids are often done at constant average density by simulating

N atoms in a finite domain with PBCs. In this case, domain Ω can be chosen as a

cuboid

Ω = [0, Lx]× [0, Ly]× [0, Lz], (3.5)

where Lz > 0, Ly > 0 and Lz > 0. Then equation (3.3) is still applicable if we use

the PBCs (minimum image convention) to redefine the displacement vector between

the ith and jth atoms as below:

∆ji = qi − qj −B
⌊
B−1 (qi − qj)

⌉
, where B =


Lx 0 0

0 Ly 0

0 0 Lz

 (3.6)

and the function b·e rounds a real number to the nearest integer (i.e. bξe is the unique

integer lying in interval (ξ − 1/2, ξ + 1/2] for any real number ξ). In the case of the

finite domain (3.5), the force space F is no longer given by equation (3.1), because all

forces in F are bounded. In particular, if we define the scaled L∞-norm of a vector
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v = (vx, vy, vz) ∈ R3 by

‖v‖′∞= max

{
vx
Lx
,
vy
Ly
,
vz
Lz

}
, (3.7)

then F can be written as

F =

{
F = (F1,F2, . . . ,FN) ∈ R3N

∣∣∣∣ N∑
i=1

Fi = 0 and ‖Fi−Fj ‖′∞≤
Nk

2
for all i, j

}
,

(3.8)

which generalizes equation (3.1) to the finite domain (3.5) with PBCs. We observe

that F in equation (3.8) is a proper subset of the set (3.1) obtained in Section 3.2.1.

Therefore, given F ∈ F , we can use the approach described in Section 3.2.1 (based

on Gaussian elimination) to obtain q ∈ R3N satisfying F = F (q) for the case of

Ω = R3. However, the additional conditions on F ∈ F , namely the inequalities

‖Fi − Fj ‖′∞≤ Nk/2 for all i 6= j, imply that the obtained q satisfies

max
i∈{1,2,...,N}

qi,x ≤
Lx
2

+ min
i∈{1,2,...,N}

qi,x, max
i∈{1,2,...,N}

qi,y ≤
Ly
2

+ min
i∈{1,2,...,N}

qi,y,

and max
i∈{1,2,...,N}

qi,z ≤
Lz
2

+ min
i∈{1,2,...,N}

qi,z.

In particular, we can apply a translation to get the solution q of equation F = F (q)

satisfying

qi ∈
[
−Lx

4
,
Lx
4

]
×
[
−Ly

4
,
Ly
4

]
×
[
−Lz

4
,
Lz
4

]
, for all i = 1, 2, . . . , N. (3.9)

Then, question (Q3) can be answered using the same algorithm as in Section 3.2.1.

While the obtained solution has been unique (up to translation) in Section 3.2.1,

this is no longer the case for the finite cuboid domain (3.5) with PBCs and the

answer to question (Q2) will depend on the value of N . For example, suppose that

the number of atoms, N , is the product of three odd integers Nx, Ny and Nz, that is,
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N = NxNyNz. Then we can arrange atoms on a cubic Nx × Ny × Nz lattice, which

results in configuration q0 given by

q0
(i−1)N2

x+(j−1)Ny+` =

[
(i− 1/2)Lx

Nx

,
(j − 1/2)Ly

Ny

,
(`− 1/2)Lz

Nz

]
, (3.10)

for i = 1, 2, . . . , Nx, j = 1, 2, . . . , Ny, and ` = 1, 2, . . . , Nz. The configuration q0

corresponds to the zero force vector F = (0, 0, . . . , 0), but the zero force vector can

also be obtained if we (for any odd N) arrange atoms at regular intervals on a line

parallel to any line connecting two vertices of the cuboid Ω, or if we arrange atoms on

a square two-dimensional lattice in a plane parallel to one of the sides of Ω. However,

none of these solutions is equal to the solution (3.9) for F = (0, 0, . . . , 0), which is

(up to translation) equal to q = F = (0, 0, . . . , 0).

The solution q is, in general, located in a small subdomain of Ω, which is illus-

trated in Figure 3.1, where we present an example with N = 113 = 1331 atoms. Their

positions have been randomly sampled using the uniform distribution in cuboid do-

main Ω and we plot the projections of their positions to the x-y plane in Figure 3.1(a)

as blue circles. The corresponding force vector F is plotted in Figure 3.1(b). Next,

if we solve the equation F = F (q) by Gaussian elimination with the force vector F

plotted in Figure 3.1(b), we do not obtain the configuration we started with, because

the obtained solution (after translation) satisfies the condition (3.9), which restricts

the positions of atoms into a subdomain containing only 1/8th of the volume of the

domain Ω. In fact, the calculated positions of the atoms in the configuration q (trans-

lated to the middle of the domain Ω) are plotted as the red dots in Figure 3.1(a) and

they can all be fit into a small cubic subdomain of Ω, which has less than 0.004% of

the volume of Ω. Both red dots and blue circles correspond to the same force vector

F, but the calculated configuration q leaves relatively large vacuum spaces in domain
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Figure 3.1: (a) The positions qi, i = 1, 2, . . . , N , of N = 1331 = 113 atoms which
have been sampled from the uniform random distribution in the cuboid domain Ω
given by (3.5) (blue circles). We plot their scaled coordinates qi,x/Lx and qi,y/Ly in
the x-y plane. The solution q of equation F = F (q) given by Gaussian elimination
in equation (3.9), where f is given in panel (b), are plotted (after translation to the
middle of the domain Ω) as red dots.
(b) The forces Fi, i = 1, 2, . . . , 121, corresponding to the configuration in panel (a).
We plot the x-coordinate of each force, fi,x, against the corresponding y-coordinate,
fi,y.

Ω. To avoid this in what follows, we use the configuration q obtained by

q = q + q0, (3.11)

where q and q0 are given by (3.9) and (3.10), respectively. In particular, we assume

that N can be written as the product of three odd numbers, N = NxNyNz, as we

have done in Figure 3.1, where Nx = Ny = Nz = 11. Then q0 is well-defined by

equation (3.10) and satisfies 0 = F (q0), while q defined by equation (3.9) satisfies

F = F (q). Moreover, we will assume that q is sufficiently close to 0 so that q given

by equation (3.11) is a solution to equation F = F (q). A sufficient condition for this

is to assume that F ∈ F satisfies

‖Fi − Fj ‖′∞≤
Nk

2 max{Nx, Ny, Nz}
, for all i = 1, 2, . . . , N, j = 1, 2, . . . , N,

(3.12)
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where ‖·‖′∞ is the scaled L∞-norm given by definition (3.7).

3.2.3 Generalized harmonic interactions

While we are interested in studying simple liquids where all interactions are governed

by the same pair potential U : [0,∞) → R, our conclusions in Section 3.2.1 will be

valid even if use different values of spring constants between different atoms. That is,

we consider pairwise interactions governed by the harmonic potential with constants

kij

U(rij) =
kij
2
r2
ij. (3.13)

Then the equations (1.8) and (3.3) generalize to

Fi = −
N∑

j=1,j 6=i

kij ∆ji. (3.14)

The mapping F : X → F can again be written as a linear mapping in matrix

form, where the nullspace of the matrix is spanned by vectors (3.4). In particular,

we can again apply the Fredholm alternative to show the force space F is given by

equation (3.1) and the solutions to F = F (q) are unique up to translations.

We note that in the case with no PBCs, we can use the first stage of Algorithm 1,

the harmonic inversion, with equations (3.13) and (3.14), as illustrated in Table 3.1.

3.3 Newton homotopy continuation method

We consider a general (differentiable) pair potential U : [0,∞) → R that defines

forces on atoms using equation (1.8). An example is presented in Section 3.4, where

the pair potential U is given as the LJ potential (3.25). Our goal is to design a

computational approach to answer question (Q3) for the given potential U : [0,∞)→

R. In particular, in what follows, we assume that our input force vector F ∈ R3N

is in the corresponding force space F : F ∈ R3N and has to satisfy
∑N

i=1 Fi = 0.
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Harmonic mixtures for N = 4
kHM (n1, n2) for Algo-

rithm 1
q

(0.5, 0.5, 0.75, 0.75, 0.75, 1)T (12, 17) (0, 0, 0,−0.671,−0.859,
−0.158, 0.036, 0.416,−1.016,
0.115, 0.368, 1.028)T

(0.3, 0.3, 0.5, 0.5, 0.5, 0.75)T (15, 10) (0, 0, 0,−2.299,−0.754,
−1.735,−1.573,−0.063,−1.262,
−1.052, 0.146,−0.322)T

(1, 1, 1.25, 1.25, 1.25, 1.5)T (24, 20) (0, 0, 0,−0.682,−0.685,
−0.542,−0.177, 0.1614,−1.077,
0.0923, 0.337, 1.042)T

Table 3.1: In this table we provide a set of spring constants kij for a harmonic mixture
of atoms: two of type A and two of type B, and the consistent configurations that arise
in Ω = R3N after using the NHCM detailed in Algorithm 1. For the case N = 4, where
we denote atom 1 and 2 as type A, 3 and 4 as type B: k = (A−A,A−B,A−B,A−
B,A−B,B −B) for X − Y harmonic interactions.

That is, F ∈ R3N is in the force space F obtained in equation (3.1) for the harmonic

potential. Moreover, F ∈ R3N is in the force space F obtained in equation (3.8)

for the harmonic potential with PBCs in the finite domain provided that we choose

the spring constant k sufficiently large. In either case, we can use the Gaussian

elimination to find a solution to equation F = F (q) for the harmonic potential, as

discussed in Section 3.2.

The NHCM uses a one-parameter family of pair potentials given as

Uγ(rij) = (1− γ)U0(rij) + γ U(rij), where γ ∈ [0, 1] (3.15)

where U0 is a potential for which the answers to questions (Q1), (Q2) and (Q3)

are known. In this work, we choose U0 as the harmonic potential (3.2) which is
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characterized by one parameter, k0, i.e.

U0(rij) =
k0

2
r2
ij,

and for which we have answered questions (Q1), (Q2) and (Q3) in Section 3.2.1 by

using the Fredholm alternative and Gaussian elimination.

The parameter γ = [0, 1] in equation (3.15) is incrementally increased to solve a

system of nonlinear equations derived for each γ > 0, starting from a fully harmonic

potential, U0, for γ = 0, and finishing with a configuration fully described by the pair

potential U : [0,∞)→ R. The total force on atom i is given by equation (1.8) as the

sum of contributions from pairwise forces from atoms j 6= i. It can be rewritten as

Fi = −∇

(
N∑

j=1,j 6=i

U
(
rij
))

= −
N∑

j=1,j 6=i

k(rij) ∆ji, (3.16)

where ∆ji = qi − qj for Ω = R3N or ∆ji is defined by equation (3.6) for cuboid

domain (3.5) with PBCs, and function k : [0,∞) → R depends on the given pair

potential U : [0,∞)→ R as

k(r) =
1

r

dU

dr
(r). (3.17)

Considering γ ∈ [0, 1], the answer to question (Q3) for our auxiliary potential Uγ,

defined in equation (3.15), can be rewritten as the solution to the following system

of nonlinear equations

Hi(∆γ) = Fi +
N∑

j=1,j 6=i

(
(1− γ) k0 + γ k(rij)

)
∆ji = 0 ∈ R3 for i = 1, 2, . . . , N − 1,

(3.18)

where our unknown vector ∆γ ∈ R3N−3 is defined by

∆γ =
(
∆21,∆32,∆43, . . . ,∆N−1 N−2,∆N N−1

)
. (3.19)
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Algorithm 1 The NHCM to solve F = F (q) for given force data F ∈ F
Solve F = F (q) for γ = 0 by using the Gaussian elimination. The resulting
configuration is denoted as ∆0,n2+1 ∈ R3N−3.
Set ∆γ = 1/n1.
for i = 1, 2, . . . , n1 do

Set γ = i∆γ and ∆i,1 = ∆i−1,n2+1 ∈ R3N−3.
for j = 1, 2, . . . , n2 do

Use equation (3.22) to calculate configuration ∆i,j+1.
end for

end for

Note that we do not define equation (3.18) for i = N because Newton’s third law

implies FN = −
∑N−1

j=1 Fj. That is, we are calculating a configuration q ∈ X up to

translation and we only have 3N − 3 degrees of freedom. If we consider the case

Ω = R3, the displacements ∆ji for j − i 6= 1 can be written in terms of our unknown

variables (3.19) as

∆ji = ∆j j−1 + ∆j−1 j−2 + · · ·+ ∆i+1 i. (3.20)

Substituting into equation (3.18), we obtain

Hi(∆γ) = Fi −
i∑

`=2

∆` `−1

[
(`− 1)(1− γ) k0 + γ

`−1∑
j=1

k(ri j)

]
(3.21)

+
N∑

`=i+1

∆` `−1

[
(N − `+ 1)(1− γ) k0 + γ

N∑
j=`

k(rj i)

]
= 0 ∈ R3.

Defining H = (H1,H2, . . . ,HN−1) ∈ R3N−3, we solve the nonlinear system

H(∆γ) = 0 ∈ R3N−3 for unknown ∆γ ∈ R3N−3 using the NHCM specified as Algo-

rithm 1, where we increase γ linearly in steps of ∆γ = 1/n1. Here, n1 is one of the

parameters of our NHCM approach. For each value of γ = i∆γ, where i = 1, 2 . . . , n1,

we use n2 iterations of Newton’s method to calculate ∆γ. Namely, we calculate

∆i,j+1 = ∆i,j − J−1(∆i,j) H, for j = 1, 2, . . . , n2, (3.22)
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where J : R(3N−3)×(3N−3) is the Jacobian of H. At the end of each Newton’s method,

the last configuration is stored and used as an initial guess for the subsequent Newton’s

method by specifying the initial guess in equation (3.22) as ∆i,1 = ∆i−1,n2+1 ∈ R3N−3.

To calculate the Jacobian in equation (3.22), we note that

∂Hi

∂∆p p−1

= −

[
δ`p (`− 1) (1− γ)k0 I3x3 + δ`p

`−1∑
j=1

γ k(ri j) I3x3

]
Θ(i+ 1− p)

+

[
δ`p (N − `+ 1)(1− γ)k0 I3x3 + δ`p

N∑
j=`

γ k(rj i) I3x3

]
Θ(p− i)

−
i∑

`=2

[
∆` `−1

[
`−1∑
j=1

γai j(δp j+1 + δp j+2 + · · ·+ δp i)∆ij

]]

+
N∑

`=i+1

[
∆` `−1

[
N∑
j=`

γaj i(δp i+1 + δp i+2 + · · ·+ δp j)∆ji

]]
,

(3.23)

where i = 1, . . . , N − 1 and p = 2, 3, . . . , N , δlp is the Kronecker delta function and

I3x3 is the 3x3 identity matrix.

The factors of ai j that appear are defined by (where i > j):

∂k(rij)

∂
(
∆p p−1

)
x,y,z

= ai j (δp j+1 + δp j+2 + · · ·+ δp i) ∆x,y,z
i j (3.24)

and we have introduced the usual Heaviside function defined by

Θ(x) =


1 if x > 0

0 if x ≤ 0,

which arises due to the fact the summations in equation (3.21) are dependent on

index i.

Each application of Algorithm 1 requires a user to specify the triplet of parameters

(n1, n2, k0), where k0 is the spring constant of the harmonic potential used for γ =
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Algorithm 2 The NHCM with a determinant based re-looping condition

Solve F = F (q) for γ = 0 by using the Gaussian elimination. The resulting
configuration is denoted as ∆0,n2+1 ∈ R3N−3.
Set ∆γ = 1/n1.
for i = 1, 2, . . . , n1 do

Set γ = i∆γ and ∆i,1 = ∆i−1,n2+1 ∈ R3N−3.
for j = 1, 2, . . . , n2 do

Use equation (3.22) to calculate configuration ∆i,j+1.
Calculate forces corresponding to configuration ∆i,j+1 to check convergence
to F.

end for
If convergence has been achieved during i and i− 1 Newton’s methods, and the
determinant has decreased between the two: start the process from a previous
iteration that did not converge (j < i− 1) by setting i = j − 1 and ∆j−1,n2+1 =
∆j,n2+1

end for

0. The appropriate choice of these parameters is discussed in Section 3.4.1, where

Algorithm 1 is applied to an LJ fluid. Algorithm 1 can also be modified by including

a suitable stopping criterion for each Newton’s method, rather than using n2 iterations

in each step. This is done in Algorithm 2 by testing the convergence for each Newton’s

method (at γ = i∆γ) and keeping track of the magnitude of the determinant of

Jacobian matrix J : if the algorithm is converging for every γ but the determinant is

steadily decreasing, we find looping back to a previous Newton’s method (γ = j∆γ,

where j < i) and running the method for another run of n2 loops can sometimes solve

this issue (as shown in figure 3.6 (a)). We present the findings in Section 3.4.1 where

we discuss how the triplet (n1, n2, k0) can be chosen to successfully invert given target

forces F.

3.4 Calculation of mapping (1.9) for an LJ fluid

As our illustrative example, we apply the NHCM to the LJ potential

U(rij) = 4

(
1

r12
ij

− 1

r6
ij

)
, (3.25)

74



where k(r) in equation (3.17) is given by

k(r) = 24

(
2

r14
− 1

r8

)
(3.26)

and factors (3.24) are given by

aij =

(
−48× 14

|∆i j|16
+

24× 8

|∆i j|10

)
.

The LJ potential (3.25) tends to infinity as rij → 0. In particular, if we used a uniform

distribution of atoms as in example in Figure 3.1, we could obtain arbitrarily large

(unphysical) forces. In principle, the following estimation of how large k0 should

be would still work, though in practice one would not typically see these large forces

corresponding to unphysically close distances. In fact, if one were to have an incredibly

dense configuration of atoms giving rise to large forces, then spreading the system out

on a lattice corresponding to transformation (3.11) would potentially be unnecessary

as the harmonic inversion gives rise to dense configurations as is.

Therefore, in the illustrative simulations, we use a randomly perturbed lattice

configuration as illustrated in Figure 3.2(a), where the configuration q is given by

q = q0 + qr. (3.27)

Here, q0 is given by the regular cubic lattice (3.10) and the random component is

qr = (qr1,q
r
2, . . . ,q

r
N) with qri uniformly sampled in domain

[
−αLx

2Nx

,
α Lx
2Nx

]
×
[
−αLy

2Ny

,
α Ly
2Ny

]
×
[
−αLz

2Nz

,
α Lz
2Nz

]
.

The configuration (3.27) depends on parameter α ∈ [0, 1] with α = 0 corresponding

to the regular lattice (3.10) and α = 1 corresponding to atom positions uniformly
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(a) (b)

Figure 3.2: (a) The positions qi, i = 1, 2, . . . , N , of N = 1331 = 113 atoms which
have been sampled in the cuboid domain Ω using (3.27) for α = 0.5 and % = 0.7(blue
circles). We plot their scaled coordinates qi,x/Lx and qi,y/Ly in the x-y plane. The
atoms positions in configuration q given by (3.11), which solves equation F = F (q)
for the harmonic potential are plotted as red dots.
(b) The value of the parameter k0 given by equation (3.29) for density % in the interval
[0.4, 0.8] and for different values of parameter α used in (3.27). The black dashed line
corresponds to k0 = 1. This value of k0 corresponds to how strong we must make the
spring constant in order to achieve given forces. k0 increases given the density (%) or
the lattice shuffling (α) increases as the forces necessarily become larger for the LJ
potential.

sampled in the whole domain Ω. Given α ∈ [0, 1], the sampled positions satisfy

rij ≥ (1− α) min

{
Lx
Nx

,
Ly
Ny

,
Lz
Nz

}
.

Consequently, all pairwise forces are bounded for any α < 1. In Figure 3.2(a), we use

α = 0.5 and N = 1331 = 113, showing that the atoms (blue circles) are well separated.

Note that we only plot projections into x-y in Figure 3.2(a), i.e. the 11 atoms around

each lattice point are separated in the z-direction. Considering N = 113 fixed, we

can adjust the density of the LJ fluid, %, by varying Lx, Ly, Lz. We use

Lx = Ly = Lz =

(
N

%

)1/3

. (3.28)
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With this choice, we can calculate the force vector F ∈ R3N for any given density %.

The starting configuration for the NHCM is obtained for γ = 0 by using (3.11). It

is plotted using red dots in Figure 3.2(a). To calculate the red dots, we use (3.28) with

density % = 0.7. The LJ potential (3.25) is used to calculate the force vector F ∈ R3N

corresponding to the configuration plotted in Figure 3.2(a) as blue circles. In order

to use (3.11) to calculate these red dots, we need to make sure that F ∈ F , where

F is given by formula (3.8), and that the configuration q given by equation (3.11)

solves the equation F = F (q). To achieve this, we choose k0 large enough so that the

sufficient condition (3.12) holds. Using (3.28), we can rewrite the condition (3.12) as

‖Fi − Fj ‖∞≤
Nk

2 %1/3
for all i = 1, 2, . . . , N, j = 1, 2, . . . , N,

where ‖·‖∞ is the standard (unscaled) L∞-norm. Therefore (3.12) will be satisfied if

we choose k0 as

k0 =
2 %1/3

N
max

i,j=1,2,...,N
‖Fi − Fj ‖∞ (3.29)

giving k0 = 144.2 for the illustrative configuration in Figure 3.2(a). In Figure 3.2(b),

we calculate k0 using (3.29) for different values of density % and the noise parameter

α. Each point is calculated as an average over 10 realizations. We observe that k0

has to be chosen larger for larger densities and for larger values of α.

3.4.1 Convergence of NHCM approach for an LJ fluid

The convergence of proposed Algorithms 1 and 2 are discussed in this section with

Ω = R3N . Both share an initial input of (n1, n2, k0), so we first investigate the issues

of pragmatically choosing these parameters.

The most common issue faced is that we would like to choose parameters n1 and

n2 as small as possible, but without affecting the precision of the solution obtained

due to the fact that the computational complexity increases linearly with both n1 and
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n2. Choosing n1 too small will result in ∆γ being too large, so when we input the

last configuration as the starting configuration for the next Newton’s method: the

systems are too disparate and the ending configuration is no longer a sufficiently good

starting guess. This is predominantly due to insufficient relaxing of the system: that

is, the potential in (3.15) is dominated by either the harmonic or LJ term despite the

co-factors of each monitoring this.

For this reason, we typically pick n1 such that ∆γ ∼ o(0.1). This can be seen in

Figure 3.3 where convergence is seen for each system in this regime.

If n2 is insufficiently large, a Newton’s method does not have enough time to

converge, often ending on a configuration which is not an appropriate initial guess

for starting the subsequent Newton’s method. This is not to say that all methods

need to converge, indeed for γ = i∆γ with i small, we rarely see convergence but for

larger i, convergence is typically achieved. The goal is for convergence to be achieved

when i = n1 (or γ = 1). This is exemplified in Figure 3.3 where we see the bands of

divergent parameter space when n2 is small, regardless of the choice of n1.

To demonstrate the problem faced by this general NHCM approach for force in-

version, a system of N = 5 atoms with random forces F ∈ F , created from a nor-

mally distributed psuedorandom number generator, reveals a common theme. When

the correct parameters are chosen, both algorithms will work in n1 × n2 + 1 steps

(we have n1 Newton’s methods and each runs for n2 iterations with the additional

first harmonic inversion which takes a single step). We see that convergence occurs

(where the determinant flattens out in Figure 3.4) until the next Newton’s method is

initiated. Well chosen parameters demonstrate an eventual convergence of the deter-

minant upwards (Figure 3.4(a)), whereas ill chosen parameters incrementally step the

determinant down to 0 (Figure 3.4(c)). This leads to divergence in the final Newton’s

method when γ = 1.

There is still convergence in individual Newton’s methods with γ = i∆γ for the
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Figure 3.3: In this figure, we illustrate the behaviour of parameter space (n1, n2) for
Algorithm 1 with n1 ∈ [1, 59] and n2 ∈ [1, 59] for N = 3, 5, 8, 11 atoms and k0 = 0.5.
Whilst probing the parameter space, a value of z ∈ [−1, 1] characterises how well
the parameters (n1, n2) have performed. The value of |z| is obtained as the first
γ where convergence have been achieved (based on if the determinant between each
iteration of n2 for a given γ is less than a tolerance defined by tol = 10−10). The
sign is determined as positive if the method finally converges for γ = 1, and negative
for divergence when γ = 1. Any parameter pair (n1, n2) where convergence is not
achieved within the tolerance, but the algorithm has converged to the target forces at
γ = 1, is automatically given the value of 1. We see the parameters become much
harder to find as the configuration size increases.

NHCM with parameter choices that lead to divergence: where i is close but not equal

to n1. These are explained as having converged to a bad configuration early on in

the inversion, and the convergence per step is due to the fact there is a non-zero

harmonic term that prevents a non-singular Jacobian at this configuration. However

once we move to the last Newton’s iteration with i = n1 (when γ = 1), this harmonic

perturbation is removed and evaluation of the inverse Jacobian is now impossible.
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Figure 3.4: Panels (a) and (b) correspond to running Algorithm 1 with (n1, n2) =
(49, 9), whilst panels (c) and (d) correspond to (n1, n2) = (50, 9), all for N = 5.
Panels (a) and (b) typify wanted convergent behaviour as the determinant steadily
increases until the end of the inversion, whilst the N(N − 1)/2 pairwise distances
rij also converge. This contrasts the ill chosen parameters in (c) and (d) where
the determinant eventually converges for each Newton’s method, though it steadily
decreases to 0, which results in the pairwise distances diverging (see equation (3.22))
as the harmonic forces dominate and try to hold the system together. We omit the
final n2 steps in panel (d) due to the divergent nature of distances.

More specifically, with a divergent parameter choice of (n1, n2), convergence for

subsequent Newton’s methods can be achieved, but the interatomic distances begin

to grow. This is a direct cause of the fact that harmonic forces begin to dominate

each step. Overcoming the retarding factor of (1−γ) necessarily means the harmonic

force has to increase which is done by increasing the interatomic distances. This

becomes more exaggerated as the LJ forces fall off throughout the inversion. On

the last Newton’s method when γ = 1 and the harmonic forces are turned off, the
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systems are too different for any hope of convergence which leads to numerical errors.

We see in Figure 3.5(b) that the harmonic forces for this set of parameters for N = 5:

(n1, n2) = (49, 10), do not converge to zero before they are turned off, and this

discontinuity gives divergence in the final Newton’s method.

The questions that arise are: how can one tell if a configuration is ‘bad’, and

how can we fix this for each choice of parameter values (n1, n2)? In answer to this

first question: it is still not clear what typifies a ‘bad’ configuration at the time it is

produced, except the eventual decreasing convergent behaviour of the determinant,

and convergence of the harmonic forces to a non-zero force before it is switched off.

We use these as conditions to rectify the force inversion when a bad parameter set is

chosen.

The second question is of more practical value; we have probed small systems of

atoms (N < 10) where convergence is typically determined after the first few Newton’s

methods are employed. Given parameter n1, we can see there are many n2 which

correspond to converging force inversions in Figure 3.3. We have taken configurations

∆i,n2+1 from successful choices of n2 and used them as the starting configuration

(at the required truncation) ∆i+1,1 = ∆i,n2+1 for a previously divergent n2. This

successfully remedies the divergent issues for a given (n1, n2), though relies on a priori

knowing a convergent set of parameters and slotting in one of the configurations.

This can be seen in Figure 3.5(b) where the ‘good’ configuration from N = 5 with

(n1, n2) = (49, 9) is taken after the 10th Newton’s method, ∆10,9+1
good , and imported

into the (n1, n2) = (49, 10) divergent inversion where ∆11,1
bad = ∆10,9+1

good . The harmonic

forces converge to zero and this force inversion is now successful.

One way to implement a fix more autonomously is to loop the simulation again

when either of these ‘bad’ behaviours are eventually seen. For small systems, re-

looping the first Newton’s method for extra iterations is successful because this is

make or break for the system, so to speak. However for a larger system (typically
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N > 4), these can break down during subsequent Newton’s methods. A potential fix

would be to randomly revisit a Newton’s method before convergence to the target

force is achieved and re-loop for a random number of additional iterations. This

method is not recommended for practical reasons as there is no bound on how long it

will take to eliminate the divergent behaviour because there is currently no defining

criterion for a ‘good’ configuration at the time of creation.

However for a small system with N = 3 atoms, we implement the re-looping

condition where the determinant converging in a decreasing manner is identified and

the system is made to run for another n2 iterations on the first Newton’s method

(when n1 = 1). Figure 3.6(a) demonstrates that the parameter space is now more

accessible compared to Figure 3.3(a). We introduce a tally that denotes the maximum

number of times we re-loop for an additional n2 steps before we search for a different

(n1, n2) parameters.
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Figure 3.5: With a system of N = 5 atoms an inversion with n1 = 49, n2 = 10 is
divergent which is typified by the incorrect harmonic force convergence shown in panel
(a). However when a good configuration from n1 = 49, n2 = 9 is placed into this pre-
viously ill behaved force inversion after the 10th Newton’s method, we see the correct
convergent behaviour illustrated in panel (b). This indicates that a possible modifica-
tion is to re-loop from random previous steps before any convergence is achieved. The
vertical black lines in this figure partition each Newton’s method corresponding to n2

steps.

A more conducive way to open up the parameter space of successful choices for

(n1, n2) is to bias the system. To reduce the harmonic force domination, we introduce
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a truncation of any harmonic term with a factor of exp (− r2
ij) when rij > d, where d

is a truncation parameter. Here, larger distances rij penalise the harmonic force in an

attempt to stop it growing. This alone helps to keep the distances from growing too

large though the harmonic forces can still converge to a non-zero force before they

are switched off as is the case in Figure 3.5(a). To address this an additional tuning

factor, k0 −→ k0 exp

(
1− 1

(1−γ)p

)
, is introduced where p determines how severely we

wish to reduce the harmonic forces.

Although one may think that adding new parameters may complicate the problem,

in practice these are much easier to toggle and one can find appropriate (d, p) for each

N (given a target force). This increases the likelihood that any random parameter

choice (n1, n2) does converge. This is illustrated in Figure 3.6(b) where N = 5.

In comparison to Figure 3.3(b) we now see that almost the whole parameter space

exhibited for (d, p) = (1, 0.1) successfully inverts the target force F.
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Figure 3.6: Panel (a) illustrates the use of Algorithm 2 with a re-looping condition
with a maximum re-looping of 10 times. This can be compared with Figure 3.3 (a),
we see the accessible parameter space has opened up significantly. Similarly panel (b)
indicates the use of tuning parameters (d, p) = (1, 0.1) for the N = 5 system of atoms,
compared with Figure 3.3 (b), again the (n1, n2) parameter space has been opened as
seen by a higher density of successful choices.

It is worth noting the physical interpretation of the system at play: we have

introduced a harmonic potential with an equilibrium length of r∗ = 0, which is purely
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attractive, whereas the LJ potential has repulsive and attractive regimes which admit

an equilibrium length of r∗ = 21/6. It is natural to assume that toggling parameters

in systems with different characteristics is not the best way to proceed. However, the

analytical tractability of this unshifted harmonic potential is a benefit that outweighs

other factors. One can use a harmonic potential with an identical equilibrium length

of r∗ = 21/6 as

U0(rij) =
k0

2

(
rij − r∗

)2

. (3.30)

With the shifting incurred by equation (3.30), two further terms are added to

equation (3.23), which is modified to include summation over the harmonic terms as

k0 → k0(rij − r∗)/rij (with i > j):

∂Hi

∂∆p p−1

= (3.23) +
i∑

`=2

[
∆` `−1

[
`−1∑
j=1

k0
(1− γ)r∗

r3
i j

(δp j+1 + δp j+2 + · · ·+ δp i)∆i j

]]

−
N∑

`=i+1

[
∆` `−1

[
`−1∑
j=1

k0
(1− γ)r∗

r3
j i

(δp i+1 + δp i+2 + · · ·+ δp j)∆j i

]]
.

(3.31)

This has the benefit of reducing occurrences in the force inversion where inter-

atomic distances get closer to zero (by the harmonic force). The LJ forces then take

over and repel atoms away from each other (which is seen in Figure 3.4(b)). However

we have found the final step of these force inversions to be consistently divergent

despite the re-looping and truncation conditions. Practically the un-shifted harmonic

potential with truncation conditions does a better job of stopping distances from get-

ting non-physically large, reducing the effect of the harmonic forces both taking over

and converging to a non-zero force before the final Newton’s method.

Finally a note on choosing the spring constants: in this Section, we present results

where we used k0 = 0.5 though the analysis carries through for general kij. One could

potentially create a NHCM for each pairwise interaction indexed by i, j and turn each
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interaction from harmonic to LJ one by one, though this would scale with at least

an additional factor of O(N). We have found that choosing spring constants that are

too small does not allow the system to relax into the final configuration, as the first

inversion creates a dense configuration that is ill behaved when short range repulsive

potentials such as LJ are use. We cannot use the shifting introduced in the PBC case

for the general setting. It is therefore harder to swap from the harmonic case to the

LJ case smoothly.

3.5 Force inversion for N = 2 atom systems

The N = 2 system is studied for pedagogical purposes: in this system we have two

atoms with positions q1, q2 ∈ R3. Here we have a set of equations

F x
1 = −k(r12) ∆x

21 (3.32a)

F y
1 = −k(r12) ∆y

21 (3.32b)

F z
1 = −k(r12) ∆z

21 (3.32c)

where F x,y,z
1 denotes each component of the force on atom 1. By Newton’s third

law, the force on atom 2 is trivially F2 = −F1. We see the system of equations

F1 + k(r12)∆21 = 0 is already written in terms of single jump displacements. Given

F = [F1,F2]: we aim to solve equations (3.32) for ∆21. With this, we can reconstruct

the positions q1 and q2 up to a translation in space.

Given existence, we can prove uniqueness of the solution ∆∗21 in this 2-atom case,

subject to (3.33), by showing that the function H1(F1,∆
∗
21) = 0 is locally invertible.

Writing equations (3.32) as

H1 = F1 + k(r12) ∆21,
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we can compute the Jacobian as

J(H1)ij =
∂
(
H1

)
i

∂
(
∆21

)
j

= a12 ∆j
21 ∆i

21 + k(r12) δij,

where δij is the Kronecker delta function and prefactors aij are determined by

∂k(r12)

∂
(
∆21

)
j

= a12 ∆j
21,

where i, j = 1, 2, 3.

The determinant of J evaluated at ∆21 is given by

det(J) = a12 k(r12)2

[
|∆21|2 +

k(r12)

a12

]
.

A condition for local invertibility is det(J) 6= 0, which reduces to

|∆21|2 +
k12

a12

6= 0. (3.33)

In particular the LJ potential satisfies the condition (3.33) locally, given that r12 =

r21 6= (26/7)1/6. The 2-atom system with a purely LJ potential can be solved with

the added intricacy that there are three branches on which solutions can be found.

This arises from the fact that when tackling equations (3.32) with prefactor k(r12) in

(3.26) one can form the following expressions (noting that k(r12) 6= 0):

∆y
21 =

F y
1

F x
1

∆x
21 and ∆z

21 =
F z

1

F x
1

∆x
21. (3.34)

Noting that |∆21| =
√

(∆x
21)2 + (∆y

21)2 + (∆z
21)2 = r12, we find

r2
12 = (∆x

21)2

(
|F1|2

(F1
x)2

)
,

which we then substitute into equation (3.32a) resulting in the polynomial
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Regions in the Lennard-Jones force-displacement plane
Region 1 Region 2 Region 3 Region 4

F (x) < −2.396 −2.396 < F (x) < 0 0 < F (x) < −2.396 F (x) > 2.396
−1.0913 < x < 0 x > 1.2445 1.0913 < x < 1.122 0 < x < 1.0913

1.122 < x < 1.2445 −1.2445 < x < −1.122
−1.122 < x < −1.0913 x < −1.2445

Table 3.2: Here we categorise possible roots in four distinct regions in the LJ force-
displacement plane illustrated in Figure 3.7.

F x
1 (∆x

21)13 +
24(F x

1 )8

|F1|8
(∆x

21)6 − 48(F x
1 )14

|F1|14
= 0. (3.35)

Upon solving equation (3.35) for ∆x
21, we can find the orthogonal y and z compo-

nents using expressions (3.34), thus finding all components of ∆21 ∈ R3.

The multiple branches of solutions are inherited from equation (3.35), or originally

from (3.16) which in one dimension (with position x ∈ R) breaks down into

F (x) =
48

x13
− 24

x7
.

We see from Figure 3.7 that the force can fall into four distinct regions where

the LJ potential admits a local minimum and maximum of F (x) = ±2.396 . . . which

separate the one and three solutions regions. Roots in these regions are categorised

in Table 3.2.

Regarding the initial problem in this subsection, if we have a total force |F| >

2.396 . . . then equation (3.35) will only have one solution, giving a unique ∆21, since

the total force falls in region 4. However if the total force 0 < |F| < 2.396 . . . falls in

region 3, then we will find three solutions for ∆21.

One can make sense of this intuitively: if an atom is experiencing a large force,

there is a short range Pauli repulsion which causes unboundedly large forces. On

the other hand, weaker forces can be caused be a repulsive force from one side, or

attractive forces drawing the atom from the opposite side. The LJ potential admits

87



-8 -6 -4 -2 0 2 4 6 8

-2

0

2

Figure 3.7: In this illustration, we show that when we have F (x) = ±3, there is a
unique solution which is indicative that we are in regions 1 or 4 respectively. In regions
2 and 3, there are three solutions (illustrated here when F (x) = ±1). The dotted
lines denote the barriers F (x) = ±2.396 . . . which separate the disparate regions.
For example, the green line corresponds to a force above F (x) = 2.396 . . . , there is
only one distance corresponding to this force due to short range repulsion which is
illustrated in Figure 3.8. The orange line lies below this force barrier, and there are
three distances that correspond to the given force, one short range repulsion and two
attractive configurations, each also illustrate in Figure 3.8.

two distinct positions from where an atom is attracted with the same force: hence

there are three solutions in this case. These are exhibited in 1d in Figure 3.8.

We now present an algorithm inverting the forces obtained from MD simulation

of two atoms in 3d, interacting via a LJ potential with PBCs. We also discuss

how to navigate the intricacies involved with three potential configurations per force

inversion. Importantly, we only use the data of the forces at each time step to produce

the resulting configuration, which can be compared with MD position data stored for

bench-marking purposes.
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Figure 3.8: The top left green panel corresponds to a force on atom 1 (the orange
atom) in region 4 where there is only one solution, a short range Pauli repulsion, that
produces the required force. A force found in region 3 has three possible configura-
tions, one corresponding to short range Pauli repulsion (top right) and two from an
attractive interaction pulling on the opposite side of atom 1 (bottom left and right).
The green/orange box(es) corresponds to the green/orange lines in Figure 3.7.

We define the force data for nt time steps as

F =



F x
1 (1) F y

1 (1) F z
1 (1)

F x
1 (2) F y

1 (2) F z
1 (2)

...
...

...

F x
1 (n) F y

1 (n) F z
1 (n)


∈ Rnt×3,

where one can invert each row of F with equations (3.34,3.35) to reconstruct ∆21.

As discussed previously, there is at least 1 and at most 3 solutions to (3.35). We

calculate the resulting configurations and distances

rdi(j) =
√

(∆x
21(j))2 + (∆y

21(j))2 + (∆z
21(j))2,

where j indexes the time step 1 ≤ j ≤ n and i = 1, 2, 3 corresponds to the possible

multiple solutions.

These are ordered such that rd3(j) always corresponds to short range repulsion

and rd1 ≥ rd2. If a force at time step j = 1, . . . , n satisfies |F1(j)| > 2.396 . . . , we
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are necessarily in region 1 or 4 of Figure 3.7. In this case, we set rd1 = rd2 = 0. This

does not represent a configuration with zero distance and is merely set for convenience

while storing data. Once these distances have been calculated for each time step, we

can construct the vectors rd1, rd2, rd3 ∈ Rnt .

The problem arises when piecing together the configurations in a coherent way

that represents physical dynamics: for example, we cannot arbitrarily switch from

rd2(j) to rd1(j + 1) to rd3(j + 2) in three subsequent time steps. The aim is to

construct r ∈ Rnt where each component represents the distance between the two

atoms (namely r12) at a given time step.

If the initial configuration is known, we can calculate the distance r(1) and match

it with rd1(1), rd2(1), rd3(1) to start the reconstruction process. If the initial distance

is not known, we choose one of the potential roots to start with and only one will give

rise to physical dynamics. In the system we studied, this was rd1 which corresponds

to long range attraction. This is the most likely choice when you have a low density

system.

Next, it is important to understand that rd3 < 1.122 . . . , 1.122 · · · < rd2 <

1.244 . . . (or rd2 = 0), and 1.244 · · · < rd1 (or rd1 = 0). The roots in regions 1-4 are

given in Table 3.2 and we can see there are barriers at r = 1.122 . . . and r = 1.244.

We posit that if the ‘track’ of rd1,rd2 or rd3 crosses one of these barriers, we must

switch to an adjacent ‘track’. We list and illustrate the possibilities that arise when

reconstructing r = (r(1), r(2), ..., r(n)) ∈ Rnt in Table 3.3 and Figure 3.9 respectively.

Lastly, we need to automate the identification of these switches, and we can do

so by looking at previous data and using some dynamical information. For example,

in an ID switch, we are necessarily on the rd1 track and trying to identify when we

switch on to a rd2 track. We do so by looking at the sequence rd1(j − 2), rd1(j − 1),

rd1(j) and rd1(j + 1). An ID switch is formed by identifying a sequence structure

such as rd1(j− 2) > rd1(j− 1) > rd1(j) < rd1(j+ 1). We decrease until we reach the
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Reconstructing r from time step j to j + 1
r(j) r(j + 1) Type
rd1(j) rd1(j + 1) Same track
rd2(j) rd2(j + 1) Same track
rd3(j) rd3(j + 1) Same track
rd1(j) rd2(j + 1) ID
rd2(j) rd3(j + 1) IID
rd3(j) rd2(j + 1) IIU
rd2(j) rd1(j + 1) IU

Table 3.3: While reconstructing the vector of distances r, we need to make appropriate
choices while following the different roots of equation (3.35) in a consistent manner.
This may require switching from the rd1 track for time step j to the rd2 track for time
step j + 1, which we call a ID switch.

Figure 3.9: As we follow the different distance tracks when reconstructing r, we must
make the choice to switch to the appropriate track when a barrier is hit: these are
categorised as ID, IID, IIU and IU in Table 3.3.
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(a) (b)

Figure 3.10: In this figure we realise both possibilities after obtaining the necessary
relation rdi(ni−1) > rdi(ni) < rdi(ni+1) for an ID or IID switch. In case (a) the root
switch happens from ni to ni + 1: here r(ni) = rdi(ni) and r(ni + 1) = rdi+1(ni + 1).
In case (b) the root switch happens from ni − 1 to ni: so r(ni − 1) = rdi(ni − 1)
and r(ni) = rdi+1(ni). One can distinguish the two cases by looking at the subsequent
jumps d1 = |rdi(ni − 2)− rdi(ni − 1)| and d2 = |rdi(ni − 1)− rdi(ni)|.

barrier and ‘bounce’. This indicates that we have met the barrier and must switch to

a different track. However we need to understand at which time step this happens as

illustrated in Figure 3.10.

In order to ascertain which of the two scenarios is most likely to happen: we look

at the jump between rd1(j − 2), rd1(j − 1) defined by d1 = |rd1(j − 2)− rd1(j − 1)|

and the jump between rd1(j − 1), rd1(j) defined by d2 = |rd1(j − 1) − rd1(j)|. If

the absolute value of the difference between jumps d = |d1 − d2| < 0.001 then it

is extremely likely the sequence rd1(j − 2), rd1(j − 1), rd1(j) hasn’t been altered by

potentially dropping below the barrier and we are in the left panel of Figure 3.10.

Conversely if this condition (d = |d1 − d2| < 0.001) is not achieved, it is likely that

this disparity between jumps is due to a premature crossing of the barrier and we are

in the alternative case (given by the right panel in Figure 3.10). The same method

works to identify where an IID switch happens except we use rd2 in place for rd1

above.

The jump conditions characterise dynamical information because, given a suffi-

ciently smooth potential, the forces should continuously change. These can be altered
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based on the previous force jumps and the condition d = |d1 − d2| < k can be varied

for different constants k (which should be inferred from the previous distances). In

the simulation we present, taking k = 0.001 for ID and IID switches, and k = 0.005

for IU and IIU switches, suffices to reproduce the configurations for each time step

exactly. We utilise a very similar scheme for IU and IIU switches - except we look for

a sequence of rdi(j−2) < rdi(j−1) < rdi(j) > rdi(j+1) (where i = 2, 3 respectively).

Finally, we present Algorithm 3 which has been implemented on simulation data

from two Argon atoms interacting via a LJ (12-6) potential with a Nosé-Hoover

thermostat and PBCs. Here we have taken the temperature to be T = 1 and the box

width to be Lx = Ly = Lz = 4. We choose to start with r(1) = rd1 because in most

of the simulation, the atoms are in a weakly attractive phase whilst the smaller roots

rd2 and rd3 correspond to strong attraction and strong repulsion. These dynamics

act relatively quickly, which can be seen by the fact that most components of r are

made from rd1. Sampling a random, consecutive nt = 1000 time steps, we are able

to store the force data and implement Algorithm 3, and compare against the actual

position data from the MD simulation. Figure 3.11 shows that we are able to faithfully

reproduce the distances between the atoms using this automated method which relies

purely on force data.

3.6 Discussion and conclusions

In this chapter, we have presented the problem of force inversion and have provided

an exploratory study addressing how one can approach this. The N = 2 system has

been generalised in Section 3.5 with application to LJ forces which present additional

challenges where a monotonic force (like gravity) wouldn’t. Consideration is given

to reconstructing a continuous choice of inversions during a dynamical procedure.

Section 3.3 details the specifics of how a Newton homotopy continuation method can

be used to switch from an analytically tractable system of harmonic atoms to that of
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Algorithm 3 Inverting a 2 atom system interacting via a LJ potential given force
data F

Import MD force data as a matrix F = (F(1),F(2), . . . ,F(n)) ∈ Rntx3

for j = 1, . . . , nt do
if |F(j)| > 2.396 . . . then

Solve equation (3.35) with F x
1 = F x

t (j), F y
1 = F y

t (j) and F z
1 = F z

t (j)
Use equations (3.34) to reconstruct ∆21(j)
Calculate rd3(j) =

√
(∆x

21(j))2 + (∆y
21(j))2 + (∆z

21(j))2 = |∆21(j)|
Set rd1(j) = rd2(j) = 0

else
Solve equation (3.35) with F x

1 = F x
t (j), F y

1 = F y
t (j) and F z

1 = F z
t (j)

Use equations (3.34) to reconstruct three configurations ∆i
21(j) where i = 1, 2, 3

for i = 1, 2, 3 do
Calculate rdi(j) = |∆i

21(j)|
end for
Sort such that rd1(j) > rd2(j) > rd3(j)

end if
end for
Check for ID switches
for j = 3, . . . , nt do

if rd1(j − 2) > rd1(j − 1) and rd1(j − 1) < rd1(j) then
Calculate d1 = |rd1(j − 2)− rd1(j − 1)|
Calculate d2 = |rd1(j − 1)− rd1(j)|
Calculate d = |d1 − d2|
if d < 0.001 then

Identify j + 1 as a ID switch
else

Identify j as a ID switch
end if

end if
end for
Similarly check for for IID, IIU and IU switches
Identify r(1) = rd1(1) (or choose another root to start the reconstruction)
for j = 2, . . . , nt do

# = number of switches up until (and including) j
if # = 0 mod 4 then
r(j) = rd1(j)

else if # = 1 or 3 mod 4 then
r(j) = rd2(j)

else if # = 2 mod 4 then
r(j) = rd3(j)

end if
end for
for j = 1, . . . , nt do

Reproduce the configurations ∆21(j) corresponding to the root identified by r(j)
end for 94



Figure 3.11: Here we compare our force inversion algorithm against MD data and
get accuracy up to floating point precision. We have demonstrated that the jump
conditions with k = 0.001 for identifying ID and IID switches is appropriate here,
and k = 0.005 for IIU and IU switches.

a fully LJ system, whereby correct parameter choices for (n1, n2) can be found by re-

looping conditions or toggling harmonic forces directly with truncation and stronger

retardation factors.

It cannot be overstated how important developments in the study of N -atom

systems are. These provide the basis for AA simulations in MD which parameterise

the majority of semi-empirical bottom-up models [178]. These semi empirical methods

include CG methods [186, 129] and mean field methods [176, 72], both ameliorate the

computational complexity of the AA simulation, with the downside that dynamical

accuracy is often lost [107].

A common criterion for parameterising CG models is force-matching. This allows

the energy landscape of both systems to be as similar as possible with dynamics

obtained as accurate as possible [125, 71] - this has been expounded in Section 1.3.

The investigation in this chapter provides a theoretical insight into how configurations

can be obtained from force data obtained from AA simulation. The force-matching

approach has been introduced in Section 1.3 but more recently the use of machine

learning has aided the development of this field with the invention of CGnets [70],

where force data is used to train neural networks and gradients of predicted free
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energy are used to estimate the PMF. Other ideas include incorporating relative

entropy minimisation [138].

The aim of this work is to provide the foundation of answering the problem of force

inversion, but also exhibiting and analysing a novel application of NHCM. In future

we will focus on developing more rigorous criteria for identifying ‘bad’ configurations

with an eye to probe larger N systems. A potential way to improve the scalability of

the current method is to use machine learning to identify these convergent/divergent

behaviours. Similarly modified NHCMs can be used with the aid of arc-continuation

to potentially subvert the issues faced.

With this in mind, application to reproducibility of data within MD of simple

fluids and force-matching CG are examples of areas that would benefit from force

inversion. As well as directly reducing the complexity of systems with bonded in-

teractions to harmonic systems. Many-body systems have been studied for centuries

and have percolated through most areas of mathematics. Force inversion could play

an important role where total forces can be measured for each atom or more generally

object; even further afield to areas such as robotics (sensing).
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Chapter 4

Symmetries of many-body systems

imply distance-dependent

potentials

The work in Chapter 4 is the result of research undertaken in the final year of my

DPhil study. A subset of the work presented here has formed a paper [218] written in

collaboration with Radek Erban, which has been accepted for publication in Physical

Review E. The introduction has been merged with Section 1.6 and additional material

is included in Section 4.6.

The aim of this chapter is to understand the classical underpinnings of non-

reciprocal interactions introduced in Section 1.6, for which there seems to be a large,

yet exciting gap to explore. The focus in this field has largely been application based,

especially in the fields of Optics, Electromagnetism and Biochemistry. We begin this

chapter with a theoretical consideration exploring the symmetries of a potential which

obeys Newton’s third law (both weak and strong forms).

Following this, we introduce the definition of a central potential, and the corre-

sponding central potential theorem in Section 4.2. We also show that only a relatively
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small subset of distances are required to uniquely determine the geometry of the sys-

tem, and an even smaller subset of distances are needed to adequately evaluate the

potential given the correct starting structure. These can then be used to describe the

whole potential, which is illustrated in Section 4.6. General many-body potentials

are considered and, similar to Richard et al [180], we develop the expression for the

closed form of the potential energy, purely based on pairwise distances. Limitations

of this distance description are further discussed and evaluated in Section 4.7.

4.1 Potentials for non-reciprocal interactions

As presented in Section 1.6, non-reciprocal interactions are pairwise interactions

between atoms i,j whereby pairwise forces are governed by a two-body potential

U2(q1,q2) ∈ R with

Fij = −∇iU2 ∈ R3, (4.1)

and Fij 6= −Fji.

Given a system of N atoms that obey Newton’s third law (weak form), the sum

of total forces is zero:
N∑
i=1

Fi =
N∑
i=1

N∑
j 6=i

Fij = 0 ∈ R3,

implying the conservation of linear momentum, a classical result that neglects three-

body forces. In Chapter 3 we utilised this conserved quantity to reduce the degrees

of freedom, which manifested itself as translational invariance in the configuration.

Given forces governed by pairwise interactions that depend on the displacements

of positions, namely U2 : R3 × R3 −→ R with:

U2 = Ũ2(qi − qj) ∈ R,

this will give rise to linear momentum conservation, but not necessarily angular mo-
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mentum conservation. So it is usual to have forces that depend only on the inter-

atomic distance rij = |qj − qi| ∈ R. This is where the term central potential is used

to describe potentials of the form Ψ2 : R −→ R with:

U2 = Ψ2(rij) ∈ R.

In this way, we consequently have Newton’s third law in the weak form, in addition

to the strong form holding which states the pairwise force Fij is parallel to qi − qj.

This is reiterated in equations (3.16) and (3.17).

This gives rise to an important question: what symmetries does a general inter-

atomic potential U need to admit in order for us to conclude it is a central potential?

4.2 Theory

The configuration of a system of N atoms at positions qi, i = 1, 2, . . . , N , is defined

as a 3N -dimensional vector q = (q1,q2, . . . ,qN) ∈ R3N . We note that these can

provisionally be thought of as vertices of an N -gon, or an N -polyhedron, assuming

that qi 6= qj for i 6= j. The lengths of edges are distances between atoms, which we

denote by

rij = |qj − qi|, for i, j = 1, 2, . . . , N. (4.2)

In this chapter, we study potential functions U : R3N → R called central potential

functions which satisfy certain symmetries as specified in Definition 1. These sym-

metries are: (i) translational invariance; (ii) rotational invariance; (iii) reflectional

invariance; and (iv) parity for i,j identical atoms. An example of potential satisfying

the assumptions in Definition 1 is

U(q) =
N∑
i<j

Ψ2(rij) +
N∑

i<j<k

Ψ3(rij, rik, rjk) , (4.3)
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where Ψ2 : [0,∞)→ R and Ψ3 : [0,∞)3 → R are two-body and three-body potentials

which depend on distances between atoms.

Definition 1. A function U :R3N −→ R ∪ {±∞} is called a central potential function

provided that it takes finite values on the subset

Ω =
{

q ∈ R3N
∣∣∣ q = {q1,q2, ...,qN} with qi 6= qj for i 6= j

}

and for any q ∈ Ω, it satisfies:

(i) U(q1 + c,q2 + c, . . . ,qN + c) = U(q1,q2, . . . ,qN) for all translations c ∈ R3,

(ii) U(Rq1, Rq2, . . . , RqN) = U(q1,q2, . . . ,qN) for all rotations R ∈ SO(3),

(iii) U(Qq1, Qq2, . . . , QqN) = U(q1,q2, . . . ,qN) for all reflections Q satisfying that

all points qi, i = 1, 2, . . . , N, lie on one side of the plane of reflection,

(iv) U(q1, . . . ,qi, . . . ,qj, . . . ,qN) = U(q1, . . . ,qj, . . . ,qi, . . . ,qN) for any i, j = 1, 2, . . . , N .

The symmetries considered in Definition 1 are satisfied by other generalizations of

the example potential (4.3), which include n-body terms depending only on the dis-

tances (4.2) between atoms. In fact, the symmetries (i)-(iv) imply that the potential

U :R3N → R can be written as a function of distances. We have the following theorem

which we prove in Section 4.3.

Theorem 1. A central potential function U : R3N −→ R can be written as

φ : [0,∞)N(N−1)/2 −→ R,

where the N(N − 1)/2 inputs are interpreted as the set of all pairwise distances (4.2)

between atoms.

Considering N = 2, Theorem 1 states that a central potential function U of 6 variables

can be written as a function φ of 1 variable, r12. Consequently, Theorem 1 reduces
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the dimensionality of the potential U for any N < 7. If N = 7, then we have 3N =

N(N − 1)/2 = 21 and the 21-dimensional state space R3N corresponds to the 21

distance variables (4.2). Since the dimension of the state space scales as O(N) and

the number of distances scales as O(N2), Theorem 1 can be further improved by

considering only a subset of the distance variables (4.2). In Section 4.3, we also prove

the following result.

Theorem 2. Let N ≥ 4. Then a central potential function U : R3N −→ R can be

written as

φ : [0,∞)4N−10 −→ R,

where the (4N − 10) inputs are a subset of the set of all pairwise distances (4.2).

Considering N = 4 and N = 5, we have 4N − 10 = 6 and 4N − 10 = 10, respectively.

In particular, Theorems 1 and 2 state the same conclusion for N = 4 and N = 5.

Theorem 2 improves the result of Theorem 1 as 4N − 10 < N(N − 1)/2 for N > 5.

Theorem 2 is a dimensionality reduction to the 3N positions for N < 10. We will

prove Theorems 1 and 2 together in Section 4.3 by considering the cases N = 2,

N = 3, N = 4, N = 5 and N > 5.

Applying Theorem 2 to our example potential (4.3), we observe that it reduces

the number of independent variables for N > 5. In particular, while function φ

constructed in the proof of Theorem 2 depends only on distances (4.2), it is not

given in the form (4.3).

In addition to central potential functions satisfying conditions in Definition 1,

there are potentials to which Theorems 1 and 2 are not applicable. For example, if

the potential U corresponds to an external non-uniform field U1, then we have

U(q) =
N∑
i=1

U1(qi)

and U will neither satisfy the conditions in Definition 1, nor will it be possible to
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write as a function of pairwise distances (4.2). Assuming that there is no external

field present and that we have a system of N identical atoms interacting (i.e. U

satisfies condition (iv) in Definition 1), then we can formally write it as a sum of the

n-body interactions for 2 ≤ n ≤ N in the form

U(q) =
N∑
i<j

U2(qi,qj) +
N∑

i<j<k

U3(qi,qj,qk) + . . .

· · ·+ UN(q1, . . . ,qN), (4.4)

where we can naturally think about n-polyhedrons of atoms as the input to the

potential function, but these are fixed in space and a natural assumption is that given

this input, it should not matter where we fix this polyhedron (leading to translational

invariance (i)), or how we orient this polyhedron (rotational invariance (ii)). One

slightly more subtle assumption, is that we should be allowed to reflect our polyhedron

in any plane that keeps the polyhedron on one side (reflectional symmetry (iii)).

It is worth noting that although these symmetries are naturally understood, they

are powerful from a Hamiltonian point of view. Noether’s theorem says that each

continuous symmetry gives rise to a corresponding conserved quantity (in a closed

system), for example, translational invariance gives rise to conserved linear momen-

tum (which is a consequence of reciprocity of forces). Therefore, we can intuitively

understand that functions obeying these symmetries should only rely on distances.

In the next section, we provide a proof of this conclusion, where we also show that a

proper subset of pairwise distances for N > 5 can be used to describe the potential

function U .
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4.3 Proofs of Theorems 1 and 2

We prove Theorems 1 and 2, central potential theorems (CPTs), together by consid-

ering the cases N = 2, N = 3, N = 4 and N = 5, followed by an inductive argument

for N > 5. We define displacement vectors by

∆ij = qj − qi, for i, j = 1, 2, . . . , N, (4.5)

i.e. we have rij = |∆ij|.

Let us start with the case N = 2. We define function φ : [0,∞)→ R by

φ(s) = U(0, sk̂) = U(0, 0, 0, 0, 0, s), (4.6)

where k̂ is a unit vector in the direction of the positive z axis and 0 = [0, 0, 0]. Given

atom positions q1,q2 ∈ R3, we translate the configuration to position atom 1 at the

origin. Using symmetry (i) in Definition 1, we have U(q1,q2) = U(0,∆12). We

then rotate the axes using rotation R1 ∈ SO(3) such that the displacement vector

connecting the two atoms is aligned with the positive z axis, giving R1∆12 = r12k̂,

while maintaining R10 = 0. Using symmetry (ii) in Definition 1, we have

U(q1,q2) = U(0,∆12) = U(0, r12k̂) = φ(r12),

where the last equality follows from our definition (4.6). This concludes the proof of

Theorem 1 for N = 2.

4.3.1 The case N = 3

Given atom positions q1,q2,q3 ∈ R3, we consider the function U(q1,q2,q3). Using

symmetry (i) in Definition 1, we translate the configuration to position atom 1 at the
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Figure 4.1: A schematic of the constructive method in aid of the proof for the case
N = 3.

origin and consequently, we have

U(q1,q2,q3) = U(0,∆12,∆13).

Given that we have three axes to rotate around, we can always find a rotation R1

such that R1∆12 = r12k̂, as we did in the N = 2 case. Using symmetry (ii), we have

U(0,∆12,∆13) = U(0, r12k̂, R1∆13).

We note that we can find a rotation R2 about the z axis which rotates the triangle

defined by the transformed atom positions 0, r12k̂ and R1∆13 to a planar triangle in

the x-z plane, as demonstrated in Figure 4.1. Using symmetry (ii) again, we have

U(q1,q2,q3) = U(0, r12k̂, R2R1∆13).

However the key point is that R2R1∆13 is uniquely defined by the triangle with

lengths r12, r13 and r23, the angles of which can be calculated using the cosine rule,
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i.e. R2R1∆13 can be expressed as

√r2
13 −

(
r2

13 + r2
12 − r2

23

2r12

)2

, 0 ,
r2

13 + r2
12 − r2

23

2r12

 . (4.7)

Therefore there exists function φ : [0,∞)3 → R such that U(q1,q2,q3) = φ(r12, r13, r23),

for any q1, q2 and q3, confirming Theorem 1 for N = 3.

4.3.2 The case N = 4

Given atom positions q1,q2,q3,q4 ∈ R3, these can be thought of defining the vertices

of a tetrahedron (or if co-planar a quadrilateral). Following similar steps as in the

case N = 3 in Section 4.3.1, we translate atom 1 to the origin, apply rotation R1 to

orient displacement vector ∆12 with the positive z axis, then do a second rotation R2

that fixes the triangle formed by the vertices of atoms 1, 2 and 3 in the x-z plane.

As in Section 4.3.1, we have

U(q1,q2,q3,q4) = U(0, r12k̂, R2R1∆13, R2R1∆14).

Using equation (4.7), we know that R2R1∆13 is determined entirely by distances r12,

r13 and r23. All that remains to be shown is that R2R1∆14 is determined by pairwise

distances. We note that the triangle formed by atoms 1, 2 and 3 (denoted as ABC

in the lower part of our illustration of the proof in Figure 4.2) is uniquely determined

(after orienting one side with the positive z axis). Consequently, this fixes the side

BC. On the other hand the triangle BCD is uniquely determined (as one side BC is

fixed) by distances r23, r24 and r34. These can be thought of as two triangles which can

rotate around a hinge BC, so to determine the vector R2R1∆14, we necessarily need

the final distance r14 that gives the angle between the planes containing triangles ABC

and BCD (two configurations are illustrated in Figure 4.2). If triangles ABC and
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Figure 4.2: A schematic of the constructive method in aid of the proof for N = 4.
For clarity we have only highlighted the additional three displacement vectors, though
the triangle formed by vertices {1, 2, 3} lying in the x − z plane is the same as in
Figure 4.1.

BCD are co-planar, the set of all pairwise distances, with this orientation, will give a

unique description of R2R1∆14. If these triangles are not co-planar, this final distance

gives two possible vectors for R2R1∆14. These correspond to a unique R2R1∆14 and

the copy obtained by reflection in the plane containing triangle ABC. However by

property (iii) we know that if we reflect in the plane containing ABC with a matrix

denoted Q, then

U(0, r12k̂, R2R1∆13, R2R1∆14)

= U(0, r12k̂, R2R1∆13, QR2R1∆14)

Therefore there exists function φ : [0,∞)6 → R such that

U(q1,q2,q3,q4) = φ(r12, r13, r14, r23, r24, r34), for any q1, q2, q3 and q4, confirming

Theorem 1 for N = 4.
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(a) (b)

Figure 4.3: (a) The intersection of 3 spheres, based on three known centres and radii
are used to position an additional vertex.
(b) Here a fourth vertex, chosen non co-planar to the three vertices used to construct
the spheres previously, is used to uniquely determine the fourth vertex position.

4.3.3 The case N = 5

To proceed in this case, we note that any N vertex polyhedron can be made by adding

a single vertex to an N − 1 polyhedron or polygon (in the case where all other points

are co-planar). The task at hand, as in the case N = 4 in Section 4.3.2, is being

able to determine the displacement vectors once we have translated and rotated the

configuration such that R2R1∆12 = r12k̂ is aligned with the positive z axis.

An N = 5 polyhedron can be constructed from either adding a vertex onto a

pre-existing N = 4 polyhedron (at most 3 points are co-planar), or an N = 4 polygon

(where all points are co-planar). In the first case, we may take any 3 vertices on the

pre-existing polyhedron: call these vertices the transformed positions of atoms 2, 3, 4

(by property (iv) in Definition 1). If we know r25, then this fifth vertex must lie on a

sphere of radius r25, with the transformed position of atom 2 as the centre: we denote

this S2. Similarly, we construct S3 and S4 as spheres of radii r35 and r45 respectively.

This is illustrated in Figure 4.3(a). The fifth vertex lies at the intersection of three
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spheres S2, S3 and S4, which contains at most two points. If it contains exactly two

points, then we need another distance r15 (which is the distance from the vertex in

the pre-existing polyhedron that was not used as a centre of spheres S2, S3 or S4)

to determine which of those two positions is correct, see Figure 4.3(b). In this way:

4 more distances are used to specify all of the vertices of the N = 5 polyhedron.

Therefore, there exists function φ : [0,∞)10 → R such that U(q1,q2,q3,q4,q5) =

φ(r12, r13, r14, r15, r23, r24, r25, r34, r35, r45), for any q1, q2, q3, q4 and q5.

To arrive at this conclusion, we used an assumption that no four points are co-

planar. If this is not the case, then we need less distances for the specific configuration.

For example, if the pre-existing 4 vertices are co-planar: utilising the sphere approach

for any three of those vertices will result again in two possible positions for vertex

5, however using the pairwise distance between this vertex and the new vertex gives

no information, as the fourth point lies on the plane of symmetry formed by the

spheres. In this case we use property (iii), considering the reflective symmetry about

this plane to argue that we have determined all displacement vectors with this ori-

entation uniquely up to a reflection in the plane containing vertices 1, 2, 3 and 4.

In this case, we do not need the fourth distance mentioned above, and evaluating

U(q1,q2,q3,q4,q5) is possible with the 9 pairwise distances. The tenth distance is

also not needed if the intersection of spheres S2, S3 and S4 is exactly equal to one

point (when vertices 2, 3 and 4 are co-linear). Thus we have proven Theorems 1 and 2

in the case N = 5.

4.3.4 The case N > 5

We inductively prove that a similar setup as in the N = 5 case in Section 4.3.3 works

by constructing polyhedra of higher order by the addition of a new vertex. Say that

the N −1 case required the set of distances DN−1 to evaluate U(q1, . . . ,qN−1), where

|DN−1| = 4(N − 1)− 10. Which is true for the base case of N = 5.
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The most general case to consider is when we have an N − 1 polyhedron before

we introduce the new vertex. In this case, any three of the N − 1 vertices can be cho-

sen, say i, j, k. The three distances riN , rjN , rkN are used to create three intersecting

spheres and two potential positions for vertex N . We use vertex l, which is not co-

planar to i, j, k and distance rlN determines this position uniquely. Therefore the re-

quired set of distances to evaluate U(q1, . . . ,qN) is DN = DN−1∪{riN , rjN , rkN , rlN},

i.e. we need 4N − 10 pairwise distances. If there are at least four co-planar points,

then we only need 3 additional pairwise distances (so we would only need 4N − 11

pairwise distances). Since the inductive step holds for all N , and it works for the base

case of N = 5, this concludes our proofs of Theorems 1 and 2 for all N .

4.4 Corollaries

Corollary 1 (Minimal distance set). Given a central potential function U : R3N −→ R,

where q = {q1,q2, ...,qN}, with qi 6= qj ∀i 6= j, then U can be written as φ : (R+)k −→

R with k = 6+3(N −4) for N ≥ 4, given a correct initial orientation that can always

be found.

Proof. We first note that given N vertices, one can always find a triple of vertices

{i, j, k} that form a triangular face (or sub-face) of the polyhedron, that has the

property that it lies on the surface of the convex hull formed from the N points.

The key point is that all other points will lie on one side of this triangular face by

the given convexity. An example is having 5 points, but the convex hull formed is a

tetrahedron with one interior vertex enclosed: in this case 4 triples are admissible by

this criterion, and each form one of the outer triangular faces.

Every set of vertices has at least 2 triples satisfying this property: a minimal

example is given by a 7 vertex polyhedron which is formed by two tetrahedrons

sharing one vertex - only the 2 outer triangular bases form the required triple.

We propose a practical way, to find such a triple, which can then be used to
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generate the 3d convex hull in O(NhN) time, similar to planar Jarvis marching,

where N is the number of points, and hN is the number of points on the convex hull.

Given N random points in R3, one can perform a max search to locate the point with

the largest z coordinate: which takes N − 1 flops. Taking the plane z = c1, where c1

is the maximum z component of all the points: corresponding to the point (a1, b1, c1)

- this is vertex labelled i.

From here, we can pivot the plane on this point in any direction, for simplicity

pick the direction such that the unit normal is in the x − z plane. We locate the

next vertex by minimising the x − z gradient between vertex i, and all other N − 1

points, by calculating |∆z/∆x|. The point that forms the shallowest gradient (the

sign is irrelevant hence we take the modulus) with vertex i must lie on the convex

hull. Intuitively, if we were to drop an infinite rod from a horizontal orientation and

it met vertex i, it would have to pivot about this point in the x − z plane before it

met a point of first contact. This is denoted vertex j, and this procedure takes a

further 4(N − 1) flops to calculate all of the gradients and taking the modulus - then

we perform a minimum search for an additional N − 2 flops: totalling 5N − 6 flops.

Finally, we form the equation of the plane that contains vertex i and j with the

assumption that the unit normal lies in the x − z plane: n = (n1, 0, n3). Using the

fact that 2 points lie on the plane, we simply find n, which requires 11 flops. Thus we

can define the plane Π, and the infinite line L that connects vertex i and j. As per

figure 4.4, from all remaining N−2 points calculate the shortest distance to L and Π,

we denote these d1 and d2 respectively. These distances, from point m = 1, . . . , N−2,

are given by standardised formulas:

d1 =

√
|qi − qm|2|qi − qj|2 − [(qi − qm) · (qj − qi)]2

|qi − qj|2
(4.8)

d2 = |n1q
x
k + n3q

z
k +D|, (4.9)
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Figure 4.4: This figure illustrates the proposed procedure to construct the first trian-
gular face of a convex hull of points in 3d by locating vertices i, j and k.

where D = n1q
x
i + n3q

z
i = n1q

x
j + n3q

z
j by construction and is calculated in defining

Π : n1x+ n3z −D = 0.

We note that equation (4.8) requires an initial calculation of |qi − qj|2 which

requires 8 flops. For each point m = 1, . . . , N − 2, we require an additional 18 flops

to calculate d1. Similarly, use of equation (4.9) requires 5 flops for each of the N − 2

values of d2. For this stage of the process we necessarily have 8 + 23(N − 2) flops.

The key point here is that we wish to calculate the minimum angle θ, illustrated in

figure 4.4, as this means we have to turn the plane Π until we hit the first vertex,

denoted k. This forms the final triple {i, j, k}, which by construction has all other

N − 3 points to one side of it. We lastly note that d2/d1 = sin (θ), so we require

the minimum of the ratio d2/d1, which takes a further N − 2 flops, in addition to

the minimum search of N − 3 flops. Enumerating this, the final vertex requires an

additional 25N −32 flops (for N > 3). In total the procedure for finding the first face

is 31N − 39 flops, which is all we need for this work. Though one can procedurally

carry this out using one of the other vertices: j or k to start the process again, doing

this until the entire convex hull is reconstructed in O(NhN) time.

The procedure above is fairly crude but gives a practical way to reconstruct this

first triple {i, j, k}. Given this triple {i, j, k}, we note by property (iv) we can label
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these are vertices {1, 2, 3}. When following the procedure in the proof of the previous

theorem: we can orient this triangular face such that it lies entirely in the x−z plane,

and by construction, all of the other vertices are either co-planar in the y = 0 plane,

or lie entirely in y > 0 or y < 0.

When placing vertex 4, we can use the distances {r14,r24,r34} to construct the three

intersecting spheres, as argued before in the N = 4 case. The choice of intersection

is symmetric in the plane y = 0 so we can pick any such intersection point: this will

either have y = 0, y > 0 or y < 0. Given this, we can use distances {r1p,r2p,r3p} to

place the pth vertex (for p > 4) noting that the side has already been determined by

the property that all vertices should lie to one side of y = 0; namely y ≤ 0 or y ≥ 0

for all vertices. In this case, we don’t need a fourth distance to uniquely position any

of the vertices by exploiting the symmetry of property (iii).

To conclude, given one of these triangular faces on the convex hull - we can tether

every subsequent vertex with the additional 3 pairwise distances formed from this

triangle to the point, forming the vector of distances:

r = (r12, r13, r14, . . . , r1N , r23, r24, . . . , r2N , r34, r35, . . . , r3N). This means that potential

U can be written as φ(r) : (R+)6+3(N−4) → R for N ≥ 4. �

Remark. The result would come to no surprise for anyone familiar with potentials, it

makes intuitive sense that N(N − 1)/2 pairwise distances provide an adequate frame-

work to work in. Given the 3N general positional degrees of freedom, translational

invariance reduces three of these, and rotational invariance should also reduce this

further. It is however not immediately obvious that given these symmetries, 3N − 6

(for N ≥ 4) independent pairwise distances characterise this, which is what we have

shown: we will explicitly construct the function φ later on in Section 4.6.

Corollary 2 (Decomposition of many-body potentials). Given a system of N iden-

tical interacting atoms, governed by a potential function φ : (R+)N(N−1)/2 −→ R in

which:
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(i) φ depends only on pairwise distances rij where i, j = 1, ..., N with i 6= j,

(ii) φ depends only on n ≤ N-body interactions,

then

φ(r12, r13, . . . , rN−1N) =


N∑
i<j

Ψ2(rij) if n = 2

(N
n)∑
i=1

Ψn(ri) if n ≥ 3

where Ψn is an arbitrary function, and ri is a vector of, 3 distances for n = 3 and

4n − 10 distances for n ≥ 4, which define each distinct (up to rotation/reflection) n

polygon/polyhedron that can be formed from a set of N vertices of a polyhedron.

Proof. We have seen and used the fact that N identical atoms can form the vertices

of either an N polyhedron, or N polygon. The potential function only depends on

pairwise distances rij, of which there are N(N − 1)/2. If we think about a planar

embedding of this polyhedron (which can be done for convex polyhedron by Tutte’s

Embedding Theorem), we can connect all of these embedded vertices to form a fully

connected graph. The line connecting any two vertices represents the embedded

distance between the vertices.

In the case of N atoms and a potential that depends solely on n = 2 fixed body

interactions (a pair potential), then fixing each line is equivalent to fixing the entire

polyhedron. A single pairwise potential energy contribution is calculated with the dis-

tance between two atoms, and does not take into consideration the positions of other

atoms, which leads to the natural conclusion that φ(r12, r13, . . . , rN−1N) =
N∑
i<j

Ψ2(rij).

One can then think about n = 3-body interactions, which necessarily depend on

each fixed triangle, formed by any three of the N vertices. Fixing each triangle is

equivalent to fixing the entire polyhedron, as shown in figure 4.5 (with a plane embed-

ding onto an irregular pentagon). Given each potential energy contribution requires

a fixed triangle (as the potential is only distance dependent by property (i)); we nec-

essarily have that our potential that depends only on three-body interactions looks
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Figure 4.5: Here we have embedded the N = 5 polyhedron onto a planar graph, and in
fixing each triangle, we can reconstruct the full configuration. We note that there are(
N
3

)
triangles that need to be fixed, with only 5 shown here as the others overlap with

the 2d representation. The other triangles are used to fix the 3d distances between
vertices.

like φ(r12, r13, . . . , rN−1N) =
(N
3 )∑
i=1

Ψ3(ri), where ri ∈ (R+)3 is a vector that contains a

triple {rij, rjk, rki} of distances in which the index pairs (which we can transpose as

rij = rji) form a 3 cycle (ijk).

In a similar vein we can think about general n-body interactions, noting that fixing

each n polygon/polyhedron, fixes the entire configuration. By a similar reasoning we

have that φ(r12, r13, . . . , rN−1N) =
(N
n)∑
i=1

Ψn(ri), where we will work on defining ri, as

again - an arbitrary collection of distances does not define a connected polyhedron.

We start by picking a distance rij for some i, j, this fixes atoms i and j relative to

each other (by property (i) the orientation does not matter). We wish to form any

triangle connecting three vertices, in this case i, j, k, so from before, we must pick

rjk and rki. This uniquely defines a triangle up to a reflection in the side connecting

atoms i and j as two circles Cik and Cjk of radii rjk and rik, with centres: vertex

corresponding to atom i and vertex corresponding to atom j respectively, can be

created. The intersection of which gives at most two points (one if the third vertex is

co-linear, no intersections is precluded here as the third vertex does exist), and each
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choice produces an equivalent triangle, consequently, a potential energy contribution.

We say that d3(i, j, k) = {rij, rjk, rki}.

To specify the fourth point on the polyhedron, we need an additional three dis-

tances ril, rjl, rkl for a similar reasoning to the previous theorem, the intersection of

three spheres with distinct centres form two points, each of which gives the same

potential energy. Note we have to pick the distances from atoms i, j, k to this new

atom l. In this way, to define all four point polyhedrons we need sets which look like

d4(i, j, k, l) = d3(i, j, k) ∪ {ril, rjl, rkl} - these form the components of each ri. And

the potential function should be a sum over
(
N
4

)
such sets as we can choose vertices

i, j, k, l. In the case where 2 of the original i, j, k in addition to l vertices are co-linear,

only two distances are needed as the circles intersect at 1 point.

Similar to before, there are more redundancies past this owing to the linear de-

pendence of distances, not including the cases where three atoms are co-linear. One

requires, generally, 4 more distances to pin point the additional vertex; so when form-

ing d6(i, j, k, l,m, n) there are multiple choices of sets of distances which will always

work, namely

d6(i, j, k, l,m, n) = d5(i, j, k, l,m) ∪ {rin, rjn, rkn, rln}

= d5(i, j, k, l,m) ∪ {rin, rjn, rkn, rmn}

= d5(i, j, k, l,m) ∪ {rin, rjn, rln, rmn}

= d5(i, j, k, l,m) ∪ {rin, rkn, rln, rmn}

= d5(i, j, k, l,m) ∪ {rjn, rkn, rln, rmn},

as we have pinned down the previous vertices, we can choose any four to tether the

fifth vertex. Hence for n-body interactions, the size of ri is 4n − 10 for n ≥ 4 in

the worst case scenario there are no three points that are co-linear during any of the
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construction. �

Corollary 3. The many-body potential given in equation (4.4) that satisfies properties

(i)–(iv) can be written as

U(q) =
N∑
i<j

Ψ2(rij) +
N∑
n=3

(N
n)∑
i=1

Ψn(ri),

where ri is a vector containing the appropriate set of 4n− 10 distances used to define

each
(
N
n

)
n-polyhedron.

Proof. Given U satisfies the symmetric properties (i)–(iv), Theorem 1 allows us to

conclude that U must be parameterisable by pairwise distances rij. We then use

Corollary 2 to decompose each n-body term in equation (4.4) into sums over n-

polyhedra, parameterising each contribution with the 4n− 10 distances as required.

�

4.5 Two dimensional planar case

To highlight the case where we are adding an additional vertex to a set of N − 1

co-planar vertices, and the additional point is itself co-planar; we are essentially in

the remit of a 2d version of the general theorems present before in 3d.

Again, we will require a single distance rij to fix atoms i and j in some orientation,

and the triple of distances {rij, rjk, rik} to fix N = 3 atoms. This is similar to the 3d

case as three points are always co-planar. We can similarly rotate to place the entire

configuration in the x− z plane with R2R1∆12 aligning with the positive z axis.

In this case, at most three distances are required to place an additional vertex

after the initial triangle is placed, due to the fact we have 3 intersecting circles (as

opposed to spheres) with distinct centres which will intersect at 1 point. We can then
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reason the equivalent form of Theorem 2 is that for N ≥ 3:

φ : (R+)3N−6 −→ R.

We can use the first two stages of our proposed convex hull algorithm, namely finding

the point with the maximum z coordinate in N − 1 flops, then finding the shallowest

x− z gradient in 5N − 6 flops for a total of 6N − 7 flops. This identifies two vertices

we can label {1, 2} which form a line segment on the convex hull of 2d points. In this

way, we can formulate the general 2d minimum distance description of φ. With the

orientation along the positive z axis, given that this is a co-planar configuration with

vertices {1, 2} on the convex hull, all points must have x ≤ 0 or x ≥ 0.

In this way, only two distances are necessarily required to specify the additional

vertex after we have a degree of freedom on which side to place the third vertex

(this will define which side all other vertices must lie, but by property (iii) we have

reflectional symmetry in the z axis by construction).

The equivalent form of Corollary 1 in 2d is that we can write φ : (R+)k −→ R

with k = 1 + 2(N − 2) for N ≥ 2, given a correct initial orientation that can

always be found. In this way the subset of pairwise distances required is r =

{r12, r13, r14, . . . , r1N , r23, r24, . . . , r2N}.

Finally, we note that the trivial case where all atoms are co-linear requires exactly

1 + 2(N − 2) pairwise distances in 2d or 3d: where we can pick any {i, j} as vertices

{1, 2}, and the reflective symmetry of our potential is redundant as any two circles

(or indeed spheres), intersect at precisely one point.

4.6 Applications

We begin this section by detailing how to construct the function φ in corollary 1.

Given we have labelled the vertices of any triangular face of the convex hull formed
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Figure 4.6: In this figure we illustrate how one can form the vector ∆
(2)
1i with distances

{r12, r23, r2i, r1i, r3i} by defining angles θ (indexed in this case as θ21i) and β (indexed
as β32i). These are commonly referred to as polar and azimuthal angles in spherical
polar systems. The starting configuration shown is taken after the translation qi−q1,
rotation R1 and rotation R2.

by the N vertices as {1, 2, 3} and oriented this in the x− z plane; forming the vector

R2R1∆1i takes only an additional three distances {r2i, r1i, r3i}. Using figure 4.6 to

illustrate, we can form the triangle with vertices {1, 2, i}, defining the θ21i as the angle

between vectors R2R1∆12 and R2R1∆1i: we have that

cos (θ21i) =
r2

2i − r2
12 − r2

1i

−2r12r1i

. (4.10)

We then deduce the z component of R2R1∆1i is r1i cos (θ21i), whilst the distance of

r1i sin (θ21i) is projected onto the x− y plane.

Similarly the triangle formed by vertices {2, 3, i} is used to define β32i which is

the angle between vectors R2R1∆23 and R2R1∆2i: we have that

cos (β32i) =
r2

3i − r2
23 − r2

2i

−2r23r2i

. (4.11)

In this way we can explicitly write (using spherical coordinates)

R2R1∆1i =


r1i sin (θ21i) cos (β32i)

r1i sin (θ21i) sin (β32i)

r1i cos (θ21i).


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We note that inversion of equations (4.10), (4.11) can give rise to two solutions

in the range [0, 2π), which may be a cause for concern. However, we have restricted

all vertices to y ≤ 0 and y ≥ 0, which means we can restrict the range of azimuthal

angle β to give one solution.

In this way, we have that

U(q) = U(0, r12k̂, R2R1∆13, . . . , R2R1∆1i, . . . , R2R1∆1N)

= U(0, 0, 0, 0, 0, r12, r13 sin (θ213), 0, r13 sin (θ213), . . . ,

r1i sin (θ21i) cos (β32i), r1i sin (θ21i) sin (β32i), r1i cos (θ21i), . . . ,

r1N sin (θ21N) cos (β32N), r1N sin (θ21N) sin (β32N), r1N cos (θ21i))

= φ(r12, r13, . . . , r1N , r23, r24, . . . , r2N , r34, r35, . . . , r3N), (4.12)

which explicitly defines function φ in terms of 6 + 3(N − 4) distances (for N ≥ 4) for

a general potential function U(q) satisfying properties (i)–(iv).

We turn our attention to force calculations under the assumption that these can

be written as the gradient of positions: the force on atom i is given by

Fi = −∇iU(q),

which for pair potentials ends up being a sum over all of the pairwise contributions.

With this in mind, it is notable that given a potential function that exhibits just

translational invariance, such that U2(qi,qj) = Ũ2(qi− qj) for all pair contributions:

we necessarily have that the force on atom i induced by atom j is:

Fij = −∇iŨ2(qi − qj),

and this functional form gives rise to reciprocity in the sense that action equals

reaction (weak form of Newton’s third law): Fij = −Fji. Translational invariance
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alone doesn’t give rise to potentials adhering to the strong form of Newton’s third

law which dictates that pairwise forces act along the vector connecting both atoms,

rotational invariance is required as well.

In fact, when we can write a potential in terms of pairwise distances φ(rij): we

necessarily have that

Fij = −∇iφ(rij) = − 1

rij

∂φ

∂rij
(rij)∆ji,

where Newton’s third law, both strong and weak form hold.

In the case of central potential U(q), using equation (4.4) and Corollary 1 gives

us that

Fi = −∇iU(q) = −∇iφ(r) = −
N∑
j 6=i

1

rij

∂φ

∂rij
(r)∆ji. (4.13)

In an exact treatment: one has N−1 contributions to calculate in equation (4.13)

for every i = 1, . . . , N atom, where typically the total force calculation forms the

bottleneck of MD as an O(N2) process. Utilising the symmetry of rij = rji and with

no implementation of approximation schemes, means in this case one has to explicitly

calculate N(N − 1)/2 distinct contributions.

With r = (r12, r13, r14, . . . , r1N , r23, r24, . . . , r2N , r34, r35, . . . , r3N), many such deriva-

tives are trivial now. For example, the term corresponding to ∂φ/∂rmn = 0 where

m,n 6∈ {1, 2, 3}.

In this way we can conclude that:

Fi =


−

N∑
j 6=i

1
rij

∂φ
∂rij

(r)∆ji if i = 1, 2, 3

−
3∑
j=1

1
rij

∂φ
∂rij

(r)∆ji if i ≥ 4

(4.14)

which leads to a total of 3N − 6 distinct force contributions (for N ≥ 3) owing to
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the symmetry of rij = rji and noting each contribution arises from ∂φ/∂rmn. The

process of calculating forces now scales linearly as O(N), and directly comparing to

the position dependent parameterisation of N(N−1)/2 contributions, we see viewing

the problem in this way leads to equal or fewer contributions for N ≥ 3. The price

we pay for this linear scaling is that the partial derivatives become more of a handful,

though this can be tackled fairly easily on a case by case basis. The advantage here is

that once the derivatives are dealt with, you can do exact force calculations that scale

linearly with the number of atoms, a result the requires no additional assumptions

except that forces are governed by a central potential.

To demonstrate these theoretical results in the most practical way; we elucidate,

with some generality, how one can implement this to known central potentials. For

simplicity we will consider an N -atom pair potential though the methods of trans-

forming the potential in terms of distances, and calculating forces, are general.

To start, typically in literature we are presented with a central pair potential of

the form in equation (4.3), without the three-body term:

U(q1, . . . ,qN) =
N∑
i<j

Ψ2(rij) =
N∑
i<j

Ψ2(|qi − qj|).

Noting that we can use the minimal distance description given by equation (4.12)

(after an appropriate relabelling such that atoms {1, 2, 3} are vertices of a triangular

face lying on the convex hull) we derive the set of substitutions (utilising the cosine

rule to relates distances based on triangles illustrated in figure 4.6) for rij with i 6=

j = 1, . . . , N :

|qi − qj| =
√
r2

1i + r2
1j − 2r1ir1j[Aij +Bij + Cij] (4.15)

where
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Aij = sin(θ21i) sin(θ21j) cos(β32i) cos(β32j)

Bij = sin(θ21i) sin(θ21j) sin(β32i) sin(β32j)

Cij = cos(θ21i) cos(θ21j).

It is worth noting if any i, j = 1, 2 then Aij = 0 as angles θ21i = θ21j = 0. Similarly

if i, j = 1, 2, 3 then Bij = 0. In addition, as rii=0 for all i, we see expression (4.15)

gives |q1 − qi| = r1i, |q2 − qi| = r2i for all i = 1, . . . , N .

Finally, from equations (4.10) and (4.11), we conclude that Aij and Bij depend on

the set of distances {r12, r1i, r2i, r1j, r2j, r23, r3i, r3j}, whereas Cij depends on a proper

subset of these, namely {r12, r1i, r2i, r1j, r2j}.

In a pedagogical case where Ψ2(rij) = 1/rij, we could then make the substitutions

given in equation (4.15) and calculate derivatives ∂Ψ2(rij)/∂rij in accordance with

the force expression (4.14). If we take an arbitrary N we have

φ =
N∑
i=2

1

r1i

+
N∑
i=3

1

r2i

(4.16)

+
N−1∑
i=3

N∑
j=i+1

1√
r2

1i + r2
1j − 2r1ir1j[Aij +Bij + Cij]

.

We need to calculate derivatives in accordance with equation (4.14):
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∂φ

∂r1k

= − 1

r2
1k

+
N−1∑
i=3

N∑
j=i+1

(r1i − r1i(Aij +Bij + Cij))δik + r1ir1j

(
∂Aij

∂r1k
+

∂Bij

∂r1k
+

∂Cij

∂r1k

)
(
r2

1i + r2
1j − 2r1ir1j[Aij +Bij + Cij]

)3/2
,

= − 1

r2
1k

+ F(r), (4.17)

∂φ

∂r2k

= − 1

r2
2k

+
N−1∑
i=3

N∑
j=i+1

r1ir1j

(
∂Aij

∂r2k
+

∂Bij

∂r2k
+

∂Cij

∂r2k

)
(
r2

1i + r2
1j − 2r1ir1j[Aij +Bij + Cij]

)3/2
,

= − 1

r2
2k

+ G(r), (4.18)

∂φ

∂r3k

=
N−1∑
i=3

N∑
j=i+1

r1ir1j

(
∂Aij

∂r3k
+

∂Bij

∂r3k

)
(
r2

1i + r2
1j − 2r1ir1j[Aij +Bij + Cij]

)3/2
,

= − 1

r2
3k

+ H(r) (4.19)

where k > 1 in equation (4.17), k > 2 in equation (4.18) and k > 3 in equation

(4.19). We note that the first term in equations (4.17) and (4.18) are exactly what one

would have with the position dependent parameterisation of U(q) where ∂U/∂rij =

−1/r2
ij. However, at the cost of the linear scaling of force contributions in equation

(4.14); we pick up the second term corresponding to the fact we have distance-distance

dependencies. The derivatives of Aij, Bij, and Cij are not hard to calculate though

computationally they will contribute more flops to the force calculation process than

the equivalent derivative calculation in the case the minimal distance description isn’t

used. The number of derivatives is drastically reduced and scales as O(N), however

in the worst case, evaluation of functions F,G and H scale as O(N2) due to the

complexity of φ increasing.

123



4.7 Conclusion

Theorems 1 and 2 show that symmetries of the many-body system imply that the

potential U can be written in a form which only depends on pairwise distances between

atoms. Since U is a function of the 3N -dimensional state space, Theorem 1 provides

a non-linear transformation of U from a function of 3N variables q into a function

of N(N − 1)/2 distance variables, which is not optimal as it is shown in Theorem 2

where the number of distance variables scales linearly with N.

Considering the example potential (4.3), which depends on all N(N−1)/2 distance

variables, Theorem 2 provides a reduction of the number of distance variables to

O(N). However, if we use the resulting form of the potential, φ, this does not directly

translate to O(N) complexity of evaluating φ. We illustrated this with our example

potential (4.3) with Ψ2(rij) = 1/rij and Ψ3 ≡ 0, giving

U(q1,q2, . . . ,qN) =
∑
{i,j}∈S

1

rij
+
∑
{i,j}6∈S

1

rij
, (4.20)

where rij is defined by (4.2) and S is the set of pairs of indices {i, j} corresponding

to the subset of distances which is used to define φ in Theorem 2.

Theorem 2 shows that the number of elements in the set S scales as O(N), i.e.

the number of terms in the first sum on the right hand side of (4.20) is O(N), while

the number of terms in the second sum on the right hand side of (4.20) scales as

O(N2). Considering {i, j} 6∈ S, we can find k ∈ {1, 2, . . . , N} such that {i, k} ∈ S

and {j, k} ∈ S. In particular, distance rij for {i, j} 6∈ S can be expressed in terms of

distances rik and rjk using the cosine rule. Therefore, we can find an explicit form of

the potential U as a function of O(N) distances corresponding to the indices in the set

S. However, the second term in the form (4.20) will contain summations over O(N2)

terms. That is, Theorem 2 does not reduce the O(N2) complexity of calculations of

φ. It has been included to illustrate that the number of distance variables needed
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scales linearly with N in the same way as the dimension of the phase space scales

linearly with N.

Theorem 1 has been formulated as an implication, stating that symmetries (i)-

(iv) of a central potential function in Definition 1 imply that the potential can be

written as a function of pairwise distances (4.2). However, translations, rotations and

reflections are Euclidean isometries, preserving pairwise distances between atoms, so

a partial inverse of Theorem 1 also holds, i.e. any potential given as a function of

pairwise distances satisfies symmetry assumptions (i)-(iii). The property (iv) states

that we consider systems of identical atoms in this chapter. In particular, symmetries

(i)-(iv) are both necessary and sufficient conditions for a potential to be expressed as

a function of pairwise distances for systems of identical atoms.

We can generalize Theorems 1 and 2 to mixtures of atoms, i.e. for systems when

symmetry (iv) in Definition 1 does not hold. Then properties (i)-(iii) of potential U

imply that it can be expressed as a function of pairwise distances. If we further reduce

the number of symmetries the potential U has, then we can find potential functions

which cannot be expressed as a function of pairwise distances. For example,

U(q) = U(q1,q2, . . . ,qN) = d · (q2 − q1)

for any nonzero constant vector d satisfies the translational symmetry (i), but not

the rotational symmetry (ii). An example of a potential function satisfying the rota-

tional symmetry (ii) but not the translational symmetry (i) is U(q) = |q1|. In fact,

symmetries (i)-(iii) are both necessary and sufficient conditions for a potential to

be expressed as a function of pairwise distances (for systems of non-identical atoms).

Finally, a central potential U gives rise to reciprocal pairwise forces, therefore symme-

tries (i)-(iii) can be systematically broken to obtain a potential function that governs

non-reciprocal interactions.
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Chapter 5

Conclusion

The aim of this work can be summarised as improving the understanding of forces

involved in many-body systems. Force distributions have been investigated directly,

in Chapter 2 and Chapter 3, or by focusing on developing the theory of interatomic

potentials in Chapter 4. The work on force distributions largely explored standardised

moments, in the low temperature and small number density limit for 1d and 3d simple

fluids, analytically and by using MD. Force inversion was then introduced and an

approach to achieve this numerically was investigated. The final work addressed when

it is possible and practical for pairwise distances to characterise forces as opposed to

the full configuration.

In Chapter 2, we derive an expression for the standardised moments of force in

(2.8) which allows us to investigate the 1d case via direct variations in box width

and temperature. This method matches up well with integral approximations where

number density dependence is derived (2.17), and temperature dependence is given in

(2.31). We also show that the 1d partition function can be written entirely in terms

of standardised moments of force in (2.2). Many-body systems in 3d are studied ana-

lytically for N = 2 and with MD for N > 2. The power law scaling of number density

dependence in (2.39) is supported by MD, and clustering mechanics are observed.
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We begin Chapter 3 by developing the foundations of force inversion and address-

ing the harmonic potential in unbounded and also cuboidal domains. In the case of

PBCs, we show that inversion typically produced high density configurations, though

a lattice transformation can be introduced to spread the configuration out. Inverting

non-linear LJ forces is trickier and we develop a NHCM to aid the inversion (3.18);

which relies on going from purely harmonic forces to purely LJ forces. Algorithm 1

provided a good start and we explored issues of convergence, implementing the mod-

ifications of fine-tuning, and re-looping in Algorithm 2. Direct inversion of the N = 2

case is explored and Algorithm 3 is developed which pieces a continuous trajectory

together from force data.

Finally, in Chapter 4, we ask what symmetries are sufficient for us to conclude

when interactions of many-body systems can be described by pairwise distances.

Central potentials are defined as functions exhibiting some translational, rotational,

reflectional and parity symmetry. Theorem 1 concludes that these potentials can be

written in terms of all pairwise distances; Theorem 2 states we only need a proper

subset of those. The minimal set of distances is explicitly constructed; an interesting

by-product is the proposal of a new gift-wrapping algorithm. We discuss the limita-

tions of writing a potential with this set of minimal distances, using the gravitational

potential as a pedagogical example.

5.1 Further extensions to my work

We now highlight where and how key improvements can be made to various aspects

of work in Chapters 2, 3 and 4. We also provide possible future applications as an

idea of where we see the work heading.

The aim of Chapter 2 was to give an analytic description of how the standardised

moments of force relied on number density and temperature; a feat achieved in 1d

and partially in 3d. Temperature dependence was hard to investigate analytically
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with the integral approximation methods we utilised. This was due to the fact that

Laplace’s method greatly struggles on rugged potential energy landscapes admitted

by 3d many-body systems [116, 224]. One potential direction would be to use mean

field methods to get a better understanding of how temperature plays a role. Such

mean field methods have been used in the context of MD for modelling bilayers [135]

and protein-solvent systems [221].

Although we provided treatment to LJ fluids, the far-field integral approxima-

tion and Laplace calculations (specifically expanding about the potential minimum)

can be applied to any potential that has a decaying power law scaling such as the

Buckingham [30], Yukawa [236] and Coulombic potentials, so work could be extended

to include these. Finally, mathematical techniques used to reconstruct the entire

distribution from knowledge of a finite number of moments could be explored with

application to the force distribution [127], especially in the context of low density

limits where we have an explicit form of the power scaling.

The NHCM from [95] used in Chapter 3 was chosen due to its simplicity. Mod-

ifications have made the method more convergent, though this is only practical for

up to 20 atoms whereas in theory we want to be able to solve for a system of any

number of atoms with the proposed method. One possible improvement is to develop

criterion that suggests whether a configuration will work as an initial guess for the

given algorithms. The use of machine learning could play an important role here:

one could provide a data set of initial configurations that lead to either divergence

or convergence, and insight could be given in to how to develop a robust algorithm

for force inversion using NHCM [58, 105]. An alternative approach is to implement

and adapt another NHCM with reported global convergence such as Sun’s [208]. We

could potentially improve our own NHCM by using arc length continuation in areas

near a singular Jacobian [134] or by using quasi-Newton’s methods [17] to avoid the

algorithm producing configurations that converge to a singular Jacobian.
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Future application of force inversion is of particular interest: it can potentially

be used to develop Monte-Carlo schemes whereby forces are randomly perturbed

directly instead of positions. This would give a way to develop schemes useful in

protein modelling applications where energy minima are particularly hard to escape

due to configurational folding [146, 114], and a direct change in the force can move a

configuration out of this potential well in the energy landscape.

As we have shown the force space and configuration space are equivalent for some

potentials; this opens the pathway to implementing MD in the force-momentum space

as opposed to the canonical position-momentum space. This may result in reduced

complexity by circumventing the need for O(N2) pairwise force calculations, with

the benefit that positions can be obtained at any time via force inversion. One clear

limitation of this description is that any gradient calculation required in time stepping

the equations of motion, will generally require a force inversion which scales at least

as O(N2) due to matrix inversion. There is potential to develop this idea further if

explicit dependence on atomic positions can be avoided.

The results in Chapter 4 are general, however these were motivated by the field

of non-reciprocal interactions. Noting the symmetries that give rise to reciprocal

interactions, one can systematically create potentials that model non-reciprocal in-

teractions by breaking each symmetry. One possible direction is to investigate the

use of non-reciprocal interactions in self-assembly [169] by introducing potentials that

tether individual atoms to specific potential wells while maintaining pairwise interac-

tions. In this way, translational and rotational invariance are both broken. Given that

a unique equilibrium configuration is obtained when all atoms are positioned in their

respective wells, we can implement MD to simulate this system until equilibrium, or

self-assembly, is achieved.

This model is described by non-reciprocal interactions and could give rise to inter-

esting dynamics whilst providing a simple yet intuitive description for self-assembly [68,
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211]. Natural avenues to explore are investigating how long it takes for a system to

assemble given different initial levels of mixing and different initial average distances

from each atom to their respective potential well. In addition to this, the well posi-

tions themselves can be varied and the relation of ‘well density’ to assembly time can

be studied.

5.2 How my work relates to the field of molecular dynamics

We conclude the thesis by providing slightly broader strokes, painting the picture of

where this work fits in to the field of MD.

The main problem MD faces is handling the computational complexity required to

model certain features of interacting systems. This was introduced in Section 1.3 and

understanding what we want to describe informs what resolution a model can feasibly

be. Coarse graining gives us a way to model a system in a more computationally

efficient way while still maintaining the essence of what we wish to capture; if that

is dynamics, then force-matching works well [166]. The work of Chapter 2 helps

analyse the behaviour of force distributions through standardised moments. These

moments can be used in conjunction with bottom-up CG force-matching methods

like MS-CG [83], or to directly parameterise other CG models [49] to capture the

non-Gaussian force distribution seen in simple fluids [198, 32]. This compliments

work done in this area based on density functional theory [181] for high density

systems with a bounded potential (finite at zero interatomic distance). Instead, we

have investigated the low density limit (and small temperature limit) of the force

distribution for LJ fluids, which is not bounded.

Chapter 3 largely ties in with the modelling of bio-molecular structures with its

applications to bonded interactions. In order to reduce the complexity of the model,

bond deformations are viewed as oscillations around an equilibrium configuration -

the potential is modelled as a harmonic oscillator where spring constants are derived
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from a covariance matrix [14]. The analysis on the inversion of force data to reproduce

a harmonic configuration (creating a harmonic system) addressed in Chapter 3 can

be use to provide an alternative method for simplifying a system, at any stage, to

one governed by harmonic forces. Similarly, the idea of force inversion can be used

to simplify a system to one governed by any pairwise potential, though if the forces

are non-linear, a NHCM can be used.

One of the main aims of MD is to aid understanding of mechanisms underlying

chemical and physical phenomena. Self assembly is one such mechanism that MD has

been employed to understand in the field of intrinsically disordered proteins - this is

called liquid-liquid phase separation [69, 5, 38]. The work undertaken in Chapter 4

is useful for giving a way to bridge the gap between this field, and non-reciprocal

interactions, as models can be developed by breaking symmetries that induce self

assembly, as mentioned in Section 5.1.

The work presented in this thesis has furthered the theoretical understanding of

forces in general, providing novel insights which have far reaching applications in

MD.
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