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ABSTRACT 

The Acquired Immuno-Deficiency Syndrome (AIDS) and its causative agent, Human 

Immunodeficiency Virus (HIV) were recognised in the early 1980s. HIV/AIDS is one of the 

highest contributors to morbidity and a leading cause of mortality, worldwide, making it a public 

health concern. Diagnosis with HIV during the 1980s and early 1990s was like a death penalty 

but the life expectancy of the HIV infected individuals has increased over the years and is 

approaching that for the general population. This is attributed to improvement in management 

and treatment of people living with HIV/AIDS, the effective use of antiretroviral therapies 

(ARTs) combined with early HIV diagnosis, because earlier treatment with ARTs is more 

effective. In addition to enabling individuals to get better health outcomes and optimise their 

quality of life, early diagnosis of HIV is also important in reducing onward transmission of the 

disease and reducing healthcare costs. In UK, an action plan was put in plan to eliminate 

HIV/AIDS by 2025 and this relies on increasing uptake of HIV testing in various settings 

including primary care, in order to increase early diagnosis.  

 

This thesis developed a prediction model which could be used in primary care to identify 

patients likely to be HIV positive and to prompt clinicians to offer them HIV testing. It also 

investigated issues in implementation of a point-of-care alert.  

 

A systematic review was conducted to identify candidate predictor variables to use in the 

prediction model. Qualitative research was undertaken to find out if GPs used euphemistic 

terms to record a diagnosis of HIV in primary care records. Using the results from the 

systematic review and the qualitative research, a cohort study was conducted to derive and 

internally validate a HIV prediction model. Finally, a systematic review was conducted to elicit 

clinicians’ views on barriers and facilitators of use of point-of-care alerts to ensure that they 

are considered in the development of a HIV point-of-care alert. 
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Demographic, socio-economic, lifestyle/behavioural, and clinical and comorbid conditions that 

predict risk of HIV infection were identified in this research. The demographic and socio-

economic predictors associated with a risk of HIV infection were female gender (HR, 1.19 (CI: 

1.13-1.25)), 25-34 years age group (HR, 1.29 (CI: 1.21-1.39)), being of black, (HR 10.95 (CI: 

10.08-11.89)) and mixed/other ethnicity, deprivation (HR ranging from 1.3 to 1.85, increasing 

with deprivation) and living in urban areas (HR, 1.12 (CI: 1-1.25)). Lifestyle predictors were 

current smoker or ex-smoker (HR, 1.01 (CI:1.01-1.02), drug misuse (HR, 2.25 (CI: 2.01-2.52)) 

and contact abroad (HR, 2.04 (CI: 1.76-2.36)). Clinical and comorbid conditions included 

Kaposi’s sarcoma (HR, 171.01 (CI: 89.06-328.37)), pneumocystis carinii (HR, 71.15 (CI: 

10.09-501.98)), progressive multifocal leukoencephalopathy (HR, 55.89 (CI: 14.16-220.66)), 

syphilis (HR, 10.88 (CI: 6.86-17.27)), non-Hodgkin’s lymphoma (HR, 9.31 (CI: 7.04-12.33)), 

tuberculosis (HR, 2.29 (CI: 1.15-4.55)), cerebral toxoplasmosis abscess (HR, 7.88 (CI: 2.98-

20.84)). The other clinical and comorbid predictors were anal cancer or anal intraepithelial 

dysplasia, aseptic meningitis/encephalitis, oral candidiasis, hepatitis B and C, blood dyscrasia, 

chronic liver disease, depression and current STI (excluding syphilis) or any previous STI. The 

C-statistic from the model was 0.74 the optimism adjusted C-slope was 0.990. The sensitivity 

at 0.25% cut-off was 37% and the specificity was 84%.  

 

The results from the model could develop a risk score to identify patients at high risk of HIV 

infection in primary care through a point-of-care alert. The identified patients could be offered 

HIV testing. Barriers and facilitators that affect the use of point-of-care alerts were identified. 

They fall under the intervention (characteristics of the alert), features pertaining to the setting 

(GP practice) and person (features related to the clinicians). 
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This study identified demographic, socio-economic, lifestyle/behavioural, clinical and 

comorbid conditions that predict risk of HIV infection. These predictors could be used to 

identify patients at high risk of HIV infection in primary care through a point-of-care alert. The 

study identified the barriers and facilitators that should be considered to ensure utilisation of a 

pop-up alert in primary care. 
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Chapter 1: Introduction 

1.1 Introduction to chapter 

This chapter will cover the background to HIV, late diagnosis, public health significance, effect 

of Covid-19 pandemic on HIV, strategy and United Kingdom (UK) policy on HIV/AIDS, the role 

of primary care in diagnosing and managing HIV and the guidelines relevant to primary care. 

The last section of the chapter introduces thesis overview, covering Wilson and Jungner 

principles of screening, a summary of the purpose of this thesis and overview of the chapters. 

1.2 Background to HIV 

The Acquired Immuno-Deficiency Syndrome (AIDS) is an infectious disease caused by a 

retrovirus, Human Immunodeficiency Virus (HIV) [1] [2]. AIDS was first recognised in 1981 

when rare infections, pneumocystis carinii, pneumonia (PCP) and Kaposi’s sarcoma (KS), 

were diagnosed in injecting drug users and otherwise healthy gay men [3] [4] [5] [6] [7] [8] [9]. 

These rare infections suggested severe impairment of the immune system due to depletion of 

T-lymphocytes cells [4] [10]. The patients died, despite treatment of the opportunistic 

conditions, with a median survival time after diagnosis of less than 20 months [10] [11]. 

Research identified HIV as the etiologic agent in 1983 [3] [4]. 

 

HIV is transmitted through the exchange of a variety of bodily fluids, mainly sexually, perinatal 

and blood-borne [7] [12] [13]. HIV infected individuals become HIV positive within 3 to 6 

months of infection, and high levels of the virus circulate in the body, resulting in rapid 

replication in infected cells [14]. Following initial infection, some individuals develop acute 

retroviral syndrome symptoms, followed by up to several years, where they remain 

asymptomatic after seroconversion [3] [15]. HIV is more concentrated during the acute 

infection stage and the advanced stage, when viral shedding is at the highest level [16]. 
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The progression from HIV infection to AIDS is characterised by impaired cell-mediated 

immunity, due to depletion of Cluster of Differentiation 4 (CD4) T-lymphocytes cells, leading 

to severely damaged immunologic functions [4]. There is a continuum of clinical phases, 

indicative of the level of immunodeficiency associated with the advancement of HIV infection 

[17]. The World Health Organisation (WHO) produced a Clinical Staging system. Stage 1 

patients are asymptomatic and have persistent generalised lymphadenopathy for longer than 

6 months [17] [18]. Stage 2 patients have mild symptoms such as unexplained weight loss of 

less than 10 percent of total body weight, recurrent respiratory infections and a range of 

dermatological conditions [17] [18]. Stage 2 may last 10 years or more without HIV treatment 

[19]. Stage 3 patients are moderately symptomatic with additional clinical conditions including 

weight loss of over 10 percent of total body weight, prolonged unexplained diarrhoea and 

severe systemic bacterial infections [17] [18]. Stage 3 lasts about 3 years without treatment 

[19]. Stage 4 patients are severely symptomatic with all AIDS defining symptoms [17] [18]. At 

this stage, when CD4 cells decline, patients become more susceptible to opportunistic 

conditions such as PCP, KS, severe ulcerative herpes simplex infections, oral and 

oesophageal candidiasis and central nervous system toxoplasmosis [20] [10]. The main cause 

of death in AIDS patients is opportunistic infections [10]. 

 

Initially, the diagnosis with HIV during the 1980s and early 1990s, when no effective treatment 

was available, was like a death penalty [11] [21] [22]. Improvement in management and 

treatment of people living with HIV/AIDS, the effective use of antiretroviral therapies (ARTs) 

combined with early diagnosis, over the years, has resulted in life expectancy of HIV infected 

individuals almost approaching that for the general population [11] [21]. In a UK study, patients 

diagnosed with HIV in 1997-2003 had approximately 45 percent higher risk of death compared 

to those diagnosed in 2008-2012 (hazard ratio=0·55, CI:0·48–0·63) [23]. A study in England 

and Wales confirmed a decline in All-cause Mortality Rate (AMR) in HIV diagnosed patients 

aged 15-59 years from 217 per 10,000 people in 1999 to 82 per 10,000 in 2008 [21]. A 



3 

Canadian study also discovered a decline of 83 percent in All-cause Standardised Mortality 

Ratio (≥19 years) from 126.8 (95% CI: 84.9-168.6) per 1000 population in 1996 to 21.3 (95% 

CI: 17.8-24.8) per 1000 in 2011-2012 [24]. 

 

This section provided the background to HIV/AIDS and revealed that it was like a death 

sentence when it was first diagnosed in the 1980s and early 1990s. The effectiveness of ARTs 

and improvement in management of care have increased the life expectancy of people living 

with HIV. This improvement in management of care relied on the use of diagnostic tests to 

identify infected individuals, covered in the next section.  

1.3 Diagnostic tests for HIV 

HIV testing is performed through serological tests of CD4 counts and HIV viral load, which 

detect specific antibodies, antigens, or both in a serum sample, thereby establishing the rate 

of damage to immune system and the level of immunosuppression [17] [16] [25].The methods 

used in routine HIV testing either involve use of screening assays on blood for laboratory 

testing or rapid tests conducted on samples from a finger-prick or mouth swab at point-of-care. 

The commonly used and recommended first-line assays detect HIV antibodies and the HIV 

p24 antigens simultaneously [20] [26]. These assays can be utilised within a month of HIV 

infection [20] [26]. The sensitivity of these assay tests ranges from 99.8 to 100 percent and 

the specificity ranges from 99.4 to 100 percent [27] [28].  

 

Point-of-care tests (POCTs) are rapid testing devices that diagnose HIV from finger-prick or 

mouth swap samples within 15 minutes [20] [26] [29]. A diagnostic assessment conducted 

between 2014 and 2016 found sensitivities for HIV tests of four rapid dual HIV/Syphilis rapid 

diagnostic tests (RDTs), ranging from 99.5 to 100 percent (CI: 95-100 percent) and specificity 

ranging from 93.5 to 99.5 percent (CI: 89.1-100 percent) [29]. This was confirmed by a 
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systematic review that evaluated the performance of RDTs for HIV/Syphilis, which found that 

the range for sensitivity from selected studies was 96 to 100 percent and specificity was 92 to 

100 percent [30]. This shows that rapid HIV tests have as high sensitivity and specificity as 

the laboratory tests thereby giving significantly acceptable results. 

 

Evidence has shown that the use of rapid HIV tests is feasible and acceptable by patients and 

the general practitioners. A pilot study conducted in London established that it was feasible to 

offer Rapid HIV test in primary care and patients likely to accept the offer were Black African 

and Black Caribbean [31]. A systematic review on acceptability of and preference for rapid 

point-of-care HIV testing in youth also demonstrated that youth accept the offer for a test in 

various settings including primary care [32]. A study in Spain investigated attitudes of general 

practitioners to rapid HIV testing and it revealed that even GPs accept and were willing to use 

rapid HIV testing, but this should be accompanied by training on the use of rapid tests [33]. 

1.4 Effects of early HIV diagnosis 

Early diagnosis of HIV, when CD4 count is >350/mm3, reduces onward transmission of the 

disease, enables individuals to get better health outcomes, optimises quality of life and reduce 

healthcare costs [34] [35]. On the other hand, in the UK, late diagnosis of HIV (CD4 count 

<350/mm3) contributes to HIV/AIDS-related morbidity and mortality, reduces response to 

antiretroviral therapies, reduces quality of life and increases healthcare costs and 

undiagnosed infection limits the efforts to reduce transmission [20] [36]. A study in the USA 

found that 91.5 percent of HIV transmissions in 2009 were attributed to people that were HIV 

infected but undiagnosed or those diagnosed with HIV but not retained in HIV medical care 

[37]. 
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Early diagnosis of HIV infection, when plasma viral load is at its highest (during the acute and 

late stages of HIV infection), allows for implementation of preventative measures aimed at 

avoiding or reducing further transmission, including use of post-exposure prophylaxis and 

taking behavioural changes to reduce risk of transmission [16] [25] [38]. Infected individuals 

unknowingly spread the disease if they are not aware of their HIV status. Research suggests 

that over 50 percent of new HIV infections are linked to people unaware that they were infected 

and about a third had not ever taken a HIV test [39] [40]. The research indicated that people 

with acute HIV infection who are unaware of their HIV status led to considerable HIV 

transmission [40]. 

 

The introduction of ARTs in HIV care and treatment has led to increased life expectancy and 

improved prognosis of HIV infected individuals, as well as 80 percent reduction in HIV related 

mortality in industrialised countries [14]. Evidence reveals that ARTs are more effective in 

reducing disease progression and mortality from HIV associated conditions if they are 

introduced before severe immunological impairment, which happens when CD4 

count<200/mm3 [41]. A cohort study conducted in outpatient HIV clinics throughout the United 

Kingdom showed that patients diagnosed late, when their CD4 count had fallen below 350 

cells/mm3, had at least 10 years less life expectancy at age 20 compared to those patients 

starting ARTs when their CD4 count was above 350 cells/mm3 [42]. Late diagnosis of HIV is 

associated with a ten-fold increase in risk of mortality within the first year of diagnosis 

compared to early diagnosis [43] [44]. Furthermore, patients that started ARTs after early 

diagnosis benefit from immunologic recovery compared to late presenters [45] [46]. Early 

initiation of ARTs is associated with restricted viral reservoir establishment and composition 

[46]. A study conducted in Africa, US and Asia found that early treatment with ARTs led to 

reduction in onward transmission of HIV to sexual partners [47] [48].  
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Higher treatment and care costs of HIV infected individuals, in some cases 1.5 to 4 times 

higher, has been linked to late diagnosis [49] [50]. In addition to high costs of ARTs, patients 

diagnosed late have a high risk of inpatient episodes and are susceptible to HIV-associated 

comorbidities [49] [51] [52]. On the contrary, early diagnosis (and early initiation of treatment) 

reduce costs by minimising hospital attendances and admissions, reducing adverse effects of 

drugs, preventing HIV-related comorbidities and improving patient care pathways and models 

[49]. This was confirmed by a UK study which used routinely collected data from HIV units and 

hospitals to compare costs and cost-effectiveness of routine pre-combination antiretroviral 

therapy (pre-cART) and first-line combination antiretroviral therapy (cART) between people 

living with HIV with CD4≤200 cells/mm3 and those with CD4>200 cells/mm3 [53]. The study 

concluded that the annual estimated cost for starting standard first line ARTs was 18 percent 

lower for patients diagnosed earlier compared to those severely immunocompromised (CD4 

count < 200 cells/mm3) [53]. 

1.5 Treatments for HIV 

Treatments of HIV have evolved since the first treatment was approved in 1987. The 

breakthrough came when researchers realised that Zidovudine, a failed cancer drug 

discovered in the 1960s, stopped multiplication of the virus thereby helping patients to live 

longer [54] [55]. Zidovudine and the drugs used prior to 1995 were nucleoside reverse 

transcriptase inhibitor (NRTI). The challenges of early introduction of these drugs were “high 

pill burdens, inconvenient dosing, treatment-limiting toxicities and incomplete virological 

suppression”,  

Figure 1.5-1 [54] [55]. The drugs stopped working due to viral resistance and mutations, 

leading to the development of protease inhibitors (PI) and non-nucleoside reverse 

transcriptase inhibitor (NNRTI) in 1995, [54] [55]. These drugs led to introduction of Highly 

Active Antiretroviral Therapy (HAART) regimens (made up of two NRTIs combined with a PI 

or NNRTI), which were able to suppress the virus [55]. The use of two NRTIs combined with 
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a third agent (such as PI or NNRTI) is the strategy currently in use and is now referred to as 

combination antiretroviral therapy (cART) [54] [55]. Additionally, a prevention treatment 

strategy, pre-exposure prophylaxis (PrEP), was introduced in 2012 and it was administered to 

healthy individuals to avoid HIV transmission [54] [56]. 

Figure 1.5-1: Timeline of HIV antiretroviral development of >25 drugs across five 
different classes, 1987-2013 

 
Adopted from Tseng et al, 2014 [55] 
NB: Approval dates refers to US Food and Drug Administration (FDA) approval dates. 
    Drugs illustrated with an ‘X’ are those no longer available/used by 2013. 

 

1.6 Global public health significance 

The global burden of HIV/AIDS as a public health issue cannot be understated. The World 

Health Organisation (WHO) estimated that over 79.3 million people have been infected by HIV 

by 2020 and 36.3 million people had died of HIV/AIDS related diseases, approximately 

680,000 in 2020 [57]. In 2020, it was estimated 37.7 million people were living with HIV 

worldwide and 1.5 million were newly diagnosed [57]. The number of HIV related deaths 

increased from 290,000 in 1990 to a peak of 1.9 million in 2003, remained constantly high until 

2006 and then declined to the estimated 680,000 HIV-related deaths in 2020 [58]. 
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Continental variations in the number of people living with HIV infections are noticeable, with 

Africa accounting for two-thirds of the global HIV infected population, followed by South-East 

Asia (9.8 percent) and the Americas (9.8 percent) [59]. In 2020, the prevalence of HIV infected 

people per 1000 adult population was estimated at 3.6 percent (CI: 2.9–4.2) in Africa, 0.5 

percent (CI: [0.3–0.6) in Americas and 0.2 percent (CI: 0.2–0.3) in South-East Asia (SE Asia) 

[59]. Europe was ranked 4 h, accounting for 6.9 percent of global HIV/AIDS population with a 

prevalence rate of 0.4 percent (CI: 0.4–0.5) [59]. Similarly, there were continental variations 

in incidences of HIV/AIDS in 2020, with Africa recording the highest number of new diagnosis 

of 880,000 (CI: 590,000–1,300,000), followed by 170,000 (CI: 140,000–200 000) in Europe, 

150,000 (CI: 110,000–210,000) in the Americas and 120,000 (CI: 78,000–150,000) in Western 

Pacific Region [59]. The global total of new cases of HIV infections increased from 

approximately 1.9 million infected people in 1990 to approximately 3.4 million people in 1995 

and declined to the estimated 1.5 million people in 2020 [58]. 

 

1.7 UK public health significance 

The first case of AIDS in UK was a patient referred “with opportunistic infections indicative of 

immunosuppression” to a London Hospital in December 1981 [60]. Surveillance systems were 

put in place in 1982, collating data on AIDS related clinical reports and notifications of deaths 

(56). Data collected through surveillance evolved with improvements in treatments, patient 

care and laboratory techniques [60]. United Kingdom Health Security Agency (UKHSA), 

formerly Public Health England (PHE), in collaboration with Department of Health and Social 

Care (DHSC) and a Clinical Reference Group for HIV, collates and analyses the UK wide data 

from outpatient HIV services and laboratories via the surveillance systems such as HIV and 

AIDS Reporting System (HARS) and the National CD4 Surveillance scheme, HIV and AIDS 

New Diagnoses and Deaths Database (HANDD), Integrated Screening Outcomes 

Surveillance Service (ISOSS) part of the NHS and Infectious Diseases in Pregnancy 

Screening Programme (IDPS) [61] [62]. Data published from UKHSA are the official statistics 
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on HIV. The data on HIV reported in 2020 was complete when disaggregated by gender and 

age, but data was only 82% complete for ethnicity and 81% complete for country of birth [62].  

 

In 2020, the results from the surveillance data revealed that approximately 106,890 individuals 

in UK were living with HIV, of whom 2,766 were newly diagnosed and there were 634 deaths 

[62] [63]. Annual deaths in UK increased from 930 in 1990, to a peak of 1,720 deaths in 1994, 

followed by a sharp decrease from approximately 1,480 deaths in 1996 to 750 in 1997, a 

gradual decline to 525 in 2017 and then a slight increase to 634 in 2020, Figure 1.7-1 [58] 

[62]. The figures for 2020 depict the impact of Covid-19 on access to HIV services with at least 

99 deaths attributed to COVID-19 between March and June 2020 [64]. 

Figure 1.7-1: Number of AIDS related deaths and newly diagnosed HIV infections, 
1990 to 2020 

 

Data Source: United Kingdom Health Security Agency, 2021 and Public Health England, 2018.  

 

In UKSHA data, the exposure categories accounting for the highest number of people seen 

for HIV care in the UK in 2020 were: MSM (46 percent), heterosexual contacts (46 percent), 

and Black Africans (29 percent) [62] [65]. Similarly, the number of new diagnoses in UK varies 
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by exposure category as shown by 2020 figures which showed that over a third of the new 

diagnoses (995) were reported among gay and bisexual and other MSM, 496 among 

heterosexual men, 571 among heterosexual women and 59 among people who inject drugs 

[62]. The number of newly diagnosed HIV individuals increased from 1,950 people in 1988 to 

a peak of 7,870 people in 2005 followed by a gradual decline to 4,328 in 2019 and then a 

sharp decrease to 2,766 in 2020, Figure 1.7-1 [62]. The sharp decrease in 2019 to 2020 could 

be a result of the impact of COVID-19 on HIV testing [64] [66]. 

 

From 2008 to 2020, approximately 38 percent of newly diagnosed HIV infections in the UK 

were aged 35-49 years [62]. UKHSA estimated that 23 percent of people living with HIV were 

50 years and older in 2008 compared to 39 percent in 2017 [63] [67]. In 2020, males accounted 

for 71 percent of people newly diagnosed with HIV in the UK and about 62 percent of people 

living with HIV and aware of their HIV status) [62].  

 

1.8 Effects of Covid-19 pandemic on HIV 

As mentioned in the previous section, there is evidence from the UK that HIV diagnoses 

decreased during Covid-19 pandemic [64]. This may be due to changes in sexual behaviour 

(lower incidence) but also reduced testing (less diagnosis) in sexual health service and primary 

care [64]. “Testing rates dropped in 2020 with the steepest decreases in areas of extremely 

high HIV prevalence in GP and secondary care but increased in emergency departments.” 

[64] [66] [68]. Analysis of HIV testing in Brighton and Hove found that the Covid-19 pandemic 

resulted in a decrease in HIV testing by 64% in sexual health services (SHS) and a decrease 

in testing and diagnoses in primary care, during the “lockdown” from April 2020 [68]. This 

analysis highlighted that half of HIV testing conducted in 2020 were performed during the first 

quarter of the calendar year [68]. An observational study conducted in USA (Louisiana, 

Minnesota, Rhode Island and Washington) found a substantial decrease in trend of HIV testing 



11 

and suggested that new HIV infections “may be undiagnosed and not yet linked to clinical care 

and services” [69].  

 

In addition to a decline in HIV testing, Covid-19 pandemic had an impact on sexual behaviour 

and access to HIV services (63). A cross-sectional, web-based survey among MSM in UK 

found that Covid-19 restrictions considerably affected sexual behaviour (25 percent having 

been sexually active with partners outside their household in a risky behaviour) and mental 

well-being (such as anxiety and loneliness) of the respondents. Furthermore, a calibrated HIV 

transmission model during Covid-19 pandemic conducted in Maryland, USA found a 6-month 

reduction of 25 percent in sexual partners for MSM and the disruptions to preventative 

measures such as condom use, PrEP initiations/use and ART initiations, which were predicted 

to result in increased HIV infections [70].  

 

Although there were negative impacts of Covid-19 pandemic, alternative approaches to testing 

were piloted or intensified during the pandemic. In England, the introduction of “social 

distance” during Covid-19 pandemic, led to introduction of online or virtual provision of 

services including online request for tests and self-sampling [71]. A pilot conducted in 

Washington, during the Covid-19 pandemic, found that mail-out HIV and sexually transmitted 

infections testing was accepted by high priority populations in urban and diverse areas [72].  

 

Overall, the pandemic may have contributed to late diagnosis and reduced HIV testing in 

primary care. This, therefore, supports the development of strategies to increase HIV testing 

in primary care.  
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1.9 Strategy for elimination of AIDS 

The Joint United Nations Programme on HIV/AIDS (UNAIDS), in a strategy to eliminate AIDS 

by 2030, set a 90-90-90 target for 2020 [73] [74]. This target aims to have 90 percent of HIV 

infected individuals knowing their status, 90 percent of those diagnosed on ARTs and 90 

percent of those on ART having an undetectable viral load. The strategy focuses on drastically 

reducing new HIV infections, thereby protecting future generations from acquiring the virus 

[74].  

 

UK met the target of 90:90:90 in 2017. By December 2020, 95 percent of HIV infected 

individuals knew their status, 99 percent of those diagnosed were on ARTs and 97 percent of 

those on therapies had an undetectable viral load [64]. Although United Kingdom met the 

target, it was estimated that 4 to 7 percent of HIV infected individual were still unaware of their 

HIV status in the UK in 2020 and 906 of the 2,766 new diagnoses (33 percent) were diagnosed 

late [67]. Hence the need to find alternative ways of increasing uptake of HIV diagnostic testing 

which could speed up the reduction in HIV transmission [63]. 

 

The DHSC published an action plan in 2021, focussing on ending HIV transmission by 2025 

[75]. The action plan recommends expansion of settings that offer HIV testing and the use of 

an opt-out approach to offering diagnostic tests [75]. Opt-out testing is when patients are 

informed that everyone is routinely tested for HIV, unless they decline [76] [77] [78]. This HIV 

testing approach is employed in antenatal clinics of UK and has a 99% testing coverage [76]. 

Opt-in is when HIV testing is offered but patients are not tested unless they explicitly consent 

to testing [78]. A qualitative study to understand perception towards opt-out testing in primary 

care discovered that this approach to HIV testing was more acceptable to patients when 

offered in GP practice than in hospital [77]. An opt-out approach is preferred since it makes 

no judgement on patients, and it could also help in tackling stigma attached to HIV [79]. 
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However, an HIV test offer might be taken as a judgement of a patient’s “sexuality, ethnicity, 

or behaviour, unless it is clearly explained and understood that the test is offered to all patients” 

[77]. The ambition of eliminating HIV transmission requires “additional and intensified 

prevention measures”, especially among communities were decline in undiagnosed HIV is 

slower, even though they have very low prevalence, such as people aged 45-59 years or 

ethnicity other than Black Africans living outside London [80]. 

1.10 UK policy on HIV testing 

In UK, prior to 2001, HIV testing was mostly restricted to individuals that attended Sexual 

Health or Genitourinary Medicine (GUM) Clinics and requested a test [20]. The uptake of HIV 

testing via this route was very low. After 2001, it was recommended that GUM clinics 

attendees should all be offered HIV testing unless they “opt-out”, resulting in an increase in 

uptake of HIV testing [20]. A universal “opt-out” approach was also introduced in antenatal 

clinics in 2000, reducing the percentage of women with undiagnosed HIV infection prior to 

delivery from 18 percent in 2000 to fewer than 10 percent in 2006 [20] [81]. In 2008, another 

route of HIV testing was introduced, offering tests in a wider range of health settings such as 

hospitals, termination of pregnancy services, drug treatment centres and primary care (new 

registrants), especially in areas of high prevalence (greater than two per 1000 population) [20] 

[82].  

 

A systematic review looking at studies reporting the number of tests offered by providers 

discovered that adherence to British HIV Association (BHIVA) 2008 guidelines was poor with 

27 percent of eligible patients receiving HIV testing [82]. The study concluded that low testing 

was mostly due to low offers for HIV testing from providers in settings other than the 

established testing offered in GUM clinics and antenatal care [82]. The systematic review 

found that low testing coverage was mainly due to low proportion of providers offering HIV 

testing (40.4 percent) compared to 71.5 percent of patients’ acceptance of the tests [82]. 
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Another study on HIV diagnosis in England, Wales and Northern Ireland showed an increase 

in proportion of patients diagnosed in non-traditional settings (settings other than GUM clinics 

and antenatal clinics) from 27 percent in 2005 to 32 percent in 2014 [83]. 

 

The 2021 action plan in England recommended opt-out HIV testing in high or very high 

prevalence settings, such as “primary care, emergency departments, prisons and termination 

of pregnancy services” [75]. It further recommended that additional testing via self-sampling 

ordered online should be explored, as it has increased since 2018 (65 percent increase from 

2018 to 2019, an increase of approximately 10,000 tests in England) [75]. The action plan was 

in line with 2020 BHIVA guidelines, which recommended that HIV testing should be normalised 

in healthcare settings, including opt-out and self-testing [84].  

1.11 Reasons for late HIV diagnosis in UK 

The reasons for delayed HIV testing can be categorised into individual, social, structural and 

environmental barriers. Individual factors are personal traits and behaviours that hinder or 

facilitate HIV testing, and these are demographic, migratory, knowledge, lifestyle choices and 

attitudes [85]. Studies have identified that the personal barriers to HIV diagnosis include: fear 

of HIV-related stigma and discrimination, misconception that testing positive would lead to 

deportation (in migrant populations), perceived risk of HIV infection, despondency in relation 

to lack of treatment, fear of relationships breaking up after testing positive, unawareness on 

how to access testing centres and fear of changes in life as a result of a positive diagnosis 

[85] [86] [87] [88] [89] [90] [91] [92]. Results from a Swiss HIV Cohort Study discovered that a 

high proportion of late presenters of HIV were from Sub-Saharan Africa [93]. The study stated 

that the reasons for late presentation were: i) lack of knowledge about possibilities of 

anonymous HIV testing; ii) fear-related issues, including fear of deportation; and iii) having 

difficulties in accessing testing services [93]. 
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Social barriers and facilitators refer to influences of culture and community, including family, 

friends and society at large [85]. Social factors include persistence of HIV-related stigma and 

discrimination, and cultural norms in some communities [88] [89] [90] [94]. Structural and 

environmental factors refer to barriers and facilitators at a higher level and outside the 

influence of an individual, community and culture, but affect individuals [85]. These factors are 

part of the wider social determinants of health that are governmental, systemic, policy 

decisions and institutional.  

 

Institutional factors are those that affect access to HIV testing services, including clinicians’ 

views and opinions, comfort in discussing HIV testing or giving positive result and in some 

cases, inability to accept results [95] [96] [97] [98]. Some of the practitioner-based barriers 

highlighted in literature include lengthy pre-test counselling, anxiety and stigma [99]. A 

systematic review conducted in USA suggested that provider-related stigma was associated 

with providers with no or limited training in the past 12 months [100]. This was supported by 

an online survey conducted in Southern United States, which concluded that offering of HIV 

testing by primary care providers in high risk areas is affected by providers’: 1) opinion of risk 

factors and non-disclosure of risk behaviours by patients; 2) views on patient obstacles to 

accessing care; and 3) misconceptions on HIV risk and stigma [101]. However, some of the 

factors/barriers can be addressed by training, as shown by a training intervention study in a 

high prevalence area of London where GPs and nurses were trained “on sexual health clinical 

skills and sexual history”, resulting in over 50 percent increase in HIV testing [95]. A systematic 

review on barriers and facilitators of HIV testing in primary care recommended that providers 

should have continuous sexual health education including updates on guidelines [102]. A 

systematic review conducted in 2019 found that facilitators to routine HIV testing included 

integration of HIV testing into clinical workflows, training of testing champions, removal of 

formal aspects such as consent and pre/post counselling, and community-level facilitators 

centred on reducing stigma [103]. Governmental factors included: distrust in government, 
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policies (such as universal testing) and lack of political will [96] [104]. These barriers to testing 

should be considered when more testing is recommended in all settings such as primary care.  

1.12 Guidelines relevant to primary care.  

There has been a notable increase in diagnosis outside the specialised sexual health services 

(SHS) in UK, in response to national and international recommendations and guidelines 

produced in the last decade [63]. The guidance documents were produced by WHO, BHIVA, 

The National Institute for Health and Care Excellence (NICE) and British Association for 

Sexual Health and HIV (BASHH) and were aimed at increasing uptake of HIV testing for 

various target groups.  

 

In 2008, BHIVA produced guidance aimed at increasing uptake of HIV testing in primary care 

[20]. The guidelines in 2020 also recommended increasing uptake of testing in primary care 

and suggested opt-out testing as the most effective approach [84]. Other guidelines produced 

by NICE, WHO and BASHH promote increased uptake of HIV diagnostic testing in “at risk” 

population groups such as people from countries of high prevalence, men having sex with 

men and sex workers, Table 1.12-1. 

Table 1.12-1: Guidance targeting at risk groups 
Target group/setting Guidance source (year) 

Adults at risk  BHIVA/BASHH/BIA (2020) 
People who may have undiagnosed HIV NICE (2016) 
Men having sex with men (MSM) NICE (2016) 
Black Africans  NICE (2016) 
Sex workers WHO (2016) and BASHH (2013) 
Those from countries of high prevalence.  NICE (2016) and BASHH/BHIVA 2008 
Routine testing in general practice in high prevalence areas NICE (2016) and BHIVA 2008 
HIV testing in all healthcare settings BHIVA 2008 

Source: NICE (2016), WHO (2016), BASHH/BHIVA (2008 and 2020) and BASHH (2013). 

. 
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1.13 Role of primary care in diagnosing and managing HIV.  

There are efforts to increase HIV screening by expanding settings from traditional clinics to 

other settings such as general practices and emergency rooms [105]. General practices are 

the first point of contact with health services for nearly all the UK population registered with a 

GP. They provide opportunities for disease prevention, health promotion and early detection 

of disease [95] [106]. Evidence shows that a high proportion of patients that are diagnosed 

with HIV in UK would have seen a General Practitioner (GP) within the previous year [26] [35] 

[106] [107]. A service evaluation conducted on patients aged 15 years and over, registered 

with four GPs in Tower Hamlets, London found that 65 percent of patients diagnosed with HIV 

by their GP had presented at least one HIV related symptom during the three years preceding 

diagnosis [108]. Additionally, a retrospective case-notes review in City and Hackney, London 

revealed that 33.3 percent of patients that presented to their GP with at least one HIV indicator 

were subsequently diagnosed with HIV by their GP [44].  

 

However, a cluster-randomised controlled trial (RCT) implemented in Hackney, London 

showed that in intervention practices, where HIV testing was offered to newly registered 

patients, there was a non-significant increase in rate of HIV diagnosis at 0.3 (CI: 0.11-0.85) 

per 10,000 compared to 0.07 (CI: 0.02-0.20) per 10,000 for the control group (usual care) 

[109]. This study concluded that using opt-out rapid testing in primary care increase HIV 

diagnosis in newly registered patients [109]. An interrupted time-series study conducted in 42 

general practices in City and Hackney found that promotion of nurse-led HIV screening into 

routine practice might be linked to an increase in testing and earlier diagnosis of HIV [110]. A 

cross sectional survey, with convenience sampling, conducted in Spain discovered that 

offering HIV testing to patients contacting primary care with indicator conditions and lifestyle 

risk factors was possible and effective [111]. However, it should be noted that the study 

discovered that testing was cost-effective in population with a prevalence greater or equal to 

0.1% [111].  
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A study in London concluded that promoting screening of HIV in primary care is cost effective 

in the medium term (13 to 18 years) and it should be promoted, especially in high prevalence 

areas [112]. On the other hand, another study in the UK concluded that annual testing of high-

risk groups in low prevalence areas was cost effective, since the study found that one more 

HIV test of all adults could identify a large proportion of undiagnosed people living with HIV 

[113].  

 

Primary care has a role to play in increasing uptake of HIV diagnostic testing, since nearly all 

the UK population is registered with a GP [114]. HIV testing in general practices can be done 

by either sending blood samples for laboratory testing or conducting Combined HIV antibody 

and P24 antigen tests followed by laboratory confirmation [26]. However, among those who 

visit their GP, a challenge is the fact that many signs and symptoms of HIV/AIDS such as 

rashes, weight loss and respiratory infections are not specific to HIV/AIDS.  

 

HIV testing in primary care could be improved by having point-of-care/pop-up alerts which 

identify patients that are most likely to be infected by HIV. An interrupted time series study 

conducted in Ohio suggested that the use of an alert system in primary care settings could be 

useful in increasing diagnosis in individuals unlikely to get tested for HIV via the education and 

awareness campaign alone [115]. The study combined an educational intervention with an 

Electronic Medical Records (EMR) alert system in health centres and clinics resulting in an 

increase in HIV diagnosis from 22 previously undiagnosed patients in 2008-09 to 33 patients 

in 2010-11 [115]. However, the study stated that although there was an increase in testing, 

many patients remained untested [115]. There is a possibility of participant bias in this study 

since the patients and providers were those that were willing to participate. Another study in 

United States established a twofold increase in HIV testing for previously undiagnosed 

patients aged 18-65 years after the use of EMR reminders [116]. An educational intervention 

study in Bristol revealed a mean difference in HIV diagnosis rate of 1.9 in the intervention 
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group but concluded that training should be combined with other behavioural change 

techniques [117]. Other studies confirmed an increase in the rate of HIV diagnosis from 

interventions that use clinical alerts in combination with quality improvement, social marketing 

and incorporating feedback from clinicians [118] [119].  

 

1.14 Electronic primary care records 

Electronic primary care records refer to digital documentation used to monitor and manage 

patients’ health care in general practice [120]. The electronic recording, storage and sharing 

of health information brings the benefit of speedy patient care, reduction of errors required in 

diagnosis and treatment of patients, increase patients’ control of their healthcare and improve 

the quality and audit of healthcare [121] [122]. The records allow the aggregation of data on 

performance costs and other standards associated with general practice [123] [124].  

 

In the UK, all general practices have made use of electronic primary care records since the 

1990s [125]. Detailed information included in electronic primary care records are name, 

address, marital status, date of birth, occupation, telephone number, sex, symptoms, allergies, 

immunisation history, referral information diagnoses, prescriptions and test results [126] [127].  

 

A number of UK general practices contribute anonymised data to well established research 

databases, these include IQVIA Medical Research Data (IMRD), formerly The Health 

Improvement Network (THIN), Clinical Practice Research Datalink (CPRD), QResearch and 

ResearchOne. These databases contain records of patients currently registered with the 

practices as well as those who died or left the practices. The main differences between the 

databases are the size (number of general practices) and the GP software system used by 

the practices (Table 1.14-1).  
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Table 1.14-1: Common Primary Care databases in United Kingdom 
Database Details 

IMRD (FORMERLY THIN) • Use Vision GP software systems 

• Data collected from 587 general practices nationwide 

• Contains data for 18 million patients (3.6m active patients) [128] 
CPRD • Use Vision or EMIS GP software systems 

• Data collected from 2000 general practices nationwide 

• Contains data for 16 million active patients [129]. 
QResearch • Use EMIS GP software systems 

• Data collected from 1500 general practices nationwide 

• Contains data for 35 million patients [130]. 
ResearchOne • Use TPP SystmOne software system 

• Contains data for 6 million patients [131] 

 

The databases are similar because: 

1. The data is collected in a way which reflects real-life situations. 

2. It is representative of the UK population in terms of demographic, health and socio-

economic composition. 

3. Ability to select control and subjects from the same population.  

The retrospective cohort study (covered in chapter 4) used the IMRD database to develop a 

prediction model. Apart from easy accessibility of the IMRD database to the University of 

Birmingham, the database was used because socio-economic status is available at postcode 

level of the individual’s place of residence [132]. Hence, data on socio-economic status is 

more accurate at lower geographic levels which was not available in the other databases. 

1.15 Thesis overview 

This thesis aims to develop a strategy of targeted testing of a large number of people, to 

identify HIV infected individuals. This testing strategy could be considered to be similar to a 

screening programme, which identifies healthy people with an increased chance of getting a 

condition or health problem and invites them for diagnostic testing [133].The principles of 

screening were outlined in 1968 by Wilson and Jungner [134]. Although the Wilson and 

Jungner principles of screening were designed for a screening programme, and not a testing 

programme, some of the issues raised provide a useful checklist to consider in targeted testing 
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strategy, Table 1.15-1. The original checklist had 10 principles but there are some modified 

versions of the checklist with 12 principles, which were used in this thesis [135].  

Table 1.15-1: Principles of screening and application to HIV testing 
  Principle  

Disease/condition 
principles 

1)  Epidemiology of HIV should be well understood and the disease is an 
important health problem. 

✓ 

2)  Natural history of HIV adequately understood with a recognisable early 
symptomatic stage. 

✓ 

3)  Target population for testing should be clearly defined. 
 

✓ 

Test/intervention 
principles 

4)  Test performance characteristics should be appropriate and specific 
 

✓ 

5)  Interpretation of test results should be clearly interpretable and determinate. ✓ 

6)  Post-testing options on course of action should be agreed on. 
 

✓ 

Program/system 
principles 

7)  Facilities and infrastructure for diagnosis and treatment should be available. ✓ 

8)  Testing programme should be acceptable to the population and ethical.  ✓ 

9)  The cost of case-finding should be economically balanced in relation to 
possible expenditure on medical care as a whole. 

✓ 

10)  The testing programme should be coordinated and integrated.   
11)  Testing programme benefits should outweigh harms.  
12)  Test programme should be quality and performance managed.  

 
 

 

Of the 12 principles, the information provided in this chapter shows that 9 of the principles are 

already met in relation to HIV testing, Table 1.15-1. The epidemiology of HIV is well 

understood and HIV is an important national and global health issue, discussed in sections 

1.6 and 1.7. The natural history of HIV is well understood with a clearly defined early 

symptomatic phase, section 1.1. Guidance and policies in place define a target population for 

testing, as shown in sections 1.10 and 1.12. This thesis aims to improve identification of a 

target population in primary care settings.  

 

Test performance of diagnostic tests for HIV are appropriate. Point-of-care tests are accepted 

by the population and have a high sensitivity (99.5-100 percent) and specificity (93.5-99.5 

percent), and these are clearly interpretable, section 1.3. There is an agreed course of action 

after testing positive for HIV, in terms of treatment and follow-up care as discussed in sections 
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1.4 and 1.5. The treatment for HIV is more effective if it is introduced early and it is also more 

effective in reducing onward transmission, section 1.4 and 1.5.  

 

There are facilities and infrastructure for diagnosis and treatment available in all settings, but 

more testing needs to be implemented in some settings such as primary care and emergency 

departments, section 1.10 and 1.12. This could be made possible since the testing programme 

for HIV is coordinated and integrated, especially in established settings such as the GUM 

clinics. The implementation of targeted testing could be integrated into primary care. 

Moreover, as discussed in section 1.10, the testing programme for HIV is acceptable to the 

population and it is ethical.  

 

The two principles on benefits/harm of testing and performance management of the testing 

programme have not yet been met. Furthermore, the cost of case-finding is shown to be 

economically balanced in relation to possible expenditure on medical care, as a whole, 

covered in section 1.13. This thesis investigates the possibility of targeted HIV testing in 

primary care, which could be used to show whether the benefits and costs (indirectly) of finding 

a HIV patient outweighs the health and social care expenditure if the patient was diagnosed 

late. It will also attempt to find how HIV testing could be incorporated into primary care using 

a pop-up alert. 

1.15.1 Thesis aims 

Given the importance of early diagnosis of HIV and the role that primary care could play in 

increasing uptake of HIV testing, the aim of this thesis was to derive a prediction model for 

HIV using a retrospective cohort design. This would provide a predicted probability that an 

individual might be HIV positive in the United Kingdom (UK) and identify those individuals in 

whom testing would be worthwhile. It also aims to assess feasibility of using the model in 

providing a point-of-care alert in general practices. Although UK exceeded the 90:90:90 target 
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in 2017, it was selected as the setting for this thesis because of the UK’s plan to end HIV 

transmission by 2025. This requires finding alternative ways of increasing uptake of HIV 

diagnostic testing in order to target those unaware of their HIV status and those diagnosed 

late.  

 

1.15.2 Thesis objectives and research questions 

The objectives of the thesis are: 

1 To derive a prediction model for HIV using a retrospective cohort design which provide 

a predicted probability that an individual might be HIV positive in the United Kingdom.  

2 To assess feasibility of using the model in providing a point-of-care alert in general 

practices. 

 

The objective will be reached through the answers to the following research questions. 

1 What are the personal (including demographic and socio-economic) characteristics, 

symptoms, comorbidities and other factors (such as geographical) available in UK 

primary care records which might be predictive of a diagnosis of HIV? 

2 Which of these predictors are predictive of HIV in UK electronic primary care records, 

through derivation and validation of a prediction model for the diagnosis of HIV? 

3 Which facilitators and barriers should be considered to ensure the HIV point-of-care 

alert from the model will be useful in primary care? 

 

1.15.3 Overview of methods 

The methods used to answer the questions are detailed in chapters 2-5 and below are the 

summaries of the methods, Figure 1.15-1. 
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Figure 1.15-1: Summary of methods 

 

 

1.15.3.1 Identify predictor variables 

A systematic review of risk factors for HIV was conducted to find the predictors of HIV from 

quantitative studies (chapter 2). This is mainly because the HIV guidelines only list clinical 

conditions that should be considered as risk factors for HIV, while other studies have also 

found there are possible socio-economic and lifestyle risk factors. Furthermore, some clinical 

conditions are not included in the guidelines, while evidence shows that they are predictors of 

HIV. 

 

Exploration on whether the risk factors identified in the systematic review are found in primary 

care records was carried out. The reason for the exploration is because not all of the identified 

risk factors are available in primary care records 
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1.15.3.2 Recording of outcome variable 

Due to stigma attached to HIV, there is a possibility that GPs code HIV using euphemistic 

terms. This and the fact that HIV is managed in secondary care, means there may be under-

reporting or miscoding of HIV in primary care records. A qualitative research was conducted 

to elicit views from GPs on how HIV is coded in primary care (chapter 3).  

 

Exploration for completeness of HIV in primary care was conducted by finding if there was a 

difference in incidence rates of HIV in IMRD, compared to incidence rates in published data 

from UKHSA (whether there was acceptable HIV reporting in IMRD). Furthermore, checking 

for completeness of “probable HIV” in primary care was performed to show if euphemistic 

terms were used instead on the recommended HIV codes. 

 

1.15.3.3 Derivation and validation of prediction model in primary care records 

 

Exploration for completeness of candidate predictors in primary care was conducted using 

descriptive statistics. This identified the predictor variables to be included in model 

development and internal validation. A prediction model was developed and internally 

validated, and it will be directly applicable to GPs in primary care (chapter 4). 

 

1.15.3.4 Views on barriers and facilitators of use of pop-up alerts 

Systematic review of qualitative research was conducted to elicit views of primary care 

clinicians on the use of pop-up/point-of-care alerts (chapter 5). This is mainly because there 

are barriers and facilitators to implementation of point-of-care alerts, which should be 

considered during the development of HIV pop-up alerts.  
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1.16 Summary of chapter 

Diagnosing HIV earlier has advantages to the patient (better prognosis), to the health service 

(reduced costs) and to the community (lower transmission). There are acceptable point-of-

care tests for HIV which can be used in primary care. HIV testing is underused in primary care 

while many patients consult primary care practitioners before diagnosis of HIV and many have 

symptoms of HIV. 

 

Because of the availability of electronic primary care records, it may be possible to identify 

patients at high risk of HIV from demographic and clinical information (risk factors) recorded 

in their electronic primary care records. Therefore, in the next chapter, there is need to know 

which information may be helpful in identifying patients at high risk of HIV and whether this is 

available in primary care records. 
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Chapter 2: Predictors of Human Immunodeficiency Virus (HIV) 

infection in primary care among adults living in developed 

countries: a systematic review 

2.1 Introduction to chapter 

This chapter identifies and summarises evidence on possible risk factors for HIV infection in 

adults (predictor variables) through a systematic review. The last subsection of this chapter 

identifies which of these risk factors may be available in electronic primary care records and 

describe how code lists for these predictor variables were developed. The identified 

characteristics could be used in a prediction model for early detection of HIV in primary care, 

covered in chapter 4. The systematic review was published in BioMed Central Systematic 

Reviews Journal; Rumbwere Dube, B.N., Marshall, T.P., Ryan, R.P. et al. Predictors of human 

immunodeficiency virus (HIV) infection in primary care among adults living in developed 

countries: a systematic review. Syst Rev 7, 82 (2018). https://doi.org/10.1186/s13643-018-

0744-3 

https://systematicreviewsjournal.biomedcentral.com/articles/10.1186/s13643-018-0744-3 

2.2 Systematic review of HIV predictors 

2.2.1 Background 

Human Immunodeficiency Virus is a retroviral infection that weakens the immune system and 

is a subsequent causative agent of Acquired Immuno-Deficiency Syndrome [6] [7]. As 

mentioned in chapter 1, the virus is transmitted through the exchange of a variety of bodily 

fluids [7] [12]. HIV/AIDS is one of the highest contributors to morbidity and the sixth leading 

cause of mortality, worldwide [7] [38]. However, the life expectancy of HIV positive patients 
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has increased over the years, due to early diagnosis, improved clinical management and 

Antiretroviral Therapies (ARTs). 

 

The World Health Organisation developed a strategy aimed at reducing new HIV infections, 

AIDS related mortality and discrimination to zero with one of the HIV strategies being 

optimisation of “HIV prevention, diagnosis, treatment and care outcomes” [136].  

 

Evidence shows that about 33 percent of patients that are diagnosed with HIV in UK would 

have seen a General Practitioner (GP) within the previous year [26] [106] [114]. Therefore, 

primary care has a role to play in increasing uptake of HIV testing since nearly all UK 

population is registered with a GP [114]. As mentioned in chapter 1, HIV testing in general 

practices can be done by conducting rapid testing followed by laboratory confirmation [26]. 

However, among those who visit their GP, a challenge is the fact that HIV/AIDS has many 

signs and symptoms such as rashes, weight loss and respiratory infections and these are not 

specific to HIV/AIDS.  

 

Current UK guidelines recommend HIV testing to individuals from high-risk groups, those with 

symptoms indicative of HIV or where HIV forms part of the diagnosis [20]. However, 74.2 

percent of patients consult their GPs in the period prior diagnosis do not present these 

indicator symptoms and diagnoses [35].  

 

UK primary care clinicians need to identify patients in whom HIV is likely and therefore should 

be offered HIV testing. A systematic review was therefore necessary to identify demographic, 

lifestyle, clinical and laboratory characteristics of patients which might be associated with HIV 

infection in primary care. The identified characteristics were investigated to determine if they 

are documented in electronic primary care records and whether they can be used to predict 

which primary care patients are likely to have HIV infection. The results of the analysis can 
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identify patients in whom HIV is likely and therefore help inform primary care clinicians which 

patients they should offer HIV testing in the UK. 

 

This systematic review identified, critically evaluated and interpreted available evidence 

related to the demographic, lifestyle, clinical and laboratory characteristics associated with 

HIV/AIDS infection in adults in the developed world [137] [138].  

2.2.2 Methods 

 This systematic review conformed to the requirements of the Preferred Reporting Items for 

Systematic Reviews and Meta-analyses (PRISMA) [139]. The methods were detailed in a 

published protocol, but a summary was included in this section [140]. The PROSPERO 

registration number for the protocol is CRD42016042427. 

 

2.2.3 Review question 

This systematic review systematically identified and summarised evidence on characteristics 

of HIV infected adults which could be used in a prediction model for early detection of HIV in 

primary care. Individual factors in studies with multivariable models of predictors of HIV 

infection were also identified. 

 

The review question was: 

What demographic, lifestyle, clinical and laboratory characteristics are associated with HIV 

infection in adults aged 18 years and over? 
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2.2.4 Population, Exposure and Outcome 

Studies selected included human participants aged 18 years and over or if both adults and 

children are included results were reported by age groups. Exposures may be demographic, 

socio-economic or clinical risk factors or characteristics associated with HIV infection. The 

comparison group was either people without risk factors or no comparison group. The outcome 

was laboratory confirmed HIV/AIDS infection. Studies describing frequency, duration and 

severity of predictive factors were also included. Thus, the search covered clinical indicators, 

socioeconomic and demographic, lifestyle related risk factors and comorbidities and 

frequency, duration and severity of predictive factors [20].  

 

2.2.5 Study design 

The types of studies most suitable for this aetiological review were mainly observational 

(analytical) studies that compared groups and produced predictive values or likelihood ratios 

(case-control and cohort, both retrospective and prospective studies) [141].  

 

2.2.5.1 Search Strategy 

Studies were identified via electronic searches of EMBASE (Ovid), MEDLINE (Ovid) and The 

Cochrane Library (Wiley). Searches for unpublished grey literature were undertaken using 

Open Grey (SIGLE), Google Scholar and BASE to reduce publication bias [142] [143]. 

Additional searches were conducted on abstracts or conference proceedings using Web of 

Science Conference Proceedings Citation Index (CPCI), guidelines (NICE, DH) and 

examination of reference lists from studies included in the review (reference searching) [143]. 

The search terms used in this review are outlined below. References were searched and 

stored using the Refworks referencing programme hosted by the University of Birmingham. 
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Searches included evidence published in any language. Although research on signs and 

symptoms on HIV/AIDS started as early as 1984, changes in pattern of infection and patient 

characteristics had occurred ever since, and more evidence was produced afterwards. Hence 

the studies covered in this review were those conducted and published from year 1995 

onwards. 

A. Search terms used 

The search terms used in Ovid MEDLINE are shown in Table 2.2-1.  

Table 2.2-1: Search terms used in Ovid MEDLINE 
1   Human Immunodeficiency Virus.mp.  
2   HIV/  
3   Acquired Immuno Deficiency Syndrome.mp. 
4   AIDS.mp. 
5   exp Acquired Immunodeficiency Syndrome/ 
6   *HIV/  
7   aids.mp. or *Acquired Immunodeficiency Syndrome/ 
8   *Acquired Immunodeficiency Syndrome/ 
9   sign.mp. 
10   signs.mp. 
11   symptom Flare Up/ or symptom.mp. 
12   symptoms.mp. 
13   risk factor$.mp. or Risk Factors/ 
14   clinical indicat$.mp.  
15   clinical feature$.mp. 
16   predict$.mp. 
17   risk score$.mp. 
18   model.mp. 
19   1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 
20   9 or 10 or 11 or 12 or 13 or 14 or 15 or 16 or 17 or 18  
21   primary care.mp. or exp Primary Health Care/ 
22   Rural Health/ or Nurse Practitioners/ or Family Practice/ or family practic$.mp. or Diagnosis/ or 
Physicians/ 
23   Physician-Patient Relations/ or Family Practice/ or Physician's Role/ or general practic$.mp.  
24   21 or 22 or 23 
25   19 and 20 and 24  
26   limit 25 to humans  

 

2.2.5.2 Inclusion/exclusion criteria  

To ensure generalisability to a UK setting, only studies undertaken in the following developed 

countries were included in this review; Europe (European Union and European Free Trade 

Association nations) and North America (United States of America (USA) and Canada), 

Australia and New Zealand. The main reason for including these developed countries was the 



32 

difficulties in distinguishing the signs and symptoms of HIV/AIDS in developing countries due 

to i) higher prevalence of the condition, ii) competing causes of ill-health and death, iii) lack of 

comprehensive primary care means that presentation may be different and iv) different 

patterns of co-morbidities such as tuberculosis (TB) [7] [12]. 

 

Studies which included children only were excluded and non-HIV diagnosis (where HIV 

diagnosis was not the outcome) were also excluded from this review. 

 

2.2.5.3 Selection procedure 

Two reviewers independently pre-screened the articles returned after searching for 

titles/abstracts to find out if the articles addressed the review question and fulfilled the inclusion 

and exclusion criteria (Appendix 1-A). Differences between the reviewers were resolved 

through discussions. 

 

Full text articles were then retrieved either electronically or directly from authors or hard copies 

from The British Library. Articles were translated using Google Translate, where necessary. 

Two reviewers independently assessed the suitability of study articles in relation to revised 

second selection criteria and exclusions were documented (Appendix 1-B).  

 

2.2.5.4 Quality assessment 

Quality assessment was done using a checklist for cohort and case-control studies modified 

from the Scottish Intercollegiate Guidelines Network (SIGN).  
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2.2.5.5 Data extraction 

A data extraction form was developed to collate data from selected articles. Synthesis of 

evidence from systematic reviews can either be narrative or statistically analysed (pooling 

method or meta-analysis), depending on the homogeneity of the study [144] [145]. Tabulation 

and narrative of the results were produced in this review since the systematic review was 

aimed at revealing characteristics that can be used in a prognostic model (in chapter 4) and 

therefore, required no further analysis. Meta-analysis was not conducted in this systematic 

review because there was no need to obtain pooled statistics [146]. Tabulation with the 

description of the articles including the author, publication year, the study design, number of 

participants, population under study (country, gender and age) and outcome (including relative 

risks and models produced) was produced. Clarification was requested from the article authors 

where the information/data was unclear in the study report.  

 

2.2.6 Results 

2.2.6.1 Selection procedure 

A total of 26,590 hits were returned from the databases (Medline, Cochrane and EMBASE) 

and the grey literature (SIGLE, BASE, Web of Science and Google scholar); 6,172 duplicates 

were removed and 20,637 articles were pre-screened, including UK guidelines, summarised 

in Figure 2.2-1. 
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Figure 2.2-1: PRISMA 2009 Flow Diagram 

 

The first reviewer selected 438 articles using titles/abstracts, which addressed the research 

question (including the population, intervention, exposure and setting) and were published in 

the period under consideration. A second reviewer independently selected articles from a 

random sample of 100 articles to find out if there were agreements between reviewers on 

article selection using titles/abstracts. A discussion was held to agree on the articles identified 

from the sample which confirmed the articles suitable for the second selection phase. 
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The reviewers independently selected suitable articles using full text. Of the 438 articles, three 

were non-English and google translate managed to show that the countries of the studies (not 

stated in the abstract and title) did not meet the inclusion criteria. Only one article was 

requested from the author. A second discussion was held, and the reviewers agreed on 17 

articles: 11 cohort and six case-control studies. The weighted Kappa score for the two 

independent reviewers on the second article selection (using full text) was 0.42, showing a 

moderate agreement. 

 

2.2.6.2 Quality assessment 

Quality assessment forms were exported into Excel and a column in the workbook identified 

whether a study was a cohort or case-control study. All the six case control studies were of 

acceptable standard, and half of them were of high quality, in terms of participant recruitment, 

number of cases and controls and on how they dealt with bias. However, it was difficult to 

identify the main confounders accounted for in most of the case controls studies. Form used 

for quality assessment is in Appendix 2 and the summary of the quality assessment is shown 

in Table 2.2-2. 

 

All the 11 cohort studies were of acceptable standard, but only two were of high quality, in 

terms of participant recruitment, number of cases and controls and on how they dealt with 

bias. About 70 percent of the articles did not clearly identify and account for the main 

confounders. Details on the quality assessment form are in Appendix 2 and the summary of 

the quality assessment is shown in Table 2.2-2. 

 

2.2.6.1 Data extraction 

Data was extracted from 17 studies using a data extraction form, summarised in Table 2.2-3. 

Of the six case control studies selected, one study was conducted in UK, one in Netherlands, 

two in USA and two came from the same study in Canada. The total number of cases were 
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1,412 and the total number of controls were 3,423. The age range for most of the case-control 

studies was 18 years and over. The study duration ranged from 1 to 12 years with an average 

follow-up of 6 months. 

 

The number of cohort studies selected were 11 in total, of which three were from UK, one from 

Ireland, one from Australia and six from USA. The number of participants ranged from 32 to 

over 20000 and most of the studies focused on patients aged 18 years and over. The study 

duration ranged from 1 to 5 years but some of the studies did not state follow-up intervals. 
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Table 2.2-2: Quality assessment summary: Cohort and Case-control Studies 
Study Design Study addresses 

an appropriate and 
clearly focused 
question. 

Participants being 
studied are 
selected from 
same source 
populations 

Indication of how 
many people 
participated (in 
each group for 
case-control) 

Main potential 
confounders 
identified and 
accounted for. 

How well was the 
study done to 
minimise the risk of 
bias or 
confounding? 

1. Joore I.K. et al, (2015) Case-Control study Yes Yes Yes Cannot say + 
2. Damery S. et al (2013) Case-Control study Yes Yes Yes Yes ++ 
3. Szerlip M.A. et al (2005) Case-Control study (retrospective) Yes Yes Yes Cannot say + 
4. Ellerbrock T.V. (2004) Case-Control study Cannot say Yes Yes Cannot say +  
5. Burchell, A.N. (2010) Case-Control study Yes Yes Yes Yes ++ 
6. Burchell, A. N. (2003) Case-Control study Yes Yes Yes Yes ++ 
7. Hodder, S.L. (2013) Cohort study (prospective) Yes Yes Yes Yes + 
8. Moran, J. (2012) Cohort study Yes Cannot say Yes No + 
9. Desai M. (2012) Cohort study Yes Cannot say Yes No + 
10. Guy R.J. (2011) Cohort study Yes Yes Yes Cannot say + 
11. Krauskopf K. (2011) Cohort study Yes Yes Yes Yes ++ 
12. Niyonsenga T (2013) Cohort study Yes Cannot say Yes Cannot say + 
13. Ross, J. D. (1997) Cohort study Yes  Yes Cannot say  + 
14. Gordon S. M. (1995) Cohort study Yes No Yes No + 
15. Marder K. (1995) Cohort study (prospective) Yes Yes Yes Yes ++ 
16. Hafner J. W. (1997) Cohort study (retrospective) Yes  Yes Cannot say + 
17. Landau R. (1997) Cohort study (retrospective) Yes Yes Yes No + 

Modified from Scottish Intercollegiate Guidelines Network (SIGN) 
Minimise risk of bias or cofounding: High quality (++) □  Acceptable (+) □  Unacceptable – reject 0 
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Table 2.2-3: Data extracted from selected studies 
Author Study design Setting  Population Duration and 

follow-up 
Outcome 

 Joore I.K. 
(2015) 

Case-Control 
study  

Amsterdam, 
Netherlands 

102 cases and 299 
controls 

2002-2012 HIV infection 

 Damery S. et 
al (2013) 

Case-Control 
study 

UK Patients aged ≥18  
939 cases and 2576 
control 

January 1989 
– September 
2010 

HIV/AIDS 
diagnosis  

 Burchell, 
A.N. (2010) 

Case-Control 
study 

Ontario, Canada 
 

Gay and bisexual men 
123 cases and 240 
controls 

1998-2006 HIV infection 

 Burchell, 
A.N. (2003) 

Case-Control 
study 

Ontario, Canada Adults aged 18 years 
and over 
80 cases (seroconverts) 
and 106 controls 

June 1998 – 
December 
2001 

Diagnosed HIV 
infection 

 Ellerbrock 
T.V. (2004) 

Case-Control 
study 

Florida, USA 217 cases 
395 controls 

1998-2000 HIV diagnosis 

 Szerlip M.A. 
et al (2005) 

Case-Control 
study 
(retrospective) 

New Orleans, USA Older patients aged 55 
years and over (53 
cases and 106 controls) 

6 months 
interval up to 
12 months 

Diagnosis of HIV 
infection 

 Moran J. 
(2012) 

Cohort study Ireland  N=1,404 2008-2011 HIV infection 

 Desai M. 
(2012) 

Cohort study 
(prospective) 

UK (Health 
Protection Agency 
database) 

N=328 September 
2010 – 
December 
2011 

HIV infection 

 Guy R.J. 
(2011) 

Cohort study 
(prospective) 

Victoria, Australia  MSM N=7,857 April 2006 – 
June 2009 

HIV positivity 

 Krauskopf K. 
(2011) 

Cohort study 
(prospective) 

Bronx, New York, 
USA  

HIV infected and at risk 
men aged 49 years and 
older N=643 

2001-2006 
6-month 
follow-up 

HIV infection and 
hyperlipidemia, 
hypertension, 
chronic liver 
disease and 
diabetes 

 Niyonsenga 
T (2013) 

Cohort study Florida, USA  All cases with HIV/AIDS 
diagnosis N= 20,528 

1998-2002 AIDS/HIV 
incidence 

 Ross, J.D. 
(1997) 

Cohort study Lothian and 
Glasgow region of 
Scotland 

Population aged 16 and 
over 
N = 8466  

January 1989 - 
December 
1993 

HIV positive 
results 

 Gordon S.M. 
(1995) 

Cohort study 
(retrospective 
chart review) 

Atlanta, Georgia, 
USA 

Patients aged ≥60 
N= 32 HIV positive 

January 1985 
– July 1992 

HIV positivity 

 Marder K. 
(1995) 

Cohort study 
(prospective) 

New York City, 
USA 

Intravenous drug users 
99 HIV +ve patients 
124 HIV -ve patients 

3.5 years HIV infection 

 Hafner J.W. 
(1997) 

Cohort study 
(retrospective) 

Albuquerque, New 
Mexico, USA 
(Emergency 
department) 

N = 344 19-month 
period 
July 1993 – 
January 1995 

HIV diagnosis 

 Hodder S.L. 
(2013) 

Cohort study 
(prospective) 

USA Women aged 18-44 with 
1 or more personal or 
partner risk factors 

6 months 
interval up to 
12 months 

HIV prevalence 
and incidence 

 Landau R. 
(1997) 

Cohort study 
(retrospective) 

London UK A&E patients aware and 
unaware of HIV status 
N=133 

1991-1994 HIV infection 
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2.2.6.2 Identified predictors of HIV infection 

The predictors of HIV infection identified from the 17 retrieved articles were categorised into: 

demographic and socioeconomic, behavioural or lifestyle, clinical features and comorbidities. 

The 5 guidelines used to compare with evidence were three from UK (BHIVA and two NICE 

guidance), one from USA (Aberg et al (2013)) and one from Australia (Donovan and Ross 

(2000)) [20] [147] [148] [149] [150]. Statistically significant characteristics or those with highest 

percentages were included. 

 

A. Demography and socio-economic 

The guidelines recommend offering HIV testing to men having sex with men (MSM) and 

people of Black African ethnicity. Evidence from five studies revealed that significant 

demographic characteristics associated with HIV infection were i) homosexuals and/or 

bisexuals, mainly Men who have sex with Men (MSM), ii) black ethnicity and iii) age ranges, 

mainly between 27 and 40 years. Of the five studies, two revealed that MSM have 1.79 or 2.7 

times the risk of HIV infection compared to heterosexuals, detailed in Table 2.2-4 [151] [152]. 

The other three studies could not provide odds ratio (OR) but revealed that the highest 

proportion of HIV infected individuals at the end of the study were homosexuals [153] [154] 

[155]. Only one study by Ellerbrock et al (2004) identified Black ethnicity to have 6.77 times 

risk associated with HIV infection compared to white ethnicity, detailed in Table 2.2-4 [151]. A 

study by Guy et al (2011) revealed a 68 percent increase in odds of HIV infection from 

aboriginal ethnicity though not significant [156].  

 

Evidence showed three more demographic characteristics that predict HIV infection, which 

are not listed in the guidelines namely: age, gender and country of birth, Table 2.2-4. Three 

studies identified age groups as a predictor of HIV infection [156] [157] [152]. Age groups at 

higher risk of HIV infection are between 27 and 40 years with odds ratio of HIV infection as 

high as 11.54 for the 34 years and over compared to 18-26 years age group.  
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B. Behavioural or lifestyle predictors 

Behavioural characteristics identified to increase the risk of HIV infection from literature can 

be categorised into personal lifestyle, partner lifestyle and effects of life events. The guidelines 

in BHIVA (2008), Donovan and Ross (2000) and Aberg et al (2013) recommended offering 

HIV testing to patients with a history of injecting drugs, current drugs use and having HIV 

partners. There were seven studies that identified injecting drug use as a predictor of HIV 

infection, Table 2.2-6. The study by Ellerbrock et al (2004) found injecting drug users were 21 

times more likely to have HIV infection and studies by Guy et al (2011), Hodder et al (2013) 

and Ross (1997) found 3 times the risk. The other four studies did not provide the odds ratio 

(OR) but showed that injecting drug users made 10 to 30 percent of HIV infected patients, at 

the end of their respective studies. The study by Ellerbrock et al (2004) also showed that 

patients that smoke crack cocaine are 23 times at risk of HIV infection.  

 

One study by Desai et al (2012) showed that 25 percent of HIV infected individuals were 

current smokers [159]. Binge drinking was identified by Hodder et al (2013) and Szerlip et al 

(2005) to increase the risk of HIV infection by 57 percent and by 12.8 times, respectively [157] 

[160]. The risk of substance misuse, a combination of drug and alcohol misuse was revealed 

by Hodder et al (2013) to increase the risk of HIV infection by 2.5 times. The study by Desai 

et al (2012) also established that 22 percent of the HIV infected patients at the end of the study 

were binge drinking and abusing drugs. 

 

The guidelines in Aberg et al (2013) recommended offering HIV testing to patients that 

exchange money or drugs for sex. The study by Ellerbrock et al (2004) identified that 

exchanging money or drugs for sex increase the risk of HIV infection by 19 times. The study 

by Guy et al (2011) showed that having male anal sex increase the risk of HIV infection by 63 

percent and the study by Desai et al (2012) showed that 10 percent of the HIV infected 

individuals were obese. 
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psoriasis and herpes zoster, Table 2.2-10. The study by Joore et al (2015) revealed that 

psoriasis is associated with three times the risk of HIV infection. The study by Damery et al 

(2013) discovered that the number of psoriasis consultations show the risk of HIV infection; 

one consultation had odds ratio of 2.6 and two consultations had three times the risk. The risk 

associated with herpes zoster was identified by Damery et al (2013) and Joore et al (2015), 

25.4 times and 10.9 times, respectively. 

 

There were two studies that identified a likely association of HIV infection and neurological 

condition. The study by Joore et al (2015) found that peripheral neuropathy was 15.9 times 

likely associated with HIV infection [164]. The study by Marder et al (1995) established that 

HIV positive women were 2.4 times more likely to have neurologic disabilities (cranial nerve 

abnormalities and fine limb movement) and men were 90 percent more likely, compared to 

HIV negative individuals [165].  

The neurological conditions listed in the guidelines include:  

• cerebral toxoplasmosis, primary 

cerebral lymphoma,  

• cryptococcal meningitis,  

• progressive multifocal 

leukoencephalopathy,  

• aseptic meningitis,  

• cerebral abscess space occupying 

lesions of unknown cause 

• Guillain-Barré syndrome 

• Peripheral neuropathy 

• Dementia 

• Leukoencephalopathy

 

The gastroenterological conditions listed in the guidelines include persistent cryptosporidiosis, 

oral candidiasis, oral hairy leukoplakia, chronic diarrhoea of unknown cause, salmonella, 

shigella or campylobacter, Hepatitis B infection and Hepatitis C infection. There were 4 studies 

that identified some of the gastroenterological conditions namely: oral candidiasis and 

hepatitis or liver diseases, shown in Table 2.2-11. Two studies, by Damery et al (2013) and 
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The other conditions listed in the guidelines include mononucleosis-like syndrome (mainly 

during primary HIV infection), pyrexia of unknown origin, any lymphadenopathy of unknown 

cause and any sexually transmitted infection. There were seven other conditions identified in 

the selected studies, shown in Table 2.2-12. Only one study by Joore et al (2015) revealed 

that mononucleosis-like illnesses is associated with six times increase in the risk of HIV 

infection. The study by Damery et al (2013) showed that pyrexia of unknown origin increases 

the risk of HIV infection by seven times. Depressive symptoms are not listed in the guidelines 

but were revealed by Hodder et al (2011) to increase the risk of HIV infection by 45 percent. 

The study by Joore et al (2015) revealed a treble risk of HIV infection associated with 

trichomoniasis. The other conditions that were present in HIV infected individuals at the end 

of the study by Krauskopf et al (2011) were hyperlipidemia (25 percent), hypertension (10 

percent) and diabetes (10 percent). 

 

Sexually transmitted infections (STI) were identified by seven studies to have an association 

with HIV infection, shown in Table 2.2-13. Four studies identified the odds of HIV infection 

from ever having an STI; the study by Szerlip et al (2013) revealed a 7.3 times risk of HIV 

infection and the study by Ellerbrock et al (2004) and Damery et al (2013) revealed a 10-fold 

and 10.8 times risk, respectively. The study by Guy et al (2004) revealed the risk of STIs 

diagnosed within 2 years and within 14 days to increase the risk of HIV infection by 2.72 and 

3.19 times, respectively. The risk of HIV infection was shown by Joore et al (2015) to increase 

14.6 times by one STI to 37.9 times from two or more STIs. Three studies identified syphilis 

to increase the risk of HIV infection; the study by Joore et al (2015) revealed an increase of 

risk by 39 times, while the study by Ellerbrock et al (2004) showed 12.7 times. The study by 

Guy et al (2004) revealed the risk of syphilis diagnosed within 2 years and within 14 days to 

increase the risk of HIV infection by 3.86 and 4.9 times, respectively. Two studies identified 

chlamydia as a risk factor for HIV infection; 11.8 increase in risk revealed by Joore et al (2015) 

while the study by Guy et al (2004) revealed a diagnosis within 2 years and within 14 days to 
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care records can be used as a proxy for some of the socioeconomic predictors such as income 

and employment status. Studies that identified the demographic predictors such as age, 

gender, country of birth sometimes had conflicting predictive values, which could be attributed 

to differences in population characteristics and geography (for example, a study conducted in 

Australia had contradicting results on country of origin compared to a study conducted in 

USA). Population characteristics included factors such as sexuality of the population under 

study could have affected the results. Behavioural predictors that are available in electronic 

health records are drugs use (injected or smoked), binge-drinking or alcohol misuse, current 

smokers and obesity. Most of the predictors with an association with HIV were considered in 

model development. However, some of the studies had small sample sizes which had an 

influence on possible predictors that were included/excluded in the model.  

 

Some of the clinical features and comorbid diseases identified in literature were listed in the 

BHIVA guidelines (Appendix 3). Clinical features identified in literature which are most 

probably available in electronic health records are fever or chills or flu-like symptoms, cough, 

weight loss, diarrhoea, abdominal pain, minor trauma, nausea/vomiting, rash. The comorbid 

diseases identified in literature are available in primary care records, summarised in Table 

2.2-14.  

Table 2.2-14: Summary of comorbidities identified in selected studies  

Respiratory  
Pneumocystis 
Bacterial pneumonia  
 
Dermatology  
Kaposi’s sarcoma  
Severe or recalcitrant psoriasis  
Multidermatomal or recurrent herpes zoster 
 
Neurology 
Peripheral neuropathy 
Neurologic disabilities (cranial nerve and fine limb 
movement abnormalities) 
 

Oncology  
Non-Hodgkin’s lymphoma  
Lymphogranuloma venereum 
 
Gynaecology  
Cervical cancer 
Condyloma acuminata  
 
 
Haematology  
Leucocytopenia  
Blood dyscrasia  
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Some of the demographic, socioeconomic and behavioural predictors identified in literature 

might be available in primary care records and therefore require further investigation on 

completeness or missingness. Other predictors identified are likely to be missing from primary 

care electronic records at all and they are likely to be excluded from the model, Figure 2.2-2.  

Figure 2.2-2: Predictors requiring further exploration or probably poorly recorded  

 

2.2.8 Limitations  

This systematic review focused on studies conducted in developed countries whereas most 

of the studies on HIV predictors were conducted in developing countries, mostly in Africa. Most 

of the studies conducted on HIV were case studies, qualitative studies and cross-sectional 

Gastroenterology 
Oral candidiasis 
Hepatitis B infection  
Chronic liver disease 
 
ENT  
Lymphadenopathy 
Parotitis 

Other conditions  
Mononucleosis-like syndrome (primary HIV 
infection)  
Pyrexia of unknown origin  
Depressive symptoms 
Trichomoniasis 
Hyperlipidemia 
Hypertension 
Diabetes 
Any sexually transmitted infection 
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studies which are not suitable in identifying risk factors. This might explain lack of evidence 

on some of the clinical indicator conditions included in the BHIVA guidelines. 

 

Half of the selected studies did not clearly describe how the main potential confounders were 

identified and catered for, which affected their quality. However, none of the selected studies 

had an unacceptable quality. 

 

About 40 percent of the cohort and case-control studies did not provide the odds ratio in their 

results and ended up reporting the percentage of HIV patients who ended up with certain 

characteristics. This made interpretation of risk association difficult. However, since this study 

was interested in identifying factors that have an association with HIV infection, the higher 

percentages were considered. 

 

2.2.9 Conclusion 

This systematic review revealed existing scientific evidence on predictors of HIV that can be 

used to inform decision making in prognostic model development [142]. The predictors 

identified in the literature falls into four categories: demographic and socioeconomic, lifestyle, 

clinical features and comorbid conditions. There were 10 distinctive demographic and 

socioeconomic characteristics identified in literature, of which two are available in electronic 

primary care records (age and gender), four are sometimes recorded (ethnicity, country of 

birth, sexuality and housing problems) and four are not available (poverty levels, annual 

income, employment status and education levels). Predictors that could be available in primary 

care electronic records require further exploration to determine whether they can be applied 

in a prediction model.  

 

There were 11 distinctive lifestyle or behavioural characteristics, of which four are frequently 

included in electronic primary care records (drugs use, binge-drinking or alcohol misuse, 
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current smokers and obesity), two might be recorded (sexual contact abroad and stressful 

events) and five are unlikely to be recorded in electronic health records (ever exchanged 

money or drugs for sex, male anal sex in the last six months or less, personal and/or partner 

characteristics and unsafe sex).  

 

Of the 51 clinical conditions in BHIVA guidelines, 18 of them were identified as significant 

predictors in this systematic review. BHIVA guidelines are developed using data from research 

studies with additional expert input from “writing group made up of BHIVA members – doctors, 

pharmacists, nurses and researchers” [166].  However, no information on the rationale for 

including the indicator conditions was provided for the 2008 BHIVA guidelines. Additional 

predictors clearly identified in literature but not included in the guidelines were fever or chills 

or flu-like symptoms, cough, abdominal pain, minor trauma, nausea/vomiting, rash, depressive 

symptoms, trichomoniasis, hyperlipidemia, hypertension and diabetes.  

2.3 Developing code lists for the HIV predictors 

2.3.1 Predictor variable operational definitions 

Operational definitions of HIV predictors in primary care: demographic, socioeconomic, 

clinical, general practice characteristics were developed. Operational definitions were linked 

to Read codes which are a hierarchical “coded thesaurus of clinical terms”, named after their 

inventor, Dr James Read [167] [168]. General Practitioners in the United Kingdom (UK) have 

used Read codes (which can be broadly mapped to International Classification of Diseases 

(ICD) codes) since 1985 [169]. Read codes were standard vocabulary used by clinicians in 

recording patient diagnosis and procedures in primary and secondary health and social care 

[167]. Versions of Read codes were revised as new classifications emerge. The most recent 

version of Read Codes was Version 3, which was in use till they stopped to be operational in 

2020 [167] [170] 
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The Read codes are hierarchical Clinical Classification composed of four-digit alpha-numeric 

codes with numerals of 0–9 and letters A–Z [168]. The characters represent levels with first 

character relating to level 1 and the four-digit codes increase in detail from left to right [168]. 

Each next hierarchical level increases the detail of the clinical diagnosis [171]. Chapter 0 

contains terms that relates to occupation, chapters 1 to 9 relate to terms associated with 

history, examinations, procedures and administration while chapters A to U covers conditions, 

diagnoses and injuries and chapter Z, unspecified conditions [172].  

 

2.3.2 Development of Read code lists for predictor variables. 

Recommended Read codes for all predictors identified in the systematic review and from 

BHIVA/NICE guidelines were extracted from NHS Digital Read code browser (version 3 (CTV3 

or v3)) to develop code lists for conditions, symptoms and treatment of interest (list in Appendix 

4). All the characters or levels of the read codes were considered in the development of the 

code lists of the 74 HIV predictors listed, of which seven were demographic and socio-

economic, 10 lifestyle or behavioural and 67 were clinical conditions and comorbidities 

(Appendix 5).  

2.4 Summary of chapter 

In this chapter, demographic and socioeconomic, lifestyle, clinical features and comorbid 

conditions predictors of HIV infection were identified through a systematic review. For those 

that might be recorded in primary care records, appropriate clinical (Read) codes were 

identified. The next chapter will investigate the possibility that codes used to identify the 

outcome of HIV may be hidden or disguised. Additionally, the next chapter will also explore 

completeness of recording of HIV in IMRD database.  
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Chapter 3: Recording of HIV diagnosis in primary care 

3.1 Introduction to chapter 

The previous chapter identified the risk factors associated with HIV in adults which will be used 

in developing a prediction model. This chapter identifies the outcome variable and explores its 

completeness in the IMRD database. The chapter is divided into three subsections namely i) 

qualitative exploration of coding practices for HIV/AIDS, ii) development of Read code lists for 

outcome variables (confirmed and “probable” HIV) and iii) explore completeness of recording 

of HIV diagnosis in primary care records including finding out the time from “probable HIV” to 

confirmed HIV using IMRD. 

 

3.2 A qualitative exploration of coding practices for HIV/AIDS  

3.2.1 Background 

The investment in electronic medical records has improved patient care through increased 

efficiency and quality of services [114] [173] [174]. Furthermore, improving the use of 

information technology has provided a cost-effective way to access data for clinical audit, 

public health and epidemiological research [121] [122]. General Practitioners are 

recommended to code patient symptoms and diagnoses, and this requires those entering the 

data and researchers making use of the records to fully understand the code schemes [175]. 

Thus, although electronic medical records in health institutions are primarily recorded for 

clinical and routine patient care purposes, their quality and reliability should be reasonably 

good for use in research and for other purposes [121] [176]. 

 

Sharing of electronic patient data recorded by clinicians requires good information governance 

and privacy, which includes maintaining safe storage of data, patient consent and 

confidentiality [175]. Confidentiality of patient information has been a cornerstone in medical 

ethics and is central in building trust for a good doctor-patient relationship [177] [178]. A 
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narrative review to understand sharing data for people living with long-term health conditions 

found that the barriers to patients’ willingness to share health data via digital technology were 

trust, security, privacy and identity [179]. The 2015 GP patient survey conducted in England 

revealed that 66 percent of patients trusted the GP they last had contact with, and 71 percent 

trusted the nurse they last had conduct with [180]. Furthermore, a survey conducted by PHE 

in 2017 on about 4,400 people living with HIV found that almost all the participants (98 percent) 

“were registered with a GP”, of which 94 percent stated that their GP knew their HIV status 

[181]. Another survey using audio computer-assisted self-interview conducted in New York 

and published in 2011 found that 84 percent of patients living with HIV were willing to share 

their information with primary care clinicians involved in their care, mainly due to trust and 

respect from clinicians [182]. However, another study demonstrated that only 40 percent of 

patients infected with HIV in the UK disclosed their status to their GP because they did not 

trust staff at their general practice due to stigma and discrimination, lack of confidentiality, and 

attitude of reception staff [114] [183]. In some instances, patients might not disclose 

information to their healthcare providers because they want to protect themselves from 

security and privacy risks associated with electronic records [184] [185].  

 

Similarly, there are examples of sensitive information or conditions known to clinical staff which 

are not being coded correctly because clinicians are reluctant to record highly confidential 

information in routinely accessed electronic health records. While some studies have shown 

that the use of different codes, within a list of standard codes, by GPs in recording non-

stigmatised conditions such as heart disease,` does not affect the estimated prevalence of the 

diseases [122] [186]. This may not be the case with conditions where information disclosure 

would have a major impact on the patient. A study on 120 clinicians running university-based, 

outpatient mental health clinics in USA revealed that 63 percent were less willing to record 

highly sensitive information on electronic records [187]. There is a wide variety of codes used 
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to recorded concerns of child maltreatment in routine health records including indirect or 

euphemistic codes [188] [189] [190].  

 

In relation to HIV, GPs are required to use the codes recommended by the Genito-Urinary 

Medicine Clinics listed in Appendix 6. However, a retrospective cohort study conducted in UK 

between 1995 and 2005 revealed that cases of HIV disclosed to GPs are sometimes recorded 

using a code such as ‘‘chronic viral illness’’ or the information is either recorded in free text 

(where it is inaccessible to systematic searching and therefore “hidden”) or not recorded at all 

[191]. In an online GP discussion forum, several respondents said that patients sometimes did 

not reveal a HIV diagnosis to their GP and that GPs sometimes used codes such as 

“immunosuppressed”, “viral illness” and “additional problem” to record HIV infection in free text 

of patient records. This, and comparisons with estimates of national prevalence from another 

study on HIV using GP records, suggest that HIV positive status may be recorded in hidden 

text or disguised using another code [35].  

 

There is a need for further studies aimed at exploring barriers to recording of HIV positive 

status in primary care [191]. This study attempts to explore GPs’ perspectives on coding 

practice in relation to sensitive health conditions, particularly HIV, in primary care. It will 

establish how to identify HIV status when the coding has been hidden by using free text or 

alternative clinical codes. The identification of different ways in which HIV may be coded will 

improve detection of patients with HIV in primary care records. This will improve the predictive 

characteristics of a prediction model for HIV infection using information recorded in primary 

care records. A predictive model could inform primary care clinicians which patients they 

should offer HIV testing. Increased testing for HIV in primary care might lead to increased 

diagnoses and HIV diagnoses at an earlier stage, which means that it is important to create 

records which are correct and retrievable. 
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3.2.2 Methods 

A qualitative approach was the most appropriate method of exploring behaviours, views and 

opinions on how patient data is recorded [192]. This approach refers to procedures or skills 

and frameworks used in exploring beliefs, norms and values shared by a community [193]. It 

allowed clinicians to explain their motivations and reasons for coding practice and to provide 

non-standard codes which might be used instead of standard (recommended) codes. 

Additionally, the sensitivity of the topic on why different recording was used, as it is better 

addressed by using a qualitative approach [194].  

 

Semi-structured interviews were conducted either face to face or via Skype, or phone call. 

Semi-structured interviews are based on loosely structured open-ended questions (topic 

guide) that define the area under exploration which is used to initiate discussion and the 

interviewer and interviewee may diverge through follow-up questions [195]. The interviewer 

probed further to get additional information as the interviews progressed. 

 

3.2.2.1 Recruitment 

The sampling method that could have been used in this research was a combination of 

purposive sampling (recruiting participants that are representative of the population of interest) 

and snowball sampling (researcher asking participants if they know other participants that can 

be recruited) [192] [196]. However, the sampling used in this research was not purposive, as 

very broad invitations were sent out and interviews were held with participants who 

volunteered. This was done because the research was exploratory, and GPs were very 

challenging to recruit. The GPs were invited to participate in the study through various 

methods which included 1) requesting organisations that provided research passport to 

forward an email to their GPs, 2) asking for interest to participate from attendees of 

conferences and 3) requesting organisations that work with GPs in research to invite GPs for 
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expression of interest. The organisations that were approached to provide research passports 

were the National Institute for Health Research (NIHR) in Thames Valley and South Midlands, 

East London, West London and South London. The conferences attended were the Second 

Joint Multidisciplinary Conference of BHIVA and Royal College of General Practitioners 

(RCGP) in September 2016 and the BHIVA Autumn Conference 2016 in October 2016. GPs 

were also invited to participate through online GP platforms. The study aimed to recruit 

participants until the saturation point was reached. The saturation point is “the point at which 

gathering more data about a theoretical construct reveals no new properties, nor yields any 

further theoretical insights about the emerging grounded theory” [197]. This was described by 

Glaser and Strauss (1967) as the point when a researcher gets similar response over and 

over [198].  

 

The lead researcher approached volunteer GPs and agreed on the venue and time suitable 

for the interview to take place, or via Skype or phone calls. The participants were informed 

about the length of the interview (20 minutes). Assurance that the information provided will be 

confidential and electronically recorded was elucidated before interviewees signed a form 

giving consent to participate, Appendix 7. The researcher ensured that signed consent was 

returned before the interview if a Skype/telephone interview was scheduled.  

 

3.2.2.2 Topic guide 

The respondents were asked about their experiences of recording sensitive data, if they think 

GPs ever disguise HIV diagnosis in electronic patient records, their opinion of why they would 

do that and how the records may be disguised (free text or use and type of another code that 

can be used).  
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Topic guide 

Questions on sensitive conditions 

• Do you think that GPs ever disguise sensitive conditions in the electronic patient 

records? 

• Which conditions do they disguise?  

• Would they do this for some types of patients more than others? 

HIV specific coding  

• With HIV in mind, how do you think GPs might do this? 

• What type of other codes might they use? 

 

Additional information was gathered on the participants’ interest in HIV issues, years of 

experience and age ranges. 

 

3.2.2.3 Recording of responses 

The interviewer digitally recorded the interview as well as taking notes during and immediately 

following the interviews. 

 

 

3.2.2.4 Ethics 

Participants were paid for their time as stated in the guidance on “Attributing the cost of health 

and social care Research and Development” (AcoRD) [199]. The AcoRD guidance was 

introduced by the Department of Health in 2012 and it offers a consistent and transparent way 

of attributing costs of research in the National Health Service (NHS) [199]. Ethical approval 

and permission to conduct the research was obtained from the University of Birmingham. 

Additionally, a research passport was acquired from the Research and Development 

departments of the respective Clinical Commissioning Groups (CCGs).  
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3.2.2.5 Analysis 

Data analysis from this study encompassed data organisation, thematic mapping and 

interpretation [200]. Data was organised and prepared for analysis by transcribing electronic 

recordings and typing up the field notes [201]. Analysis of data started while data collection 

was still in progress to enable the researcher to refine questions and fill in gaps as the study 

continued. 

 

The data was tabulated according to the main topics namely, 1) recording of sensitive 

conditions, 2) direct Read codes used to record HIV, 3) surrogate or euphemistic terms used 

to record HIV and 4) other ways of identifying HIV positive patients. Data was manually coded 

by the researcher by reading through the notes and transcripts [192] [201]. The researcher 

used the steps of thematic analysis, which are familiarising with the data, generating initial 

codes, searched for themes, reviewed themes and write up the findings [193] [202]. Themes 

and codes emerged as data analysis progressed. Interpretation of the meaning of the themes 

was done as a final stage of the analysis.  

3.2.3 Results 

A total of six participants were recruited from London and West Midlands regions from July 

2017 to September 2018. The age of participants ranged from 38 to 51 years. The number of 

years of GP experience ranged from 10 to 27 years. A third of the participants had an interest 

in HIV and sexual health. 

 

3.2.3.1 Recording of sensitive conditions 

The first part of the interview was aimed at finding out if sensitive conditions are recorded in 

electronic primary care records as set out by guidelines/rules. Half of the participants indicated 

that there are sensitive conditions or circumstances that are sometimes not shown on 
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The study also revealed that there were definite improvements in the way HIV is currently 

recorded in electronic records, compared to periods around year 2000. This could be a result 

of recommendations for primary care to be involved in HIV testing, HIV care and management 

in the early 2000s [204]. Most of the participants expressed the view that the Read codes used 

to identify HIV patients are those itemised in the GUMCAD lists, which are used by the GUM 

clinics. In those instances where HIV diagnosis was hidden, GPs use euphemism such as 

immune problem, blood-borne viral Infection, viral load and in the past, priority code 0 and 

retroviral infection.  

 

This study revealed conditions that can be disguised in primary care records, and it is the first 

study to identify some of the terms used to disguise HIV recording in primary care. A limitation 

of this research is sampling bias, since the participants were those that were available for 

interviews and were only from two regions of England. Furthermore, the study did not reach 

saturation due to difficulties with recruitment of GPs (not available for the interview or stopped 

replying to correspondence). As with all qualitative research, the information cannot be 

generalised in the same way as quantitative research, due to a small sample and the fact that 

participants were not representative of GPs in UK as they were from London and West 

Midlands. However, the research can be generalised in terms of conceptual generalisation 

(‘making sense of the world’) and transferability (use of findings in other settings) [192]. 

 

3.2.5 Conclusion 

The findings of this study revealed how specific codes that identify HIV positive patients from 

an electronic patient record database, which could be used to inform a study on development 

of a HIV predictive model, discussed in the next chapter. The study revealed that some GPs 

were recording HIV as recommended in the GUM clinic list. The additional codes that could 

be used to identify probable HIV infected patients are those falling in priority 0, or coded 

immune problem, retroviral infection, blood-borne viral infection and viral load. Some of these 
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records are more specific to HIV status but some of them were widely used for different 

conditions, hence more exploration needs to be carried out to confirm that they were recorded 

for HIV positive patients. The other method of identifying HIV patients, as suggested by the 

participants, is the Read codes for HIV related drugs.  

 

3.3 Developing code lists for Outcome variables - Confirmed and 

“Probable” HIV  

The primary outcome of the retrospective cohort study was “confirmed HIV” and the secondary 

outcome was “probable HIV”. All the outcome variables were binary where a patient either had 

the outcome variable or not. Confirmed HIV is defined by the earliest of any of the following: 

a clinical code indicating HIV infection; a prescription for a HIV treatment (one used exclusively 

for HIV); a laboratory test indicating HIV infection; a clinical code for an AIDS defining 

condition. 

 

The list of recommended and permitted Read codes for HIV provided by GUMCAD and any 

other extracted from NHS Digital Read code browser (version 3 (CTV3 or v3)) were used to 

develop code lists for confirmed HIV. All the characters or levels of the Read codes were 

considered in the development of the code lists (Appendix 8). 

 

“Probable HIV” was included as a code because, as discussed in the section 3.2, it was 

believed the stigma attached to HIV may have led clinicians to use disguised or euphemistic 

ways of coding HIV infection. This could either mean the diagnosis of HIV was not recorded 

or that it was recorded much later than the true date of diagnosis. The definition of probable 

HIV was informed by qualitative research (covered earlier in this chapter), which identified 

possible disguised ways of coding HIV infection such as a clinical code for chronic viral 
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infection accompanied by a “high priority” flag. Definitions of probable HIV are shown in Table 

3.3-1. 

Table 3.3-1: Probable HIV: euphemistic terms for HIV infection identified from 
qualitative study 
Code description Is the code in the HIV code list 
Priority 0 No 
Immune/immunity problem Yes 
Blood-borne viral Infection Yes 
Retroviral infection Yes  
Immunodeficiency No 
Viral load (only HIV viral load included) No  

 

Read codes for these terms were extracted from NHS Digital Read code browser (version 3 

(CTV3 or v3)) to develop code lists for conditions, symptoms and treatments of interest. The 

code lists are included in Appendix 8. 

3.4 Completeness of recording of HIV diagnosis in primary care 

records  

3.4.1 Introduction 

It was thought that HIV diagnoses might not always be recorded in primary care records, 

because patients could receive their HIV treatment from hospital specialists and in the earlier 

years of the HIV epidemic might have been reluctant to inform their GPs of the diagnosis. This 

would have resulted in the incidence rate being lower than the expected and the data would 

be incomplete and unsuitable to use in the analysis. Therefore, quality checks were carried 

out on the data to determine if there was likely to be complete reporting of numbers of HIV 

infections. 
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3.4.2 Methods 

The study population included all adult patients aged 18 and over registered in a practice 

which contributed data to IMRD between 2000 and December 2017, after the date of 

acceptable mortality reporting (the date when recording of patient mortality in each practice 

was judged to be complete) and one year after their Vision installation date (to ensure that the 

practice was using their patient record system to its full extent). Because “confirmed HIV” and 

“probable HIV” were used as the two definitions of the outcome event, separate cohorts were 

generated where patients with each outcome of interest at baseline were excluded. 

 

If the identified “probable HIV” conditions recorded in IMRD database are disguised or 

euphemistic codes for HIV, it is likely that a significant number of these cases will later have a 

confirmed HIV code. This section corroborates the concept of “probable HIV”. It provides 

evidence to support the use of “probable HIV” as an outcome. This is important because some 

predictors of HIV may come after a diagnosis of “probable HIV” which would mean that in 

reality they were not predictors of HIV because they were recorded after the date of diagnosis. 

Survival analysis was carried out to determine if many cases of “probable HIV” were indeed 

later diagnosed as confirmed HIV and to describe the time between the recording of “probable 

HIV” and confirmed HIV status.  

 

3.4.2.1 Acceptable HIV reporting 

The reference standard for numbers of HIV infections was the expected incidence of HIV 

reported by UKHSA. As mentioned in Chapter 1, UKHSA collates and analyses UK wide data 

from outpatient HIV services and laboratories via surveillance systems and produces 

publications in December each year [62].  
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To assess the completeness of recording of HIV infection in primary care records, the 

incidence of HIV in the cohort was compared to the observed incidence of HIV produced by 

UKHSA at national (UK), country and regional levels. The incidence rate is defined as the 

number of new HIV cases in a specified period divided by person-time at risk [143] [205] [206]. 

The incidence used in this analysis was stratified by age and sex. This analysis determines 

whether it is possible to identify a date of “acceptable HIV reporting”, after which observed 

incidence of HIV infection nationally in IMRD is comparable to observed national incidence 

produced by UKHSA, if recorded incidence in primary care is always lower than regionally 

reported incidence, a date after which recorded incidence in primary care is stable, suggesting 

a degree of consistency in HIV reporting even if reporting is incomplete or the true incidence 

of HIV is lower in these practices. This uses a similar methodology to that used to define the 

date of acceptable mortality reporting [207]. If a date of “acceptable HIV reporting” could be 

identified, the analysis would be confined to data collected after that date and the cohort 

restricted to outcomes recorded after acceptable HIV reporting date.  

 

The incidence rates of HIV by year were calculated from IMRD, stratified by age and sex. The 

incidence rates were then applied to national and regional populations to calculate the 

predicted numbers of new HIV cases per year. The number of new HIV cases were then 

compared to the numbers observed in UKHSA data nationally and regionally. 

 

Data in IMRD dataset was based on 10 Strategic Health Authority regions which do not entirely 

correspond to regions used by UKHSA. Therefore, those regions which were the same in 

IMRD dataset and UKHSA were compared directly (East Midlands, North West, North East, 

West Midlands, Yorkshire and Humber, London, South West, East Midlands, East of England) 

and all other regions were combined (South East Coast and South Central). 
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3.4.2.2 HIV recording in relation to date of registration 

Recording of a diagnosis of HIV in primary care records just after a patient registers with the 

practice, may be recording of a previous (historical) diagnosis of HIV and therefore may not 

be the date on which HIV was diagnosed. In this case recorded symptoms which seem to 

precede HIV diagnosis may in fact have occurred after diagnosis. To investigate this problem, 

the pattern of recording of HIV diagnosis in primary care was investigated in relation to the 

date of registration of the patient with the practice. If there is an excess of HIV diagnoses just 

after the date of registration this implies some HIV diagnoses recorded at this time may be 

previous (historical) diagnoses of HIV. A period of time after registration during which all 

historical HIV diagnoses are likely to have been recorded was identified.  

 

3.4.3 Analysis 

Descriptive analysis was carried out to reveal patterns of distribution in confirmed or “probable 

HIV” including completeness, trend over time and triangulation with other published statistics 

such as figures produced by UKHSA. Data visualisation in the form of charts and tables was 

used to explore variability of the data.  

 

 

3.4.3.1 Descriptive analysis of outcome variables – confirmed HIV status 

 

Data on patients with confirmed HIV from the IMRD database was used to show the trend of 

numbers and incidence (per 1000 population) of HIV over time at national, country and 

regional level. Incidence rates of newly diagnosed HIV were calculated by using the number 

of registered patients in the database to determine person years at risk and the newly 
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diagnosed HIV cases. Inconsistent trends were investigated to find out whether there was a 

reason for the pattern such as increase in HIV positive patients in general practices.  

 

3.4.3.2 Quality checks of outcome variables 

Completeness of recording of HIV in the dataset was assessed in exploratory analyses using 

the age-sex specific incidence rates of new cases of HIV to calculate expected numbers of 

new cases of HIV in the population of England and these were compared to the number of 

new cases of HIV for England reported in UKHSA. 

 

Further exploratory analysis was conducted to determine the acceptable HIV date at national 

and regional level. The age-sex incidence rate of HIV was calculated from IMRD dataset, 

applied to UK population (population used by UKHSA) and the resultant numbers compared 

with the observed HIV diagnosis published by UKHSA. The acceptable HIV date is the date 

after which recorded incidence rates of HIV infection in IMRD is comparable to expected 

incidence produced by UKHSA. 

 

Data was analysed using and Stata SE 17. Preliminary data analysis in this subsection 

included descriptive analysis, assessment of data quality and completeness of outcome 

variables. The first part of the analysis was the identification of patients with the primary 

outcome (confirmed HIV) and assess completeness of its recording in IMRD dataset. The 

secondary analysis includes exploring the recording of “probable HIV”. 
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3.4.4 Results 

Data for patients aged 18 and over, of both sexes and registered in IMRD between 2000 and 

2017 were extracted from the IMRD database. The extracted dataset included a total of 

9,415,088 patients, 6,873 (73.0 per 100,000) confirmed HIV positive.  

 

Graphical display of the incidence of HIV in primary care records showed that it rose rapidly 

until 2005 before becoming relatively stable. This suggests under-recording of HIV status in 

primary care records prior to 2004, therefore the start of the study period was changed to 2004 

(Figure 3.4-1).  

Figure 3.4-1: Trend in numbers and incidence rates of newly diagnosed HIV positive 
patients aged 18 and above, IMRD database, 2000-2017  

 

 
 
3.4.4.1 Descriptive analysis of Outcome variables by country and region – confirmed 

HIV status. 

The IMRD dataset included 4,265 HIV cases in England, 375 in Northern Ireland, 1,872 in 

Scotland and 361 in Wales. Average incidence per 100,000 person years of new HIV cases 

from 2000 to 2017 was 10.0 for England, 13.9 for Northern Ireland, 24.2 for Scotland and 5.5 

for Wales. Incidence rates for England and Wales were consistent over the study period, while 

there were some inconsistencies in incidence rates for Scotland and Northern Ireland.  
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In Scotland between 2003 and 2008, there was a markedly higher incidence of HIV than before 

and after these dates. Investigation of the high incidence rate in Scotland from 2003 to 2009 

revealed a large increase in the number of new HIV cases in two practices with slight increase 

in registered patients, especially those aged under 25. These practices submitted their patient 

records to the IMRD database throughout the study period, 2000 to 2017. Approximately 40 

percent of the practices’ population are in the more deprived Townsend deprivation quintile of 

4 and 5. When these practices were excluded, the overall incidence rate for Scotland was 9 

per 100,000 population and the trend in incidence rate was more consistent over the study 

period (Figure 3.4-2).  

Figure 3.4-2: Incidence rate of confirmed HIV infection per 1000 population by country – 
IMRD database, 2000-2017. 
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In Northern Ireland, there was a markedly higher incidence of HIV from 2013 onwards. A 

further investigation of the high incidence rate in Northern Ireland revealed a large increase in 
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the number of new HIV cases in one practice with no reciprocating increase in registered 

patients. The practice submitted patient records to the IMRD database from 2005 onwards. 

Over 94 percent of the practice’s population are in the most deprived Townsend deprivation 

quintile of 3 to 5, with 60 percent of the population in the 3rd quintile. The age composition of 

the practice revealed a 14 percent increase in the under 25 age group and a 12 percent 

decrease in the over 65 from 2005 to 2017. The under 25s accounted for the increase in HIV 

cases in the last four years of the study period. When the practice was excluded, the overall 

incidence rate for Northern Ireland was 10 per 100,000 population and the trend in incidence 

rate was more consistent over the study period (Figure 3.4-2).  

 

The number of HIV cases for England regions was lowest in Yorkshire and Humber, East 

Midlands and North East whilst highest numbers were in London (1303, accounting for a third 

of cases in England),Table 3.4-1. 

Table 3.4-1: HIV positive population aged 18 and over by English regions – IMRD 
database, 2000-2017 
Year East 

Midlands 
East of 
England 

London North 
East 

North 
West 

South 
Central 

South 
East 
Coast 

South 
West 

West 
Midlands 

Yorkshire 
& 
Humber 

2000 3 3 17 0 5 4 8 5 2 1 
2001 6 8 35 1 12 11 14 14 7 2 
2002 18 17 61 9 24 25 11 13 13 5 
2003 9 24 68 19 17 29 22 21 22 2 
2004 12 29 87 6 34 39 26 16 26 6 
2005 7 89 85 8 28 67 27 27 43 10 
2006 11 88 77 7 37 48 26 13 35 8 
2007 9 19 93 12 35 55 24 20 40 3 
2008 12 24 98 4 29 54 20 28 34 5 
2009 9 27 95 6 27 59 26 30 29 7 
2010 6 15 110 6 38 75 24 20 16 2 
2011 8 17 101 3 25 71 31 19 39 2 
2012 1 21 93 1 42 33 31 20 44 3 
2013 1 13 102 1 30 22 28 15 31 0 
2014 0 17 67 4 20 15 24 10 26 1 
2015 0 15 48 1 31 20 24 19 12 2 
2016 0 7 40 2 15 9 18 10 10 1 
2017 0 6 26 0 9 27 11 4 10 2 
Total 112 439 1303 90 458 663 395 304 439 62 

% of Total 2.6% 10.3% 30.6% 2.1% 10.7% 15.5% 9.3% 7.1% 10.3% 1.5% 
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3.4.4.2 Quality checks of Outcome events– Acceptable HIV reporting 

Completeness of HIV recording in the IMRD database was assessed by determining the 

acceptable HIV reporting date, the date after which recorded incidence of HIV infection in 

IMRD practices is comparable to incidence rates derived from data produced by UKHSA.  

 

A. Incidence of HIV at National (UK) level 

Generally, comparison of HIV incidence rates published by UKHSA and the observed 

incidence rates from IMRD database showed no statistically significant differences for most of 

the years during the study period, 2000 to 2017, especially from 2004 onwards (shown by 

overlapping confidence intervals in Figure 3.4-3). Furthermore, the HIV incidence rates 

through the whole study period for IMRD dataset of 11.55 per 1000 (95% CI:11.23, 11.83) 

were not significantly different from 11.83 per 1000 (95% CI: 11.73, 11.80) for UKHSA 

published data.  A further analysis to compare the new HIV diagnosis using the incidence rate 

from IMRD dataset was conducted to assess if the observed numbers from IMRD were 

significantly different from the UKHSA expected figures.  

Figure 3.4-3: Comparison of predicted incidence rates of HIV infected patients aged 
18 and above derived from IMRD database and observed incidence in UKHSA, 2000-
2017  

NB: “Expected” is based on UKHSA data on new diagnosis and the ONS population estimates. 
  “Observed” are the incidence rates from the IMRD database. 
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For each year from 2000, the age-sex stratified incidence rates from IMRD dataset were 

applied to the UK population to generate observed numbers of HIV cases. These were 

compared with those produced by UKHSA. The results showed a generally lower expected 

new HIV numbers than the numbers observed and published by UKHSA from 2007 to 2014 

(Table 3.4-2). However, the difference was within 20 percent over the period under study, 

2001-2017. 

Table 3.4-2: Comparison of HIV Incidence from IMRD database and UKHSA, 2001-
2017 

Year IMRD HIV incidence rate 
(Expected) 

Expected HIV numbers 
UKHSA*  

Observed UKHSA 

 

% Differences from UKHSA 
(Expected minus observed)  

2001 4.6 2180 3249 -33% 
2002 6.1 2940 3917 -25% 
2003 8.7 4220 5111 -17% 
2003 12.2 5914 7110 -17% 
2004 15.2 7456 7503 -1% 
2005 16.8 8297 7728 7% 
2006 15.1 7533 7274 4% 
2007 13.9 7012 7194 -3% 
2008 12.9 6564 7080 -7% 
2009 10.9 5580 6507 -14% 
2010 10.6 5471 6255 -13% 
2011 10.6 5546 6085 -9% 
2012 10.2 5351 6166 -13% 
2013 10.8 5716 5950 -4% 
2014 9.3 4948 6151 -20% 
2015 11.6 6234 6013 4% 
2016 10.7 5797 5251 10% 
2017 11.5 6248 4334 44% 

*Numbers calculated from applying age-sex stratified incidence rates from IMRD on UK population – refers to 

expected numbers if we apply IMRD incidence rate to population used by UKHSA. 

 

B. Incidence of HIV at English Regional level 

Comparing HIV incidence rates by region from 2011 onwards showed no significant difference 

between incidence rates from UKHSA and IMRD dataset for all regions, except for London 

and East Midlands where incidence rates from IMRD dataset were lower than UKHSA figures 

(Figure 3.4-4). The incidence rate for the East Midlands was affected by the decrease in 

number of practices contributing data to IMRD from 18 in 2010 to two in 2014, followed by no 

practice contributing to IMRD from 2015 to 2017. The IMRD regions of South East Coast and 

South Central were mapped to the UKHSA regions of South East and the incidence rates were 

similar over the entire study period, 2000 to 2017.   
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Figure 3.4-4: Comparison of HIV Incidence from IMRD database and UKHSA by 
English regions, 2000-2017 

R
a
te

 p
e
r 

1
0

0
,0

0
0
 

  

R
a
te

 p
e
r 

1
0

0
,0

0
0
 

  

R
a
te

 p
e
r 

1
0

0
,0

0
0
 

  

R
a
te

 p
e
r 

1
0

0
,0

0
0
 

   

R
a
te

 p
e
r 

1
0

0
,0

0
0
 

 

 

East Midlands 

North East North West 

Yorkshire & Humber  

East of England 

West Midlands 

 

South East 
(South East Coast & South Central) 

South West  

London  



83 

 

In East of England, there was a markedly higher incidence of HIV in 2005 and 2006 than 

before and after these dates. Investigation of the high incidence rate revealed a large increase 

in the number of new HIV cases in one practice which joined IMRD from 2002 to 2011. The 

practice had a 10 percent increase in young adults aged 18-25 which is the age group which 

accounted for 90 percent of newly confirmed cases in 2005 and 2006. Over 70 percent of the 

practice population reside in the least deprived Townsend deprivation quintile of 1 and 2. 

When the practice was excluded from the overall incidence rate for East of England, the trend 

in incidence rate was more consistent over the study period, Figure 3.4-4. 

. 

C. HIV recording in relation to date of registration 

The pattern of recording of HIV diagnosis in primary care in relation to the date of registration 

of the patient with the practice revealed the incidence of HIV recording in the first 150 days 

after patient registration was approximately double the incidence after 150 days, but there 

were no sharp spikes in incidence of HIV recording, Figure 3.4-5. This analysis suggested it 

might be useful to conduct a sensitivity analysis for HIV diagnoses >150 days after registration 

in the model to investigate whether predictors were different in these two groups. 

Figure 3.4-5: Number of HIV cases recorded in relation to date of registration, IMRD 
database: 2000-2017 
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3.4.4.3 Analysis of Outcome variables – “Probable HIV” status 

There were 21 patients with “Immune/immunity problems” recorded in IMRD dataset between 

2000 and 2017. None had a diagnosis of HIV recorded. There were 152 patients with “Blood-

borne viral Infection” recorded in IMRD between 2000 and 2017, none had “Blood-borne viral 

Infection” recorded before a confirmed HIV diagnosis was recorded and only two (1.3 percent) 

had “Blood-borne viral Infection” recorded after a confirmed HIV diagnosis was recorded and 

98.7 percent had no diagnosis of HIV recorded. 

 

Of 6905 patients with “Immunodeficiency” between 2000 and 2017, only 17 (0.2 percent) had 

“Immunodeficiency” recorded before a confirmed HIV diagnosis, 50 (0.7 percent) of the 

patients had “Immunodeficiency” recorded after a confirmed HIV diagnosis and 99 percent 

had no diagnosis of HIV recorded in the records. Of the 17 patients who had confirmed HIV 

diagnosed after immunodeficiency, nine (53 percent) were diagnosed on the same day and 

the average time between “immunodeficiency” and confirmed HIV was 1.08 years (Figure 

3.4-6).  

Figure 3.4-6: Number of years from confirmed HIV date: Immunodeficiency, IMRD 
database: 2000-2017 
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3.4.5 Discussion 

There were differences in HIV incidences between geographical areas in UK. England had 

higher incidence compared to the rest of UK and southern regions of England, mainly London 

had higher rates than Northern regions. The regional differences could be attributed to varying 

demographic composition, lifestyles of the population and the urban/rural variations. However, 

there is decline in HIV incidence in IMRD dataset for East Midlands in 2014 onwards, 

explained by a decrease in practices contributing to IMRD to two in 2014 followed by no 

practices contributing to IMRD from 2015 onwards.  

 

Two practices in Scotland had a markedly higher incidence of HIV between 2003 and 2008. 

This could be because they attracted more HIV patients during this period. The attraction of 

more HIV patients could be a result of providing good care to populations with a high risk 

incidence of HIV/associated conditions and/or lifestyle issues (such as drug users) or good 

HIV patient care and clinical management as recommended by the Medical Foundation for 

AIDS and Sexual Health in the early 2000s [204]. This could be the same reason for the higher 

incidence of HIV patients in one practice in Northern Ireland.  

 

The HIV data in IMRD database could be generalised to UK population since the incidence of 

HIV in the IMRD dataset at UK level was similar to incidence reported by UKHSA from 2004 

onwards. At regional level, the incidence of HIV in the IMRD dataset in most regions was 

similar to incidence reported by UKHSA, except for London (over the entire study period) and 

East Midlands (from 2014 onwards). The differences in incidence rates in London could be 

attributed to under-reporting of HIV in GP practices contributing to IMRD compared to what is 

reported in GUM clinics and other settings (for example, in antenatal clinics). There is a 

possibility that the prevalence of HIV in primary care could be increased by using databases 

which are linked to diagnosis recorded in secondary care admissions data, such as using 

CPRD linked to Hospital Episodes Statistics (HES) [208]. 
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The euphemistic terms mentioned by participants of the exploratory qualitative research were 

only recorded in less than one percent of observations in IMRD dataset, revealing that GPs 

entering data in their electronic health records have mostly used the recommended codes for 

HIV since 2000. Therefore, there was little evidence that codes for immune/immunity 

problems, blood-borne viral Infection or immunodeficiency were being used as euphemistic 

codes for HIV in the IMRD dataset. Hence, the “probable HIV” analysis was not likely to yield 

any useful results in the model and was excluded from further analysis. 

 

The descriptive analysis and quality checks of the outcome variable revealed the following 

1. Incidence of HIV in IMRD dataset from 2004 onwards is consistent with incidence in 

UKHSA. Therefore, it was decided that multivariable modelling should include patients 

enrolled in all IMRD practices from 2004 onwards. The differences between the IMRD and 

UKSHA incidence rates from 2000 to 2003 could be credited to low recording of HIV in primary 

care shown in literature [191]. Improvements of recording of HIV in primary care, from 2004 

onwards, could be attributed to standards recommended in the early 2000s, which proposed 

primary care to be involved in HIV care and testing [204]. These recommendations were 

published by Medical Foundation for Aids and Sexual Health in collaboration with the 

Department of Health, BHIVA and National Association of NHS Providers of AIDS Care and 

Treatment [204]. 

2. Ascertainment and recording of HIV is therefore likely to be sufficiently good to derive a 

prediction model 

3. From 2003 to 2008 there is unusually high incidence of HIV in Scotland which is accounted 

for by two general practices. This was the case for a practice in Northern Ireland between 

2015 and 2017. Practices with an unusually high incidence of HIV may include patients with 

different characteristics (for example, a high proportion of drug misusers) which could affect 
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the multivariable modelling. It was decided that all the practices would be included in the model 

and a sensitivity analysis would be undertaken to ascertain if exclusion of the outlier practices 

would have influenced the model.  

4. The “probable HIV” analysis found that there were few cases where euphemistic terms 

were recorded. Therefore, including them in the model would not add value, so they were not 

used in further analysis. 

 

3.4.6 Conclusion 

This section of the chapter identified the acceptable HIV reporting period which should be 

considered in developing a prediction model. Hence the prediction model and validation used 

the IMRD dataset from 2004 to 2017. Furthermore, it highlighted that in most cases, GPs use 

the appropriate Read codes for recording HIV in electronic health records (which are then 

uploaded to IMRD database) and there is no need to consider the euphemistic terms in the 

development of a prediction model. 

3.5 Summary of chapter 

In this chapter, an investigation was conducted to identify euphemistic terms used by GPs in 

recording HIV in primary care records in a hidden way. The development of code list for the 

outcome variables was discussed followed by an exploration on the use of the euphemistic 

terms in IMRD database. Furthermore, this chapter checked the incidence of HIV in IMRD 

dataset compared to the official data published from UKHSA. The next chapter will develop 

and validate a model for a risk score of HIV for primary care using the risk factors identified in 

chapter 2 and informed by the investigation on recording of outcome variables in this chapter. 
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Chapter 4: Derivation and internal validation of a HIV risk score for 

primary care in the United Kingdom: a retrospective cohort study 

using IQVIA Medical Research Data (IMRD) database. 

 

4.1 Introduction to chapter 

The second chapter identified the predictors of HIV found in literature (including guidelines) 

and discussed how the Read codes for the predictor variables were developed. The previous 

chapter investigated the alternative ways clinicians might record HIV in primary care, 

discussed how Read codes for outcome variables were developed and explored the quality of 

outcome variable in electronic primary care records. This chapter will use all the variables 

identified in these two chapters in deriving and validating a prediction model which could be 

used in primary care to identify patients for HIV testing. 

4.2 Background 

The life expectancy of HIV positive patients has increased over the years, almost approaching 

that of the general population [11] [21] [26]. As mentioned in chapter 1, this is linked to the 

effectiveness of and adherence to ARTs, early diagnosis (CD4 count above 350/mm3), and 

good HIV patient care and clinical management [11] [42].  

 

Late diagnosis of HIV (CD4 count below 350/mm3) is associated with high morbidity and 

mortality, onward transmission and increased health and social care costs [114]. Most of AIDS 

related deaths in England can be attributed to late diagnosis of HIV, making late diagnosis a 

public health challenge [209]. In England, the Department of Health (DH) set the key strategic 

priorities on HIV as; reducing the proportion of late HIV diagnoses and increasing the 



89 

 

proportion of HIV infections diagnosed [210]. Hence, the DH found it useful to add an indicator 

of the estimated proportion of HIV positive patients diagnosed late, with a target of 25 percent 

or less [210] [211]. Because of the importance of early diagnosis, United Kingdom (UK) 

national guidelines recommend routine testing for HIV patients in high-risk groups and optimal 

health care for HIV positive patients [20].  

 

Earlier chapters highlighted that about 33 percent of patients diagnosed with HIV in UK have 

seen a General Practitioner (GP) within the previous year [26] [35] [106]. A survey conducted 

in London to identify missed opportunities in health care revealed that as much as 76.4 percent 

of patients diagnosed with HIV, between April 2004 and February 2006, had presented to their 

GP [114]. It would therefore be useful to identify patients likely to be HIV positive in primary 

care in order to encourage GPs to undertake HIV testing in appropriate patients. This could 

be linked to an alert system in electronic primary care records. It could increase diagnosis of 

individuals that were unlikely to get tested via the education and awareness campaign alone 

or through visiting GUM clinics [8]. To identify patients likely to be HIV positive in primary care, 

there is need to determine predictive factors associated with HIV infection that are recorded 

in primary care records. These factors were used in the development of a predictive model. 

 

UK guidelines identify 37 clinical indicator conditions for adult HIV infection that should prompt 

an HIV test [20]. In a previous matched case-control study carried out on data from electronic 

primary care records, only 12 of these 37 clinical indicator conditions were found to be 

significantly associated with HIV infection [35]. The study matched cases and controls by age 

and sex, therefore age and sex could not be considered as predictors. The relationship 

between indicator conditions recorded in primary care records and risk of HIV is therefore not 

known. NICE recommended further research into the prevalence of HIV in people with 

indicator conditions [212].  
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A cluster randomised controlled trial promoted HIV testing in all newly registered adults in 

general practices in London between 2010 and 2012 [109]. This was an area with a prevalence 

of known HIV of 0.8 percent. The intervention significantly increased the rate of HIV diagnosis 

and cost-effectiveness analysis found HIV testing was likely to be cost-effective in a population 

with this prevalence [109] [112]. 

 

The aim of this research is to generate a prediction model that calculates risk of HIV using 

information available in primary care records. Calculating a risk of HIV for each patient would 

enable general practitioners to identify patients with an expected prevalence of 0.8 percent or 

higher and offer HIV testing [112].  

 

This research used a retrospective cohort design and included additional potential predictors 

which were not considered in the case control study, and these are: personal characteristics, 

symptoms and comorbidities. The risk factors included in the prediction model was informed 

by findings from the systematic review of HIV risk factors, covered in chapter 2. The outcome 

definition (HIV infection) was informed by a qualitative study and explorative analysis on 

completeness of recording of HIV diagnoses in primary care records and the use of 

euphemistic terms, covered in chapter 3. 

 

4.3 Methods 

A retrospective cohort study was undertaken using anonymised UK primary care electronic 

medical records. As shown in chapter one, the IMRD general practice database contains more 

than 3.6 million active patients and approximately nine million previous patients from 

approximately 500 practices [128]. Data are regularly updated and the database is broadly 
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generalisable to the UK population in terms of age, gender, medical conditions and diseases, 

death rates and socio-economic determinants [213].  

 

The reporting guidelines followed in this study were the Reporting of studies Conducted using 

Observational Routinely-collected health Data (RECORD) checklist (Appendix 9) and the 

Transparent reporting of a multivariable prediction model for individual prognosis or diagnosis 

(TRIPOD) [214] [215] [216]. Prediction models are developed to estimate the risk of the 

presence of a disease or condition (diagnostic) or the risk that an event will occur in future 

(prognostic) [216] [217] [218]. A diagnostic prediction model starts with subjects’ presenting 

symptoms and explores the cross-sectional relationship (with short follow-up period) between 

predictors and outcome. A prognostic prediction model starts with healthy subjects and 

explores relationship between predictors and outcome after a longitudinal follow-up [219] 

[216]. Although the prediction model developed in this study would be used to identify patients 

that should be tested for HIV, a prognostic prediction model was developed because most of 

the signs and symptoms of HIV are not specific to HIV alone and also due to the long-term 

association between HIV and its predictors during the various clinical stages of HIV/AIDS 

progression, discussed in section 1.2.   

 

The approach used in this study included i) the definition of problem and data inspection 

covering the inclusion and exclusion criteria, define and inspect distribution of the predictor 

variables, and data quality checks, ii) model specification covering assessment of 

multivariable analysis assumptions, iii) model estimation and performance, and iv) model 

validation, Figure 4.3-1 [220] [221]. 
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Figure 4.3-1: Summary of methods used in this model development 

 

 

4.3.1 Inclusion and exclusion criteria 

The study population included all adult patients aged 18 and over registered in a practices 

which contributed data to IMRD between 2004 and December 2017, after the date of 

acceptable mortality reporting (the date when recording of patient mortality in each practice 

was judged to be complete) and one year after their Vision installation date (to ensure that the 

practice was using their patient record system to its full extent) [207]. The included patients 

were registered with the practice at least 30 days before entry. This ensured that patients who 

change practice often are included in the study. Consideration on the Acceptable Mortality 

Reporting (AMR) date, the date from which the general practices recorded date of death which 

seemed complete and similar to an expected standard, was taken in determining the index 

date [207] [222]. Therefore, the index date for each patient was the latest of the following 

dates: 1/1/2000, practice AMR date, Vision installation date plus one year, patient aged 18 

years, and patient registration date plus 30 days.  
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4.3.2 Follow up and censoring events 

Patients were followed-up from the index date until death, patient deregistration, last data 

collection from the practice or when the outcome event occurs. That means patients with HIV 

at index date were excluded. 

 

4.3.3 Predictor variables 

Sociodemographic and geographic predictor variables considered in this study include age, 

sex, ethnicity, deprivation quintile and urban/rural residence. Lifestyle variables considered 

were behavioural factors such as smoking, drug and alcohol misuse and unsafe sex. Clinical 

factors included symptoms such as diarrhoea or lower respiratory infection.  

 

Predictor variables included conditions listed in the guidelines; 2008 British HIV association 

(BHIVA) and 2011 National Institute for Health and Care Excellence (NICE) guidelines (PH33 

and PH34) [20] [223]. Additional candidate predictor variables included in the analysis were 

derived from a systematic review of predictors of HIV infection, discussed in chapter 2 [140]. 

Predictor variables included in the study are listed below. 

• Socioeconomic and demographic, and geographic:  

Age, gender, ethnicity, country of birth, poverty index (Townsend deprivation), sexual 

orientation 

• Lifestyle/behavioural  

Unsafe sex, smoking status, alcohol misuse, drug misuse, obesity, contact abroad, 

male anal sex, number of lifetime partners, partner characteristics 

• Clinical and co-morbid conditions: 

All conditions identified to have an association with HIV infection listed in Table 4.3-1. 
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Table 4.3-1: Clinical and co-morbid conditions included in the study 
Condition Group Clinical condition 
Respiratory  
 

‒ Tuberculosis  

‒ Pneumocystis carinii 

‒ Bacterial pneumonia 
Neurology  
 

‒ Cerebral toxoplasmosis  

‒ Primary cerebral lymphoma Cryptococcal meningitis  

‒ Progressive multifocal leukoencephalopathy  
Dermatology  ‒ Kaposi’s sarcoma  
Gastroenterology  
 

‒ Abdominal pain 

‒ Persistent cryptosporidiosis  

‒ Oral candidiasis 

‒ Oral hairy leukoplakia 

‒ Chronic diarrhoea of unknown cause 

‒ Weight loss of unknown cause 

‒ Salmonella, shigella or campylobacter 

‒ Hepatitis B infection 

‒ Hepatitis C infection 
Oncology  ‒ Non-Hodgkin’s lymphoma 

‒ Anal cancer or anal intraepithelial dysplasia 

‒ Castleman’s disease 

‒ Cervical dysplasia 

‒ Head and neck cancer 

‒ Hodgkin lymphoma 

‒ Space-occupying lesion of unknown cause 

‒ Lung cancer 
Gynaecology  ‒ Cervical cancer  
Ophthalmology  ‒ Cytomegalovirus retinitis 

‒ Any unexplained retinopathy 
Haematology  ‒ Blood dyscrasia  
Other  
 

‒ Mononucleosis-like syndrome 

‒ Pyrexia of unknown origin 

‒ Hypertension 

‒ Lymphadenopathy 

‒ Diabetes 

‒ Any sexually transmitted infection (includes other STI, chlamydia, gonorrhoea, genital 
herpes, syphilis) 

 

Socio-demographic predictors recorded in patient records were considered irrespective of 

time of recording. For example, ethnicity was included whenever it was recorded, even if this 

was long before HIV diagnosis. All the clinical and comorbid predictors mentioned in the Table 

4.3-1 were considered as candidate variables for the model. 

 

4.3.4 Quality checks on candidate predictor variables  

Quality checks were carried out on the data to ensure that candidate predictor variables were 

recorded with sufficient frequency to be useful predictors. Candidate predictor variables with 
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poor quality issues with completeness, inconsistency and irregularities were dropped since 

they would be less useful in data analysis [224]. The following criteria was applied during 

descriptive analysis and stability checks to drop variables with poor quality issues:  

1)  missing values - the threshold for this was different for each variable depending on 

whether every patient was supposed to have a value or in some cases no recording is 

required. For example, the proportion of missing ethnicity could be similar to what is 

recorded in other published data. Evidence showed that completeness of ethnicity data 

in IMRD was comparable with other primary care databases such as QResearch and 

CPRD, and data from CPRD was “comparable to that of the combined censuses for 

England, Wales, Scotland and Northern Ireland” [225].   

2) recorded too infrequently such as a population prevalence of 0.1 percent or less, except 

for clinical and comorbid conditions which might still have association with HIV even at 

low population prevalence. The prevalence threshold was decided as a pragmatic 

method of reducing the number of variables that should be included in a multivariable 

analysis because variables with a low prevalence are likely to be of little practical value 

in prediction. 

3) inconsistency/variability over time (for example, the recorded frequency changes 

unpredictably from one year to another). This shows irregularity on how the predictor is 

recorded over time and this might affect the association between the predictor and HIV.  

4) variability between practices which suggest that there may be problems with inconsistent 

coding. This indicates issues with validity of data for the predictor as different practices 

might be using different measurements and coding [224] [226] [227]. 

 

4.3.5 Ethical approval 

Data extracted from the IMRD database was anonymised. Research using the IMRD data 

collection was approved by the NHS South-East Multi-centre Research Ethics Committee 

(MREC) in 2003. Under the terms of this ethics approval, studies must undergo scientific 
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review to help ensure appropriate analysis and interpretation of the data, this study received 

approval from the Scientific Review Committee (SRC Reference Number: 17THIN009 on 10th 

February 2017) [228].  

4.4 Analysis 

The first analysis covered descriptive analysis and quality checks of predictor variables. This 

was followed by survival analysis between the time when predictors occurred and recording 

of confirmed HIV, in the multivariable analysis and the internal validation. Sensitivity analysis 

was conducted to evaluate model performance. 

 

4.4.1 Descriptive analysis and Quality checks of candidate predictor variables 

Descriptive analysis and consistency checks were used to decide on the possible predictor 

variables to include in subsequent analysis. For categorical variables such as ethnicity or 

Townsend quintile an additional category was created for missing data. Clinical conditions 

were binary, meaning the presence of a code was taken to indicate that the condition was 

present. Some variables were categorised or re-categorised at this stage. Conditions with 

more than one consultation were turned into semi-quantitative variables for example, one 

consultation for diarrhoea and two or more consultations for diarrhoea.  

 

The frequency of each recorded predictor variable in the cohort was used to determine 

whether the variable was included in the subsequent analysis. Those with a prevalence of less 

than 0.2 percent were dropped or further analysis of stability of the variable was undertaken. 

Stability of predictor variables was assessed by checking whether there was consistency in 

incidence of the variable over time. Clinical opinion was sought on whether to include clinical 

and co-morbid conditions which were infrequent but likely to be strongly associated with HIV. 
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Some of the predictor variables were re-categorised, either in accordance with data published 

by UKHSA (for example, Black ethnicity and White/Asian ethnic groups) or by combining less 

frequent conditions to main disease groups that are clinically known to have association with 

HIV (for example, combining all sexually transmitted infections (excluding syphilis) or grouping 

cervical conditions if they are individually less frequent).  

Several approaches are used in treating missing data is research. The approaches include 

missing-indicator method, complete or available case analysis and imputation (single and 

multiple). The missing-indicator method is a method where missing data is replaced by dummy 

data or a new category representing the missing data [229].  Complete or available case 

analysis is when researchers exclude cases with missing data and imputation methods is 

when missing data is replaced by estimated data, either as single or multiple imputations [229] 

[230]. This study used the missing-indicator method because, in comparison to imputation 

methods, it is simpler, less computationally intensive and does not involve approximations 

[229] [231].  

 

4.4.2 Determination of minimum sample size for the model 

A minimum sample size was determined to ensure that the number of patients (n) and 

minimum number of outcome events per predictor satisfied the following conditions: 

“(i) small optimism in predictor effect estimates as defined by a global shrinkage factor of ≥0.9, 

(ii) small absolute difference of ≤ 0.05 in the model's apparent and adjusted Nagelkerke's R2, 

and (iii) precise estimation of the overall risk in the population.” [232]. 
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4.4.3 Multivariable analysis 

A backward stepwise multivariable Cox regression model was used to derive estimate of the 

coefficients associated with multiple potential risk factors for recorded diagnosis of HIV and 

generate a risk score or index. Backward elimination, used in this study, is an automated 

algorithm used in selection of variables to include in a model [233] [234]. The algorithm starts 

by including all variables into a model and remove the insignificant variables one-by-one, using 

a p-value threshold [233]. The p-value threshold used for the backward stepwise elimination  

was 0.157, which could be used as a proxy for subset approaches with Akaike information 

criterion (AIC) [235] [236] [237]. Prior to multivariable analysis, an investigation was conducted 

to check which suitable multivariable analysis to use, including if the constant proportional 

hazards’ assumption holds (that is, if the explanatory variable is a predictor of HIV, then the 

ratio of the hazards is the same at all times) [143]. Examination of the magnitude of violations 

using Kaplan-Meier curves was used to determine if the variables that violated the proportional 

hazard assumptions could be included in the model. The model allowed for non-linearity 

between HIV infection and some of the variables, such as age where the infection is less 

common under age 20, more common in middle age (20 to 39 years) and less common in 

older adults. From the Cox regression model, predictions were produced from. baseline 

survival combined with the linear predictors. 

 

4.4.4 Internal validation and evaluation of model performance 

Development of a model requires internal and external validation for calibration and reduction 

of optimism and overfitting of the model [217] [216]. External validation evaluates the 

predictive power of the derived model using an independent or external dataset [238] [239]. 

On the other hand, internal validation estimates how the model performs in a derivation 

dataset compared to that from a dataset of a similar population, which is either produced 

through bootstrap sampling or by randomly splitting the original cohort [238] [239]. Split-
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sample validation or data splitting is an internal validation approach where the development 

dataset is divided into one dataset for model development and the other dataset for model 

validation [219]. However, this method is inefficient as it does not use the available dataset for 

model development, has two datasets which are closely similar (only vary by chance), 

resulting in optimistic results and in some cases, splitting of the data reduces sample sizes 

[219]. Other options of splitting the data, which could improve on the optimistic results include 

splitting the data by time (temporal validation) or location (geographic validation) [219] [240]. 

However, temporal and geographic validation also have the same weaknesses as the data 

splitting method [219] [240]. Bootstrap sampling is an approach that uses all the available data 

to develop the prediction model and generate bootstrap samples for validation [219]. Bootstrap 

validation accounts for model overfitting, thus quantifying optimism for the prediction model 

[219]. 

 

Internal validation was undertaken in this study using the resampling technique of random 

bootstrap samples with replacement [220] [221]. Bootstrap sampling was selected because in 

addition to a mechanism of quantifying optimism for the final model, it provided the shrinkage 

factor required to adjust the results from the development model.  Stata was used to produce 

bootstrap samples by drawing subjects at random, with replacement from the original dataset 

(derivation dataset), meaning the bootstrap sample and model development dataset have 

same patients with some patients represented many times in the bootstrap samples [221] 

[220]. Internal validation was evaluated by applying the multivariable analysis from the 

derivation dataset to bootstrapped samples [220] [241] [242]. This was done by following the 

steps below: 

i. Bootstrap (with replacement) the original dataset. 

ii. Fit the multivariable model on each bootstrap and get the linear predictors. 

iii. Calculate the Harrell’s C-statistics and calibration performance slopes (C-slope) for the 

bootstraps and original data produced from the bootstrapped model. 
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iv. Calculate optimism for the Harrell’s C-statistics and C-slope for each bootstrapped 

sample (for each bootstrap sample, find difference between the values in step (iii) 

above (bootstrap results minus original data results). 

v. Using the mean of optimism values, calculate the optimism adjusted c-statistic and C-

slope by subtracting mean optimism from Harrell’s C-statistic or C-slope of the original 

multivariable model (before internal validation). 

vi. Use the optimism adjusted calibration performance (C-slope) to produce uniform 

shrinkage values from the original model hazard ratio (log HR) multiplied by optimism 

adjusted C-slope). 

 

The calibration and clinical usefulness of the model was evaluated by comparing results from 

the derivation dataset and the validation datasets [220]. The calibration plots showed 

comparison of results from all predicted risks generated in the validation and derivation 

datasets. Examination of heterogeneity in performance by general practices was conducted 

after fitting the model, using the Harrell’s C-statistics [243]. The receiver operating curves 

showed the range of thresholds that quantifies the clinical usefulness of the prediction model 

[220].  

 

Sensitivity, specificity and predictive values were calculated using several risk score cut off 

points to show which cut off points would give a better trade-off between sensitivity and 

specificity while taking into consideration of HIV prevalence in the population. Several cut-off 

points will be used to inform decision on considering the relative importance of sensitivity and 

specificity in respect to cost and benefit of testing patients for HIV in primary care [224]. 

Considering the 2017 prevalence of HIV in UK at 0.15% and that the optimum cut-off point 

from the case-control study of 0.26%, the cut-off points used in this study were 0.075%, 0.1%, 

0.25% 0.5% and 1% [35] [244] [245]. Furthermore, decision curve analysis was conducted to 

evaluate the possible clinical utility or the benefits of a diagnostic test emanating from the use 
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of the prediction model [246].  A decision curve is a graphical presentation used to assess the 

clinical impact of a risk prediction model/biomarkers [247] [248]. Decision curve analysis is a 

method which evaluates the net benefits at varying levels of threshold predicted probabilities 

of an event [247] [249] [248] [250]. Net benefit is represented by the following equation:

  

where, (pt) is a threshold probability 

n is the total sample size [249] 

 

The graphic presentation from DCA has the horizontal axis which shows the risk threshold 

(R), defining high risk and the vertical axis showing the Net Benefit (NB). The lines on the 

chart are: 

• green line for NB for the risk model risk.  

• red lines for no intervention in the population (test none),  

• blue line for NB when intervention is extended to the whole population. 

 

Decision curve analysis is useful because it is 

• easier to interpret whether the diagnostic test has a practical clinical value and area under 

the curve (AUC) may be misleading 

• less complex than a full economic evaluation of the costs and benefits of positive and 

negative test results [248] 

 

A further analysis was conducted to find a diagnostic interval, time between presentations of 

clinical and comorbid predictors and the recorded date of HIV diagnosis. This established 

whether using the model would be helpful in early diagnosis of HIV. 
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check consistency in recording since some of the prevalence by individual sub-categories was 

0.1% or more. Sexuality and area of origin (derived from country of birth) were excluded from 

this study due to a prevalence of less than 0.1% for most of the categories. Triangulation of 

predictor variables with proportion used in publicly available data formed part of further 

explorative work, including using census data or UKHSA data to check representativeness of 

the missing data.  

Table 4.5-1: Demographic and socio-economic characteristics of patients aged 18 plus, IMRD 
database, 2004-2017. 
Predictor Total patients, n 

(%) 
Percentage 
complete 

HIV cases 
(rate/10,000) 

Decision 

Gender  100%   
 Male 4219484 (48.25) 2931 (6.95) Include 

 Female 4525134 (51.75) 3201 (7.07) Include 

Age (years)  100%   

 18-24 1859445 (21.26) 1302 (7) Include 

 25-34 1886717 (21.58) 2115 (11.21) Include 

 35-49 2171913 (24.84) 2016 (9.28) Include 

 50-59 1062294 (12.15) 473 (4.45) Include 

 60+ 1764249 (20.18) 226 (1.28) Include 

Ethnicity   43%   

 Asian 266988 (3.05) 179 (6.7) Include 

 Black 123818 (1.42) 727 (58.72) Include 

 Mixed 43567 (0.5) 61 (14) Include 

 Other 61545 (0.7) 86 (13.97) Include 

 White 3264557 (37.33) 2007 (6.15) Include 

Not stated 4984143 (57)  3072 (6.16) Include 

Sexuality   0.2%   

 Heterosexual 6686 (0.076) 2 (2.99) Exclude <0.1% 

 Homosexual 2651 (0.03) 44 (165.98) Exclude <0.1% 

 Bisexual 240 (0.003) 240 (10000) Exclude <0.1% 

 Trans-sexualism 332 (0.004) 3 (90.36) Exclude <0.1% 

 orientation not given - patient 247 (0.003) 247 (10000) Exclude <0.1% 

 Other non-specific 7886 (0.09) 8 (10.14) Exclude <0.1% 

  Not stated 8726576 (99.8)  5588 (6.4)  

Townsend deprivation quintile  82.8%    

 1 1632635 (18.67) 652 (3.99) Include 

 2 1498082 (17.13) 845 (5.64) Include 

 3 1578757 (18.05) 1131 (7.16) Include 

 4 1465381 (16.76) 1279 (8.73) Include 

 5 1065129 (12.18) 1274 (11.96) Include 

   Not stated 1504634 (17.21)  951 (6.32) Include 
 
Area of origin 

 1.85%    

 Asia 35557 (0.41) 26 (7.31) Exclude * 

 Other 109489 (1.25) 75 (6.85) Exclude * 

 Sub-Saharan Africa 16264 (0.19) 106 (65.17) Exclude * 

  Not stated 8583308 (98.15)  5925 (6.9) Exclude * 

Geographic       

Country / Region of residence (%)       

 England: East Midlands 203502 (2.33) 100% 76 (3.73) Exclude * 

 England: East of England 542653 (6.21) 387 (7.13) Exclude * 

 England: London 1231905 (14.09) 1122 (9.11) Exclude * 

 England: North East 151627 (1.73) 61 (4.02) Exclude * 
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Predictor Total patients, n 
(%) 

Percentage 
complete 

HIV cases 
(rate/10,000) 

Decision 

 England: North West 713085 (8.15) 399 (5.6) Exclude * 

 England: South Central 929642 (10.63) 594 (6.39) Exclude * 

 England: South East Coast 857728 (9.81) 340 (3.96) Exclude * 

 England: South West 634085 (7.25) 251 (3.96) Exclude * 

 England: West Midlands 722108 (8.26) 395 (5.47) Exclude * 

 England: Yorkshire & Humber 199142 (2.28) 52 (2.61) Exclude * 

 Northern Ireland 309147 (3.54) 365 (11.81) Exclude * 

 Scotland 1265636 (14.47) 1754 (13.86) Exclude * 

 Wales 984358 (11.26) 336 (3.41) Exclude * 

Urban and rural      

Urban/rural     

Rural 1043604 (11.93) 68.24% 376 (3.6) Include 
Urban 4923903 (56.31%) 2895 (5.88) Include 
Not stated 2777111 (31.76%)  2861 (10.3) Include 

Urban/rural type     
 Town & Fringe – Less sparse 631762 (7.22) 68.24% 221 (3.5) Exclude * 

 Town & Fringe – Sparse 35841 (0.41) 3 (0.84) Exclude * 

 Urban >10k - Less sparse 4911644 (56.17) 2893 (5.89) Exclude * 

 Urban >10k – Sparse 12259 (0.14) 2 (1.63) Exclude * 

 Village, Hamlet & Isolated dwelling – Less 
sparse 

334979 (3.83) 131 (3.91) Exclude * 

 Village, Hamlet & Isolated dwellings – 
Sparse 

41022 (0.47) 21 (5.12) Exclude * 

   Not stated 2777111 (31.76)  2861 (10.3) Exclude * 

*Excluded due to uneven distribution between categories 

B. Geographic predictors 

Data was extracted covering all countries in the United Kingdom with the majority of patients 

(72 percent) residing in England, of which 15 percent were from London, Table 4.5-1. No data 

was missing on country and regional (England only) distribution. However, region will be 

excluded from subsequent analysis given that the finding from HIV prevalence by region, from 

chapter 3, showed no regional differences in prevalence, except for high prevalence in 

London. The variable indicating whether the postal address was urban or rural was missing 

for 32 percent of patients, but it was included in subsequent analysis with a category for 

missing. There was an uneven distribution of population by urban/rural type with half of the 

types having less than 1 percent each compared to other types, hence the predictor was 

excluded from further analysis.  
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C. Lifestyle predictors 

Lifestyle or behavioural predictors with prevalence of one percent or more that were included 

in consistency checks and subsequent analysis were: alcohol misuse, smoking, obesity, 

having a contact abroad and drug misuse, Table 4.5-2. Behavioural predictors with prevalence 

less than 0.1 percent such as unsafe sex, having anal sex, having multiple lifetime partners 

and partner characteristics of high risk were excluded from further analysis.  

Table 4.5-2: Lifestyle characteristics of patients aged 18 plus, IMRD database, 2004-2017. 

*Stressful events refer to events such as bereavement or death of close friend or financial crisis or relationship breakdown 

 

D. Clinical conditions and Co-morbid predictors 

The prevalence of clinical and co-morbid predictors was determined for the years 2004 to 

2017. A total of 62 clinical and co-morbid predictors were extracted, of which 57 covered the 

follow-up period and the other 5 referred to the first time a condition was registered irrespective 

of the index date, Table 4.5-3. There were 8 indicators with no outcome of HIV case and were 

not included in subsequent analysis. Of the 54 predictors with at least one outcome of HIV 

cases, 35 predictors were included in consistency checks and subsequent analysis as they 

met the inclusion criteria of frequency over 0.2% or were included on clinical grounds. Of these 

predictors, 21 had a prevalence in the entire patient population of more than 0.2% and 11 

predictors were included on clinical grounds, because of the possibility of strong association 

with HIV. Clinical and co-morbid conditions combined into three new categories and included 

in subsequent analysis were:  

Predictor Total patients, n (%) HIV cases (rate per 
10,000) 

Decision on exclusion 

Alcohol misuse 231912 (2.65) 286 (12.33) Include 
Drug misuse 153238 (1.75) 383 (24.99) Include 
Obesity 175048 (2.00) 53 (3.03) Include 
Smoking (current or ex-smoker) 3096282 (35.41) 2355 (7.61) Include 
Contact abroad 119493 (1.37) 187 (15.65) Include 
Stressful events* 600884 (6.87) 453 (7.54) Include 
Unsafe sex 1023 (0.01) 2 (19.55) Exclude <0.1% 
Anal sex 77 (0.00) 3 (389.61) Exclude <0.1% 
Multiple lifetime partners 5115 (0.06) 23 (44.97) Exclude <0.1% 
Partner characteristics 1575 (0.02) 7 (44.44) Exclude <0.1% 
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• Chlamydia, gonorrhoea, genital herpes, other STIs and previous STI were combined to 

sexually Transmitted Infection (excluding Syphilis) and previous infections.  

• Cervical dysplasia, cervical cancer and cervical intraepithelial neoplasia were grouped 

together as cervical conditions. 

• Hepatitis B and Hepatitis C were grouped together as Hepatitis conditions. 

Table 4.5-3: Clinical and co-morbid predictors of patients aged 18+, IMRD database, 2004-2017. 
Condition group Predictor Total patients, n 

(%) 
HIV cases 
(rate/10000) 

Decision on exclusion 

Respiratory 
Conditions 

Aspergillosis 849 (0.01) 1 (11.78) Exclude <0.2% 
Cough 2096297 (23.97) 1108 (5.29) Include 
Pneumocystis carinii 12 (0.00) 1 (833.33) Include on clinical grounds 
Pneumonia 56300 (0.64) 39 (6.93) Include 
Tuberculosis  2548 (0.03) 8 (31.4) Include on clinical grounds 

Neurology Cerebral toxoplasmosis abscess 425 (0.00) 4 (94.12) Include on clinical grounds 
Cryptococcal meningitis 5 (0.00)  - Exclude (HIV +ve = 0) 
Dementia 2709 (0.03) 1 (3.69) Exclude <0.2% 
Guillain–Barré syndrome 980 (0.01) 2 (20.41) Exclude <0.2% 
Progressive multifocal leukoencephalopathy  40 (0.00) 2 (500) Include on clinical grounds 
Aseptic meningitis/encephalitis 1737 (0.02) 6 (34.54) Include on clinical grounds 
Transverse myelitis 693 (0.01)  - Exclude (HIV +ve = 0) 
Neurologic disability 15869 (0.18) 6 (3.78) Include on clinical grounds 
Peripheral neuropathy 24789 (0.28) 10 (4.03) Include 

Ophthalmology Cytomegalovirus retinitis 13142 (0.15) 9 (6.85) Exclude <0.2% 
Any unexplained retinopathy 386 (0.00)  - Exclude (HIV +ve = 0) 

Dermatology Herpes zoster 35611 (0.41) 36 (10.11) Include on clinical grounds 
  Psoriasis 158030 (1.81) 123 (7.78) Include 

Seborrhoeic dermatitis 109699 (1.25) 85 (7.75) Include 
Kaposi’s sarcoma  60 (0.00) 9 (1500) Include on clinical grounds 
Rash 1164037 (13.31) 935 (8.03) Include 

Gastroenterology Abdominal pain 712366 (8.15) 405 (5.69) Include 
Oral candidiasis 48877 (0.56) 62 (12.68) Include on clinical grounds 
Cryptosporidiosis 416 (0.00) 1 (24.04) Exclude <0.2% 
Diarrhoea 690671 (7.9) 495 (7.17) Include 
Hepatitis B 4161 (0.05) 109 (261.96) Combine hepatitis 
Hepatitis C 7752 (0.09) 48 (61.92) Combine hepatitis 
Oral hairy leukoplakia 1622 (0.02) 3 (18.5) Exclude <0.2% 
Nausea/vomiting 509022 (5.82) 386 (7.58) Include 
Salmonella, shigella or campylobacter 21496 (0.25) 16 (7.44) Include 
Weight loss  737632 (8.44) 531 (7.20) Include 
Hepatitis conditions (combined) 11733 (0.13) 152 (129.55) Include on clinical grounds 

Haematology Blood dyscrasia 28411 (0.32) 59 (20.77) Include 
Oncology 
  

Non-Hodgkin’s lymphoma 13244 (0.15) 50 (37.75) Include on clinical grounds 
Anal cancer or anal intraepithelial dysplasia 993 (0.01) 3 (30.21) Include on clinical grounds 
Castleman’s disease 64 (0.00) 1 (156.25) Exclude <0.2% 
Cervical dysplasia 3288 (0.04) 9 (27.37) Combine cervical conditions 
Head and neck cancer 13459 (0.15) 3 (2.23) Exclude <0.2% 
Hodgkin lymphoma 852 (0.01) 1 (11.74) Exclude <0.2% 
Space-occupying lesion of unknown cause 135 (0.00)  - Exclude (HIV +ve = 0) 
Lung cancer 35125 (0.4) 3 (0.85) Include 

  
Gynaecology 
  

Cervical cancer  2619 (0.03) 2 (7.64) Combine cervical conditions 
Cervical intraepithelial neoplasia 3891 (0.04) 8 (20.56) Combine cervical conditions 
Seminoma 990 (0.01) 1 (10.1) Exclude <0.2% 
Vaginal intraepithelial neoplasia 1019 (0.01) -  Exclude (HIV +ve = 0) 
Cervical conditions 9463 (0.11) 17 (17.96) Include on clinical grounds 



107 

 

Condition group Predictor Total patients, n 
(%) 

HIV cases 
(rate/10000) 

Decision on exclusion 

Ear, nose, and 
throat 

Parotitis 22148 (0.25) 14 (6.32) Include 
Lymphoepithelial parotid cysts 967 (0.01) - Exclude (HIV +ve = 0) 

Other Clinical 
conditions 

Mononucleosis-like syndrome 41 (0)  - Exclude (HIV +ve = 0) 
Pyrexia of unknown origin 298637 (3.42) 277 (9.28) Include 
Hypertension 1433191 (16.39) 568 (3.96) Include 
Chronic liver disease 80945 (0.93) 249 (30.76) Include 
Hyperlipidemia 121514 (1.39) 21 (1.73) Include 
Depression 1805500 (20.65) 1829 (10.13) Include 
Lymphogranuloma venereum 11 (0)  - Exclude (HIV +ve = 0) 
Lymphadenopathy 111373 (1.27) 150 (13.47) Include 
Diabetes 518855 (5.93) 273 (5.26) Include 
Minor trauma 369 (0)  - Exclude (HIV +ve = 0) 
Sexually Transmitted Infections       
Chlamydia 20947 (0.24) 74 (35.33) Combine STIs 
Syphilis 818 (0.01) 18 (220.05) Include on clinical grounds 
Gonorrhoea 1506 (0.02) 11 (73.04) Combine STIs 
Genital herpes 17081 (0.2) 36 (21.08) Combine STIs 
Other STIs (excludes above)  31432 (0.36) 53 (16.86) Combine STIs 
STI 69873 (0.8) 183 (26.19) Exclude (exclude syphilis) 
Previous STI 162435 (1.86) 207 (12.74) Combine with STIs 
All STI (excluding Syphilis) and previous STIs 225125 (2.57) 364 (16.17) Include 

 

4.5.1.2 Quality checks of Predictor variables: Stability of predictor 

variables over time  

Consistency in the recording of predictor variables over time was determined through trend 

analysis of the variables from 2004 to 2017, to check if the quality of recording the variables 

might affect their predictive characteristics. 

 

A. Demographic and Lifestyle predictors 

A general increase in proportion of registered patients with recorded demographic and lifestyle 

predictors in the 1990s and 2000s could be a proportional increase in the predictor or an 

indication of a general improvement in recording of these characteristics at registration or 

could be a result of both factors, Appendix 10. The predictors that were further analysed for 

consistency checks were ethnicity and contact abroad.  
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Although ethnicity was recorded for 40% of patients, the proportion of patients with recorded 

ethnicity consistently increased especially after 2006, hence ethnicity was included in 

subsequent analysis, Figure 4.5-2. 

Figure 4.5-2: Proportion of GP registered patients with ethnicity recorded, 2004-2017 

 

The proportion of those who had contact abroad was 1.37% but there was a consistent 

increase in frequency of the predictor over the period covered by this study, Figure 4.5-3. 

Therefore, contact abroad was included in subsequent analysis.  

Figure 4.5-3: Frequency of recorded contact abroad in GP registered patients, 2004-2017 

 

0

5

10

15

20

25

30

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

R
at

e
 p

er
 1

0
0

0
 p

er
so

n
 y

ea
rs

Year



109 

 

B. Clinical conditions and Co-morbid predictors 

All clinical and co-morbid predictors which were included from the descriptive analysis were 

consistently recorded in primary care records and the incidence of these predictors showed 

some stability over the study period. Therefore, all the 35 clinical and co-morbid predictors 

were included in subsequent analysis. 

 

4.5.1.3 Implications of the analysis of predictor variables for subsequent analysis 

The descriptive analysis and the data quality checks for the predictor variables revealed that 

the 38 predictor variables will be dropped from subsequent analysis due to population 

prevalence of 0.2% or less, instability in recording or no HIV positive patient recorded, 

Appendix 11. All the other variables were included in subsequent analysis. 

 

Predictors listed below were reclassified and included in the multivariable analysis, and the 

rest of the predictor variables were all included as they were in descriptive analysis. 

• Ethnicity; white/Asian and missing ethnicity (reference) versus black and mixed/other. 

Reclassification was based on nationally published figures which showed that black 

ethnic group and the mixed/other ethnic groups have higher incidence of HIV 

compared to white and Asian ethnic groups [67]. 

• Urban/rural; rural (reference) versus urban and missing. 

• Smoking; never smoked (reference) and current smoker/ex-smoker 

 

Of the 81 predictors, 47 of them were included in subsequent analysis after exclusion of 27 

individual predictors due to low frequency in population or low HIV prevalence and also after 

combining seven predictors into three predictors. All predictor variables were categorical and 

no transformations were done. 
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4.5.2 Results from determination of minimum sample size and testing 

Proportional Hazard Assumptions  

4.5.2.1 Minimum sample size for the model 

Using the formula provided by Riley et al (2019), the minimum sample size required to satisfy 

the criteria specified in section 4.5.2 was 211,265 with minimum outcome events of 1,230. 

These figures assumed an events per predictor value of 26.16.  This analysis confirmed that 

the number of patients included for model development (8,744,618 with 6,132 HIV positive 

patients) were adequate. 

 

4.5.2.2 Testing Proportional Hazard Assumptions 

The results from testing of proportional hazard assumptions, using the scaled Schoenfeld 

residuals, revealed that 13 out of 45 predictors violated the assumptions, shown by a 

significant p-value, Table 4.5-4. These predictor variables were gender, age groups, 

Townsend deprivation quintile, urban/rural, abdominal pain, cervical conditions, cough, 

diarrhoea, nausea/vomiting, pyrexia of unknown origin, rash, weight loss and 

lymphadenopathy.  

 

Further examination of the magnitude of violations of proportional hazard assumptions was 

conducted using Kaplan-Meier curves, Figure 4.5 4 (the rest of the Kaplan-Meier curves are 

in Appendix 12). Hazards can be regarded as proportional if the line for each variable group 

does not cross each other. The Kaplan-Meier curves showed that all the variables that violated 

the proportional hazard assumptions using the p-values had proportional hazard except 

cervical conditions and lymphadenopathy. Although these two variables violated the 

assumptions, they were included in the multivariable analysis since they were binary. 
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Table 4.5-4: Results from testing of proportional hazard assumptions 

 

 

 

 

 

  Predictor rho   chi2 df  P-value 

Socio-
Demographic and 
geographic 

1.  Gender -0.140 123 1 0.000 
2.  Age group 0.122 65.28 1 0.000 
3.  Ethnic group -0.032 4.41 1 0.036 
4.  Townsend deprivation quintile 0.127 100.56 1 0.000 
5.  urban -0.095 57.15 1 0.000 

Lifestyle 6.  Alcohol misuse 0.014 1.14 1 0.286 
7.  Drug misuse 0.027 4.32 1 0.038 
8.  Contact abroad -0.026 4.14 1 0.042 
9.  Smoking status 0.003 0.07 1 0.792 
10.  Stressful events -0.026 4.11 1 0.043 

Clinical and 
comorbid 
conditions 

11.  Abdominal pain 0.091 51.09 1 0.000 
12.  Anal cancer or anal intraepithelial dysplasia 0.019 2.17 1 0.140 
13.  Aseptic meningitis/encephalitis 0.011 0.72 1 0.398 
14.  Blood dyscrasia 0.026 4.03 1 0.045 
15.  Cerebral toxoplasmosis abscess -0.010 0.65 1 0.421 
16.  Cervical conditions 0.051 15.95 1 0.000 
17.  Chronic liver disease -0.012 0.92 1 0.337 
18.  Cough 0.171 182.52 1 0.000 
19.  Cryptosporidiosis -0.006 0.22 1 0.638 
20.  Cytomegalovirus retinitis 0.032 6.23 1 0.013 
21.  Depression -0.005 0.17 1 0.684 
22.  Diabetes 0.019 2.31 1 0.128 
23.  Diarrhoea 0.122 93.32 1 0.000 
24.  Head and neck cancer 0.003 0.07 1 0.794 
25.  Hepatitis (B&C) 0.042 10.84 1 0.001 
26.  Herpes zoster 0.015 1.46 1 0.227 
27.  Hyperlipidemia 0.021 2.58 1 0.109 
28.  Hypertension 0.043 11.15 1 0.001 
29.  Kaposi’s sarcoma  -0.001 0 1 0.953 
30.  Lung cancer 0.026 4.07 1 0.044 
31.  Lymphadenopathy 0.057 19.92 1 0.000 
32.  Nausea/vomiting 0.057 19.96 1 0.000 
33.  Neurologic disability 0.006 0.24 1 0.624 
34.  Non-Hodgkin’s lymphoma 0.016 1.58 1 0.209 
35.  Oral candidiasis 0.023 3.37 1 0.067 
36.  Peripheral neuropathy 0.022 3.02 1 0.082 
37.  Pneumocystis carinii 0.009 0.46 1 0.497 
38.  Pneumonia 0.028 4.84 1 0.028 
39.  Progressive multifocal leukoencephalopathy  0.007 0.33 1 0.568 
40.  Pyrexia of unknown origin 0.071 31.03 1 0.000 
41.  Rash 0.151 140.49 1 0.000 
42.  STI (excludes syphilis) or previous STI 0.004 0.12 1 0.727 
43.  Syphilis 0.013 1.02 1 0.312 
44.  Tuberculosis  -0.014 1.17 1 0.280 
45.  Weight loss  0.145 129.26 1 0.000 
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Figure 4.5-4: Kaplan-Meier curves for gender, age groups, urban/rural, deprivation, cervical 
conditions and lymphadenopathy.  
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4.5.3 Results from the Multivariable model estimation  

This section will reveal the results from the multivariable analysis and evaluation of the model.  

 

4.5.3.1 Multivariable (Cox regression) Analysis results 

The demographic predictors significantly associated with HIV infection were female gender 

(HR: 1.19, 95% CI: 1.13-1.25) compared to males, 25-34 age group (HR: 1.3, 95% CI: 1.21-

1.39, p-value < 0.001) compared to 18-24 and ethnicity where black ethnicity (HR: 11.22, 95% 

CI: 10.32 – 12.19, p-value < 0.001) and Mixed and other ethnicity (HR: 2.57, 95% CI: 2.18 – 

3.03, p-value < 0.001) compared to reference group of white and Asian.  

 

Deprivation was significantly associated with HIV infection with HR increasing with deprivation 

levels with most deprived having HR of 1.86 (95% CI: 1.69-2.06, p < 0.001). Living in urban 

areas was a geographical predictor associated with HIV infection (HR: 1.12, 95% CI: 1.0-1.25, 

p-value < 0.001).  

 

Lifestyle predictors with significant associated with HIV infection were smoking status of being 

a current smoker/ex-smoker (HR: 1.14, 95% CI: 1.07-1.21, p-value < 0.001) compared to 

never smokers, drug misuse (HR: 2.27, 95% CI: 2.02 - 2.54, p-value < 0.001) and contact 

abroad (HR: 2.05, 95% CI: 1.77 - 2.38, p-value < 0.001)  

 

There were 17 clinical and comorbid conditions significantly associated with HIV infection, the 

largest hazard ratios were on Kaposi’s sarcoma (HR: 180.02, 95% CI: 93.14 – 347.93, p-value 

< 0.001), pneumocystis carinii (HR: 74.25, 95% CI: 10.32 – 534.14, p-value < 0.001), 

progressive multifocal leukoencephalopathy (HR: 58.19, 95% CI: 14.54 – 232.87, p-value < 

0.001), syphilis (HR: 11.14, 95% CI: 6.99 – 17.76, p-value < 0.001), Non-Hodgkin’s lymphoma 

(HR: 9.52, 95% CI: 7.18 – 12.64, p-value < 0.001), tuberculosis (HR: 2.31, 95% CI: 1.15 - 
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4.62, p-value < 0.001) and cerebral toxoplasmosis abscess (HR: 8.04, 95% CI: 3.01 – 21.48, 

p-value < 0.001), Table 4.5-5. 

 

The other clinical and comorbid conditions associated with HIV infection were anal cancer or 

anal intraepithelial dysplasia, aseptic meningitis/encephalitis, oral candidiasis, hepatitis B and 

C, blood dyscrasia, chronic liver disease, depression and current STI (excluding syphilis) or 

any previous STI.  

 

Rash, pyrexia of unknown origin, weight loss, hypertension, nausea/vomiting, abdominal pain 

peripheral neuropathy, cough, neurologic disability, lung cancer and hyperlipidemia were 

statistically significant but were associated with decreased risk of HIV infection. 

 

The predictors not significantly associated with HIV infection, after adjusting for other factors 

were alcohol misuse, cervical conditions (combined cervical cancer, cervical dysplasia and 

cervical intraepithelial neoplasia), cryptosporidiosis and stressful events. 

Table 4.5-5: Multivariable analysis of relationship between predictors and HIV 
  Predictor Hazard Ratio [95% Confidence Interval] p-value 

Socio-
economic, 
demographic 
and 
geographic 

Gender 
   

Male 1 (reference)     
Female 1.19 (1.13, 1.25) <0.001 

Age group       
18-24 1 (reference)     
25-34 1.3 (1.21, 1.39) <0.001 
35-49 0.84 (0.78, 0.9) <0.001 
50-59 0.43 (0.39, 0.48) <0.001 
60+ 0.16 (0.14, 0.19) <0.001 

Ethnicity       
White/Asian/missing 1 (reference)    
Black 11.22 (10.32, 12.19) <0.001 
Mixed and other 2.57 (2.18, 3.03) <0.001 

Deprivation       
1 1 (reference)     
2 1.3 (1.17, 1.44) <0.001 
3 1.55 (1.4, 1.71) <0.001 
4 1.74 (1.58, 1.91) <0.001 
5 1.86 (1.69, 2.06) <0.001 
Not stated 0.72 (0.64, 0.8) <0.001 

Urban/rural       
Rural 1 (reference)     
Urban 1.12 (1, 1.25) 0.045 
Missing 3.19 (2.85, 3.58) <0.001 
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  Predictor Hazard Ratio [95% Confidence Interval] p-value 
Lifestyle Drug misuse 2.27 (2.02, 2.54) <0.001 

Contact abroad 2.05 (1.77, 2.38) <0.001 
Smoking status (current smoker/ex-smoker) 1.01 (1.01, 1.02) <0.001 

Clinical and 
comorbid 
conditions 

Kaposi’s sarcoma  180.02 (93.14, 347.93) <0.001 
Pneumocystis carinii 74.25 (10.32, 534.14) <0.001 
Progressive multifocal leukoencephalopathy  58.19 (14.54, 232.87) <0.001 
Syphilis 11.14 (6.99, 17.76) <0.001 
Non-Hodgkin’s lymphoma 9.52 (7.18, 12.64) <0.001 
Cerebral toxoplasmosis abscess 8.04 (3.01, 21.48) <0.001 
Anal cancer or anal intraepithelial dysplasia 5.23 (1.69, 16.23) 0.004 
Hepatitis 4.62 (3.87, 5.51) <0.001 
Chronic liver disease 3.69 (3.22, 4.22) <0.001 
Aseptic meningitis/encephalitis 3.3 (1.48, 7.34) 0.004 
Tuberculosis  2.31 (1.15, 4.62) 0.018 
Blood dyscrasia 1.94 (1.49, 2.51) <0.001 
Oral candidiasis 1.81 (1.4, 2.33) <0.001 
STI (excludes syphilis) or previous STI 1.6 (1.44, 1.78) <0.001 
Herpes zoster 1.45 (1.04, 2.01) 0.027 
Depression 1.43 (1.35, 1.52) <0.001 
Pneumonia 1.27 (0.93, 1.75) 0.139 
Lymphadenopathy 1.22 (1.03, 1.43) 0.02 
Diabetes 1.1 (0.96, 1.25) 0.157 
Diarrhoea 0.89 (0.81, 0.98) 0.022 
Pyrexia of unknown origin 0.89 (0.79, 1) 0.06 
Hypertension 0.87 (0.79, 0.96) 0.005 
Rash 0.86 (0.8, 0.92) <0.001 
Weight loss  0.84 (0.77, 0.92) <0.001 
Nausea/vomiting 0.83 (0.74, 0.92) 0.001 
Abdominal pain 0.54 (0.49, 0.6) <0.001 
Peripheral neuropathy 0.51 (0.28, 0.96) 0.036 
Cough 0.5 (0.47, 0.53) <0.001 
Neurologic disability 0.44 (0.2, 0.99) 0.046 
Lung cancer 0.29 (0.09, 0.91) 0.035 
Hyperlipidemia 0.24 (0.16, 0.37) <0.001 

 

The model had a C-statistic of 0.743 (95% CI: 0.736, 0.749) and a calibration performance 

slope (C-slope) of 1.000 before validation. The C-slope of one showed that the expected and 

observed values from the model were equal.  

 

There were four practices with unusually high incidence rates of HIV (two general practices in 

Scotland, one in Northern Ireland and one in East of England), shown in chapter 3. Using all 

the variables used on all the practices in UK, the multivariable analysis was re-run on the 

dataset without the four outlier practices. The demographic predictors that were no longer 

significantly associated with HIV infection with outlier practices excluded were gender and 

deprivation level 2, Appendix 13. However, age group of 35-49 years was significantly 

associated with HIV (HR: 1.46, 95% CI: 1.33 - 1.59). Smoking status and contact abroad were 
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no longer significantly associated with HIV once the outlier practices were excluded in the 

model. 

 

There were 18 clinical and comorbid conditions significantly associated with HIV infection after 

exclusion of outlier practices. The largest hazard ratios were still on Kaposi’s sarcoma (HR: 

141.13, 95% 95% CI: 72.75 - 273.78, p-value < 0.001), pneumocystis carinii (HR: 73.23, 95% 

CI: 10.16 - 527.66, p-value < 0.001), progressive multifocal leukoencephalopathy (HR: 65.95, 

95% CI: 16.47 - 264.16, p-value < 0.001) and syphilis (11.68, 95% CI: 7.3 - 18.69, p-value < 

0.001). The additional comorbid condition which was significantly associated with HIV was 

pneumonia (HR: 1.5 9% CI: 1.09 - 2.06, p-value < 0.001). The C-statistics for the model without 

the 4 outlier practices was 0.753 (95% CI: 0.746 - 0.760). 

 

4.5.4 Results from Internal Validation 

4.5.4.1 Bootstrapping results 

Bootstrapping of 250 samples with replacement was conducted on the extracted IMRD 

dataset. For each bootstrap, optimism for the C-statistic and a calibration performance slope 

(C-slope) were calculated. The mean optimism for the C-statistic and C-slope were 0.00048 

and 0.0099, respectively. The optimism adjusted C-statistic was 0.746 (95% CI: 0.736 - 0.749) 

and the optimism adjusted C-slope was 0.990.  

 

After applying the uniform shrinkage to the original hazard ratio, the predictors which were 

significantly associated with an increased risk of HIV infection in the original (non-bootstrapped 

model) were the same predictors with HR greater than 1 from the bootstrapped model, Table 

4.5-6. For example, the HR still remained significant and slightly lower for black ethnicity, from 

11.22 (95% CI: 10.32 - 12.19) to 10.95 (95% CI: 10.08 - 11.89, p-value < 0.001) and for 

pneumocystis carinii, from 74.25 (95% CI: 10.32 - 534.14, p-value < 0.001) to 71.15 (95% CI: 

10.09 - 501.98, p-value < 0.001). 
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Table 4.5-6: Optimism adjusted Hazard ratios and 95% Confidence Intervals 
 

Predictor Hazard Ratio Lower 95% 
Confidence 

Interval 

Upper 95% 
Confidence 

Interval 

Socio-economic, 
demographic 
and geographic 
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
  
 
  

Gender  
  

   Males 1 (reference)   
   Females 1.19 1.13 1.25 
Age group       

18-24 1 (reference)     
25-34 1.29 1.21 1.39 
35-49 0.84 0.78 0.90 
50-59 0.44 0.39 0.49 
60+ 0.16 0.14 0.19 

Ethnicity       
White/Asian/missing 1 (reference) 

 
  

Black 10.95 10.08 11.89 
Mixed and other 2.55 2.16 3.00 

Deprivation       
1 1 (reference)     
2 1.30 1.17 1.44 
3 1.54 1.40 1.70 
4 1.73 1.57 1.90 
5 1.85 1.68 2.04 
Not stated 0.72 0.64 0.80 

 
Urban/rural 

      

Rural 1 (reference)     
Urban 1.12 1.00 1.25 
Missing 3.15 2.82 3.53 

Lifestyle 
  
  

Drug misuse 2.25 2.01 2.52 
Contact abroad 2.04 1.76 2.36 
Smoking status (current smoker/ex-smoker) 1.01 1.01 1.02 

Clinical and 
comorbid 
conditions 
  
  
  
  
  
  
  
  
  
  
  
  
  
  

Kaposi’s sarcoma  171.01 89.06 328.37 
Pneumocystis carinii 71.15 10.09 501.98 
Progressive multifocal leukoencephalopathy  55.89 14.16 220.66 
Syphilis 10.88 6.86 17.27 
Non-Hodgkin’s lymphoma 9.31 7.04 12.33 
Cerebral toxoplasmosis abscess 7.88 2.98 20.84 
Anal cancer or anal intraepithelial dysplasia 5.15 1.68 15.79 
Hepatitis 4.55 3.82 5.42 
Chronic liver disease 3.64 3.18 4.17 
Aseptic meningitis/encephalitis 3.26 1.47 7.20 
Tuberculosis  2.29 1.15 4.55 
Blood dyscrasia 1.92 1.49 2.49 
Oral candidiasis 1.80 1.40 2.31 
STI (excludes syphilis) or previous STI 1.60 1.43 1.77 
Herpes zoster 1.44 1.04 2.00 
Depression 1.43 1.35 1.51 
Pneumonia 1.27 0.93 1.74 
Lymphadenopathy 1.21 1.03 1.43 
Diabetes 1.10 0.97 1.25 
Diarrhoea 0.90 0.82 0.98 
Pyrexia of unknown origin 0.89 0.79 1.00 
Hypertension 0.87 0.79 0.96 
Rash 0.86 0.80 0.92 
Weight loss  0.84 0.77 0.92 
Nausea/vomiting 0.83 0.74 0.92 
Abdominal pain 0.54 0.49 0.60 
Peripheral neuropathy 0.52 0.28 0.96 
Cough 0.50 0.47 0.54 
Neurologic disability 0.45 0.20 0.99 
Lung cancer 0.30 0.10 0.92 
Hyperlipidemia 0.25 0.16 0.38 

 

The baseline survival for the optimism adjusted model at 1 year was 0.999895, at 5 years was 

0.9995294 and 0.9992635 at 10 years. 
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The final equation from the prediction model (at 1 year) was: 

 

The final equation from the prediction model (at 5 years) was: 

 

 
The final equation from the prediction model (at 10 years) was: 

 

 

The closeness of the two models was shown by plotting survival curves of a patient with high 

risk using the two models (original likelihood probability (lp) and the shrunken lp) on lines 

corresponding to the patient’s survival probability at 1 year, Figure 4.5-5. 

 

 

 h(t=1) =  0.999895 × exp(1.19 (Females) + 1.29 (Age group 25-34) + 10.95 (Black) + 2.55 (Mixed and other) + 1.3 (Deprivation 

2) + 1.54 (Deprivation 3) + 1.73 (Deprivation 4) + 1.85 (Deprivation 5) + 1.12 (Urban) + 3.15 (Missing Urban/rural) + 2.25 (Drug 

misuse) + 2.04 (Contact abroad) + 1.01 (Smoking status (current smoker/ex-smoker)) + 171.01 (Kaposi’s sarcoma) + 71.15 

(Pneumocystis carinii) + 55.89 (Progressive multifocal leukoencephalopathy) + 10.88 (Syphilis) + 9.31 (Non-Hodgkin’s lymphoma) 

+ 7.88 (Cerebral toxoplasmosis abscess) + 5.15 (Anal cancer or anal intraepithelial dysplasia) + 4.55 (Hepatitis) + 3.64 (Chronic 

liver disease) + 3.26 (Aseptic meningitis/encephalitis) + 2.29 (Tuberculosis ) + 1.92 (Blood dyscrasia) + 1.8 (Oral candidiasis) + 

1.6 (STI (excludes syphilis) or previous STI) + 1.44 (Herpes zoster) + 1.43 (Depression) + 1.21 (Lymphadenopathy) + 1.27 

(Pneumonia) + 1.1 (Diabetes) + 0.9 (Diarrhoea) + 0.89 (Pyrexia of unknown origin) + 0.87 (Hypertension) + 0.86 (Rash) + 0.84 

(Weight loss ) + 0.83 (Nausea/vomiting) + 0.54 (Abdominal pain) + 0.52 (Peripheral neuropathy) + 0.5 (Cough) + 0.45 (Neurologic 

disability) + 0.3 (Lung cancer) + 0.25 (Hyperlipidemia)) 

 h(t=5)  =  0.9995294 × exp(1.19 (Females) + 1.29 (Age group 25-34) + 10.95 (Black) + 2.55 (Mixed and other) + 1.3 (Deprivation 

2) + 1.54 (Deprivation 3) + 1.73 (Deprivation 4) + 1.85 (Deprivation 5) + 1.12 (Urban) + 3.15 (Missing Urban/rural) + 2.25 (Drug 

misuse) + 2.04 (Contact abroad) + 1.01 (Smoking status (current smoker/ex-smoker)) + 171.01 (Kaposi’s sarcoma) + 71.15 

(Pneumocystis carinii) + 55.89 (Progressive multifocal leukoencephalopathy) + 10.88 (Syphilis) + 9.31 (Non-Hodgkin’s lymphoma) 

+ 7.88 (Cerebral toxoplasmosis abscess) + 5.15 (Anal cancer or anal intraepithelial dysplasia) + 4.55 (Hepatitis) + 3.64 (Chronic 

liver disease) + 3.26 (Aseptic meningitis/encephalitis) + 2.29 (Tuberculosis ) + 1.92 (Blood dyscrasia) + 1.8 (Oral candidiasis) + 

1.6 (STI (excludes syphilis) or previous STI) + 1.44 (Herpes zoster) + 1.43 (Depression) + 1.21 (Lymphadenopathy) + 1.27 

(Pneumonia) + 1.1 (Diabetes) + 0.9 (Diarrhoea) + 0.89 (Pyrexia of unknown origin) + 0.87 (Hypertension) + 0.86 (Rash) + 0.84 

(Weight loss ) + 0.83 (Nausea/vomiting) + 0.54 (Abdominal pain) + 0.52 (Peripheral neuropathy) + 0.5 (Cough) + 0.45 (Neurologic 

disability) + 0.3 (Lung cancer) + 0.25 (Hyperlipidaemia)) 

 h(t=5)  =  0.9992635 × exp(1.19 (Females) + 1.29 (Age group 25-34) + 10.95 (Black) + 2.55 (Mixed and other) + 1.3 (Deprivation 

2) + 1.54 (Deprivation 3) + 1.73 (Deprivation 4) + 1.85 (Deprivation 5) + 1.12 (Urban) + 3.15 (Missing Urban/rural) + 2.25 (Drug 

misuse) + 2.04 (Contact abroad) + 1.01 (Smoking status (current smoker/ex-smoker)) + 171.01 (Kaposi’s sarcoma) + 71.15 

(Pneumocystis carinii) + 55.89 (Progressive multifocal leukoencephalopathy) + 10.88 (Syphilis) + 9.31 (Non-Hodgkin’s lymphoma) 

+ 7.88 (Cerebral toxoplasmosis abscess) + 5.15 (Anal cancer or anal intraepithelial dysplasia) + 4.55 (Hepatitis) + 3.64 (Chronic 

liver disease) + 3.26 (Aseptic meningitis/encephalitis) + 2.29 (Tuberculosis ) + 1.92 (Blood dyscrasia) + 1.8 (Oral candidiasis) + 

1.6 (STI (excludes syphilis) or previous STI) + 1.44 (Herpes zoster) + 1.43 (Depression) + 1.21 (Lymphadenopathy) + 1.27 

(Pneumonia) + 1.1 (Diabetes) + 0.9 (Diarrhoea) + 0.89 (Pyrexia of unknown origin) + 0.87 (Hypertension) + 0.86 (Rash) + 0.84 

(Weight loss ) + 0.83 (Nausea/vomiting) + 0.54 (Abdominal pain) + 0.52 (Peripheral neuropathy) + 0.5 (Cough) + 0.45 (Neurologic 

disability) + 0.3 (Lung cancer) + 0.25 (Hyperlipidaemia)) 
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Figure 4.5-5 Survival curves of a patient with high risk using the two models (original and 
shrunken) 

 

 

Calibration plots were produced at 1 year, 5 years and 10 years using pmcalplot method 

written by Ensor et al (2018) [251]. The calibration plots showed that the model overpredicts 

risk a little, Figure 4.5-6. The plots also show outliers with high predictions. This was the same 

pattern shown by the 5-years and 10-years calibration plots. 

 

Further analysis on the significant clinical and comorbid predictors established that predictors 

recorded within the year prior to HIV diagnosis were pneumocystis carinii, progressive 

multifocal leukoencephalopathy, cerebral toxoplasmosis abscess, anal cancer or anal 

intraepithelial dysplasia, aseptic meningitis/encephalitis, and blood dyscrasia, Appendix 14 
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Figure 4.5-6: Calibration plots at 1 year, 5 years and 10 years 

 

4.5.4.2 Model checks of heterogeneity in performance 

Examining the model performance across the 784 practices in IMRD database revealed a 

wider variation of C-statistics in smaller practices compared to large practices, Figure 4.5-7. 

The practices with no prevalence of HIV (103 practices, 13%) were excluded from this analysis 

and had a C-statistic of 0.5. The analysis showed that practices with a patient register under 

10,000 (2004-2017) had a variation of C-statistics from almost 0 to 1.00. However, the 

variation of C-statistics tapered towards 0.60 as practice population increases.  

Calibration plot at 1 year 

 

Calibration plot at 5 years 

 
 

Calibration plot at 10 years  
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Figure 4.5-7: C-statistics across practices in IMRD dataset, 2004-2017 

 
 

4.5.5 Further evaluation of model performance 

Sensitivity analyses and diagnosis interval were carried out to further evaluate the 

performance of the model. 

 

4.5.5.1 Sensitivity analysis  

The sensitivity analyses were conducted for different geographies considering the findings 

from incidence of HIV by region or country. For each geography, the values were calculated 

at 5 cut off points (0.075%, 0.1%, 0.25%, 0.5% and 1%). More results for different geographic 

breakdowns are included in Appendix 15. 

 

Using the whole dataset (all practices included), the values at 0.075% cut-off points for the 

model were: a sensitivity of 70%, a specificity of 43%, PPV of 0.09% and NPV of 99.95%, 

Table 4.5-7. The values for sensitivity and negative predictive value (NPV) decrease with 

increase in cut-off points and vice versa for specificity and positive predictive value (PPV).  
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Figure 4.5-8: Decision Curve Analysis at 1 year, 5 years and 10 years. 

Decision Curve at 1 year 

 

Decision Curve at 5 years 

 

Decision Curve at 10 years 

 

 

 

 

4.5.5.3 Diagnostic interval from significant predictors (recorded with a date after GP 

registration) to HIV diagnosis  

An analysis conducted to find the diagnostic interval (time between the date when HIV was 

recorded and the date of the most recent predictor, which had dates) found that two thirds of 

the patients with HIV either had none of the significant predictors or they were recorded on 

the same date as HIV diagnosis. Almost a third of the patients (27%) were not diagnosed for 

6 months and above Table 4.5-13. 
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Table 4.5-13: Time from presentation of predictors to HIV diagnosis  
Diagnosis interval Number of patients % of patients Cumulative % 

Same day 4083 66.6% 100% 
<1 month 137 2.2% 33% 
2-3 months 129 2.1% 31% 
3-6 months 153 2.5% 29% 
6 months - 1 year 150 2.5% 27% 
Between 1 and 2years 261 4.3% 24% 
Between 2 and 3years 183 3.0% 20% 
Between 3 and 5 years 279 4.6% 17% 
>5 years 753 12.3% 12% 

 

4.6 Discussions 

The non-recording of predictor variables in primary care is one of the reasons why some of 

the risk factors, such as sexuality (only 0.2% recorded) were not included in this study while 

they are important factors included in official data from UKHSA. This study also showed an 

improvement in recording of socio-demographic factors in primary care over the years, for 

example, ethnicity was recorded for 5% of patients in 2004 and the proportion increased to 

59% in 2017. Some of the improvements could be a result of incentives provided under the 

Quality and Outcomes Framework (QOF) from 2006/7 and 2011/12 [225]. 

 

A case-control study conducted on the IMRD database found out that 10 clinical conditions 

were significantly associated with HIV, of which 5 were confirmed in this study, namely: oral 

candidiasis, blood dyscrasia, non-Hodgkin’s lymphoma and STIs [35]. This study identified 

demographic and lifestyle predictors which were not identified in previous studies, such as 

black and mixed ethnicity, sexual contact abroad, drug misuse and smoking. However, some 

of the clinical conditions identified as significant predictors in the case-control study, such as 

weight loss and diarrhoea were not statistically significant in this study. Furthermore, unlike 

the case control study which confirmed 12 statistically significant clinical and comorbid 

conditions listed in the BHIVA guidelines, this study confirmed 17 predictors. Depression is 

the only predictor which was a statistically significant predictor in this study but not listed in 

the BHIVA guidelines.  
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The C-statistic measures the discrimination of the prediction model, and it provided the 

probability that for randomly selected pair of individuals (with and without HIV), the model 

assigns a higher probability to the individual with HIV [243]. The C-statistic from the model 

was 0.74 indicating that the model discriminates better than chance. The C-statistic compared 

well with the area under the curve of 0.66 from the case-control study and 0.666 (95% CI: 

0.619, 0.712) from a similar model developed in North Carolina [35] [252]. The optimism 

adjusted C-slope of 0.990 was close to the value 1, meaning there was very little overfitting of 

the model to the data. This means there was no situation where probability of HIV would be 

overestimated in high-risk patients or underestimated in low-risk patients. This could be 

attributed to the large IMRD dataset used in this study. Although the predictions are close to 

zero, the calibration plots also show little over-prediction at 1 year, 5 years and 10 years.  

 

An observation from the sensitivity analysis of the model is that, at cut-off points of 0.5% to 

1%, the PPV ranges between 0.4 to 0.5%. Using a threshold of 0.1%, the positive predictive 

value ranged from 0.27% for all the practices under study to 0.45% for all practices (excluding 

outliers, London and East Midlands practices). The positive likelihood value for 0.1% threshold 

ranged from 3.8 to 9.2. The sensitivity analysis for patients diagnosed 150 days after 

registration had percentages in the ranges above. The sensitivity analysis for UK at 0.25% 

cut-off almost tallies with results from the case-control study at optimum cut-off of 0.26, 

sensitivity of 42% and specificity of 80%.  

 

Clinicians choose the cut-off points for specificity and sensitivity of a condition depending on 

the cost of testing, prevalence of the disease and the consequences of false-negative/false-

positive results [253].  It was discussed in chapter 1 that i) late diagnosis of HIV is associated 

with increased healthcare costs, ii) it is cost effective to promote HIV testing in primary care 

and iii) the prevalence of HIV is very low (around 1%) in UK. Hence, the cut-off point for 
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specificity and sensitivity for screening of HIV should be the point where sensitivity is high (that 

is, where testing correctly detect HIV positive patients).  

 

Decision curve analysis is useful in combining the accuracy measurement, similar to sensitivity 

and specificity, with the clinical applicability [250]. The decision curves showed no net benefit 

of testing patients identified from the prediction model and a negative net benefit if mass 

testing (testing all patients) is conducted. However, these results should be treated with 

caution because they could be attributed to a very low prevalence of HIV (0.07%), coupled 

with the c-statistic of 0.743 (95% confidence interval: 0.736 - 0.749) and calibration plot. 

Furthermore, DCA did not consider the costs/savings associated with the diagnostic tests, 

such as monetary costs and reduced healthcare costs resulting from early diagnosis, 

discussed in chapter 1 [246]. Hence, the decision on determining the threshold requires further 

clinical input, given the low prevalence of HIV and the importance of early diagnosis. 

 

4.7 Study strengths and limitations  

This study had the advantage of using routinely collected data from a generalizable sample of 

practices distributed throughout the UK. However, it was susceptible to the weaknesses of 

routinely collected data such as incomplete outcome ascertainment and missing or incomplete 

data on predictor variables [143]. Furthermore, this study is subject to bias since it relies on 

patients visiting their GP when they have HIV infection or any of the candidate predictors. 

 

This study showed that some predictor variables may not be recorded completely (for 

example, drug misuse), and important known risk factors, such as country of birth are not 

routinely recorded in UK general practice. The prediction model is also dependent on unbiased 

recording of the primary outcome (HIV status). This may not be the case if certain types of 
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patients are less likely to have their HIV status recorded (for example, a married man who has 

unprotected sex with other men).  

 

As mentioned in section 3.4.5, the prevalence of HIV could be improved by using databases 

with linkages to hospital data. Additionally, there is a possibility that other databases could 

have higher prevalence of some of the predictors excluded from this model development due 

low prevalence. Hence, although IQVIA data was large enough in development and validation 

of this model, use of other databases such as CPRD could have produced a model with better 

performance if they have higher prevalence of the outcome variable and predictors. 

 

4.8 Conclusion 

This study developed and internally validated a prediction model for identification of potential 

HIV patients in primary care. Analysis of predictor variables revealed poor recording of 

variables such as sexuality, which are identified in published figures to be risk factors of HIV. 

The model confirmed some of the significant clinical and demographic predictors of HIV which 

were identified by a case-control study conducted in 2013 [35]. It also confirmed some of the 

clinical conditions listed in BHIVA guidelines [20]. Additionally, this study identified lifestyle 

predictors such as drug misuse and contact abroad which were not identified earlier.  

 

4.9 Summary of chapter 

In this chapter, a model for a risk score of HIV for primary care was developed and internally 

validated, using the Read code lists developed in chapter 2 and 3. Further evaluation of the 

model was also carried out. The risk score will be used in development of a point-of-care/pop-

up alert in primary care. The next chapter will elicit views on the barriers and facilitators of 

using these pop-up alerts in primary care so that the findings could be used to ensure good 

utilisation of a HIV pop-up alert.  
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Chapter 5: Systematic review of qualitative studies on views on 

facilitators and barriers of use of pop-up alerts 

5.1 Introduction to chapter 

The previous chapter outlined the results from derivation and validation of a prediction model 

for risk of HIV infection. The predictive model is intended to enable general practitioners to 

identify patients likely to be HIV infected (through the use a point-of-care alert) and offer HIV 

testing. This chapter shows the evidence on the barriers and facilitators on utilisation of point-

of-care alerts to prompt use of diagnostic tests. The views of primary care clinicians are 

paramount in the successful implementation of point-of-care alerts as they are the main users. 

This work will show whether the pop-up alerts from the prediction model developed in chapter 

4 will be useful in primary care and what should be considered to increase the adoption of the 

tool. 

5.2 Background 

The usage of computer based alerts and prompts in healthcare has been increasing [254] 

[255]. Alerts range from simple reminder alerts for tasks or prescriptions to more sophisticated 

support for decision-making including risk scores for clinical conditions [256]. Computer based 

prompts or alerts have been used in primary care for screening of conditions such as breast 

cancer, osteoporosis, abdominal aortic aneurysms, and obesity [116]. 

 

Point-of-care (“pop-up”) alerts and prompts are valueless unless they change clinicians’ 

behaviour. Evidence shows that point-of-care (POC) alerts have mixed effects or lead to small 

or modest improvements in provider behaviour, processes of care and patient outcome [255] 

[257] [258] [259] [260]. Some studies established that systems where clinicians are required 

to respond were more likely to have a positive effect [257] [259]. In the USA, prompts in 
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primary care were associated with a five-fold increase in hepatitis C virus screening rates 

among adults born between 1945 and 1965 from 28 percent in the 3 years before to 72 percent 

in the year after implementation [261]. However, this study only provided the before and after 

information and did not model trends in testing. A cluster RCT in primary care patients in Spain 

found that use of alerts resulted in a non-statistically significant increase in participation in a 

colorectal cancer screening programme in primary care patients [262]. Furthermore, a 

retrospective cohort study to evaluate the impact of prompts for HIV testing in primary care in 

the USA found an increase in HIV tests from 15.3 percent to 30.7 percent after the introduction 

of a reminder (RR 2.02, 95% CI 1.95–2.09, p < 0.0001) [116]. A prospective interventional 

study in Barcelona revealed an increase in requests for HIV test from 12.6 percent in 2013 

before the introduction of the prompts to 35.6 percent in 2015 followed by a decrease to 17.9 

percent after removal of the prompt in 2016 [263]. A cluster randomised clinical trial in 

Catalonia showed a 20.6 percent improvement (OR 1.29, 95% CI: 1.25–1.34) in reminder 

resolution rates with the use of electronic point-of-care reminders in primary care versus 

monthly feedback [264]. A prospective interventional study conducted in Catalonia on 51 

primary healthcare centres discovered that point-of-care alerts increased HIV testing in men 

(OR 1.26, 95% CI: 1.04–1.52), in patients aged under 50 years (OR 1.77, 95% CI: 1.33–2.38) 

and OR of 1.51 (95% CI: 1.20–1.92) in patients diagnosed of indicator conditions that were 

not sexually transmitted infections nor AIDS-defining illness [265].  

 

This evidence showed variations in effectiveness of reminders in primary care. These 

variations could be due to facilitators and barriers affecting how healthcare providers act on 

electronic alerts or prompts [266] [267]. Factors highlighted as the barriers to adherence and 

outcomes include design features, clinicians’ views, characteristics of the reminder, whether 

prompts were part of the clinician’s workflow and the healthcare setting [257] [258] [268]. An 

analysis of data from an electronic prompt system in paediatric clinics in the USA found out 

that some clinics and physicians were more likely to address prompts than others, more likely 



132 

 

for younger children and for more serious health issues [269]. This study also found that 

physicians were likely to respond when prompts were at the top of the page [269]. Another 

study on electronic prompts in English cardiology wards found “that targeting, timing and 

additional features of alerts are critical factors in determining whether they are acted on or 

overridden.” [270]. Additionally, other studies showed a decrease in utilisation of alerts with 

increased number of reminders, overall patient complexity and increased number of repeated 

reminders [271]. Most of these studies were quantifying the magnitude of the effectiveness of 

POC alerts (ranging from 10 percent to 5-fold) [261] [262]. 

 

The interactions between the alerts and their environment that form the barriers and facilitators 

are likely to be complex. Clinicians are the main players that determine the success in 

utilisation of POC alert. This study aims to explore clinicians’ views on factors that facilitate or 

impede them from acting on clinical decision support (point-of-care alerts) in primary care. 

Addressing some of the concerns could increase uptake of HIV testing in primary care through 

the use a point-of-care alert, which prompts HIV testing [210]. A scoping search identified no 

studies specifically addressing the use of prompts in relation to HIV testing. However, the 

barriers and facilitators to point-of-care alerts for diagnostic tests for a chronic condition are 

likely to be similar, irrespective of the condition. The differences between HIV and other 

chronic conditions that should be considered pertains to sensitivity of HIV and the institutional 

factors affecting access to HIV testing discussed in section 1.11. Therefore, the aim of this 

review was to understand barriers and facilitators to use of point-of-care alerts or prompts for 

diagnostic testing for chronic conditions, as this is likely to be applicable to diagnostic tests for 

HIV. 
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5.3 Methods 

The steps of this systematic review for qualitative studies included search for articles, selection 

of studies that address the review question and met the criteria, and extraction and synthesis 

of data using thematic mapping. The protocol for this review adhered to the requirements of 

Preferred Reporting Items for Systematic Reviews and Meta-analyses Protocol (PRISMA-P) 

[139] [272]. The protocol was registered with PROSPERO (ref CRD42021230295). This 

systematic review conformed to the requirements of the Enhancing transparency in reporting 

the synthesis of qualitative research (ENTREQ) statement.  

 

5.3.1 Research question 

This systematic review aimed to identify and summarise evidence on barriers and facilitators 

to primary care clinicians acting on point-of-care alerts for diagnostic testing intended to 

change clinician behaviour.  

 

5.3.2 Population, phenomenon of interest and context 

Studies were eligible if the participants were primary healthcare clinicians. Both General 

Practitioners (GPs) and nurses, were included irrespective of specialty, number of training 

years and professional level. In cases where professional roles are not specified, the reviewers 

contacted the authors for clarification. To ensure applicability of findings to primary care 

settings in the UK, the only studies included were those undertaken in developed countries in 

Europe (European Union and European Free Trade Association nations) and North America 

(USA and Canada), Australia and New Zealand. The phenomenon of interest was point-of-

care alerts intended to change clinical decision-making. Alerts or prompts included reminders 

for recommended care, preventative communications and chronic condition management. 

The POC alerts included reminders to undertake diagnostic tests or laboratory tests for 
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diseases such Hepatitis B, Hepatitis C, thyroid disease and diabetes. These diagnostic tests 

are all blood tests which are similar the diagnostic test for HIV. The outcomes were themes 

on barriers and facilitators to utilisation of alerts or reminders including the characteristics of 

the provider and the setting. 

5.3.3 Study design 

This review included qualitative studies, which were more suitable because they can explore 

how clinicians view the application of point-of-care alerts [192]. This included those studies 

that used methods of data collection such as: 

• interviews (semi-structured or structured), 

• focus group discussions,  

• surveys that include free text comments,  

• observation  

• mixed methods studies if they include qualitative methods 

These studies had qualitative methods of data analysis such as thematic and/or narrative 

analysis. Previous systematic reviews of qualitative studies were also included in this review. 

 

5.3.4 Search strategy 

Studies were identified and reviewed via electronic searches of online research databases of 

EMBASE (Ovid), MEDLINE (Ovid), CINAHL Database and The Cochrane Library (Wiley). To 

reduce possible publication bias, additional searches were conducted on unpublished grey 

literature search engine of Open Grey (SIGLE) and Google Scholar [142] [143]. Additional 

searches were conducted on abstracts or conference proceedings using Web of Science 

Conference Proceedings Citation Index (CPCI) and examination of reference lists from studies 

included in the review (reference searching) [143]. References were searched and stored 

using the Refworks referencing software programme hosted by the University of Birmingham. 



135 

 

The review included studies published in any language (English and non-English) to minimise 

publication bias. Studies covered in this review were those conducted and published in the 

past 20 years when the use of electronic patient records (EPRs) in primary care practices 

gathered momentum [273]. 

 

5.3.5 Inclusion/exclusion criteria 

The studies included in this review were those that explore use of point-of-care alerts for 

diagnostic testing in primary care. Those focusing on alerts for routine monitoring testing were 

excluded. 

 

5.3.6 Data analysis and synthesis 

Titles or abstracts of the identified studies were assessed and pre-screened by two 

independent reviewers to check if they addressed the review question. A meeting was 

conducted by the two reviewers to discuss and resolve differences in selected articles. In case 

of unresolved disagreements, a third reviewer was asked for their view.  

 

The next stage was the retrieval of full articles included from selection by titles/abstracts. Two 

independent reviewers assessed the suitability of the studies in relation to the 

inclusion/exclusion criteria, using the full article. Another meeting was held to check if the 

reviewers agreed on the final list of the selected studies.  

 

Quality assessment of articles was conducted using Critical Appraisal Skills Programme 

(CASP) checklist for qualitative research. Studies were graded as high quality, acceptable or 

poor quality and those of low quality were included if the results were valuable to this review. 

The results from the extraction process were collated using a data extraction form. The data 
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extraction form was pilot tested on a few of the studies to determine suitability and reliability 

and it was revised to include findings from the selected studies. Strengths and weaknesses of 

the study, including sampling and non-sampling biases were documented. Any exclusion of 

studies at this stage was documented.  

 

There is a range of methods used in synthesising qualitative research namely: meta-

ethnography, grounded theory, thematic synthesis, textual narrative synthesis, meta-study, 

meta-narrative, critical interpretive synthesis, ecological triangulation, framework synthesis 

and 'Fledgling' approaches [274]. Some of the approaches are interpretive and are aimed at 

developing theory from conceptual literature, for example grounded theory, critical interpretive 

synthesis and meta-ethnography. On the other hand, other approaches are aggregative where 

individual primary findings are summarised or they are treated as parts that can be put 

together to make a whole, for example, meta-summary [274] [275]. Synthesis of evidence for 

this systematic review employed thematic mapping to reveal characteristics that needs to be 

addressed to increase utilisation of point-of-care alerts [145] [276]. This study used thematic 

mapping, which is a hybrid approach between grounded theory and meta-ethnography that 

can be used to address questions related to interventions [274]. 

 

Thematic mapping was done in three stages, and this involved: i) free line-by-line coding of 

the findings of studies, ii) organising 'free codes' into 'descriptive' themes (related areas) and 

iii) development of 'analytical' themes [276]. The analysis adhered to the requirements of the 

PRISMA approach and a PRISMA diagram is included, showing the number of studies 

considered at each level of screening and assessment [139]. 
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5.4 Results 

5.4.1 Selection procedure 

A search from the databases (Medline, Cochrane CINAHL and EMBASE) and the grey 

literature (SIGLE, Web of Science and Google scholar) returned 902 hits, of which 89 

duplicates were removed and 813 articles were pre-screened, summarised in Figure 5.4-1. 

Figure 5.4-1: PRISMA 2009 Flow Diagram 
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After review of titles and abstracts the reviewers selected 34 articles which considered the 

research question (including the population, phenomenon of interest and setting) and the 

period of publication, Appendix 16-A. There were no unresolved disagreements following 

discussion. 

 

Full text articles were retrieved. All articles were in English; hence no translation was required. 

After reviewing the full text using Appendix 16-B selection criteria, the reviewers agreed on 13 

articles and there were no unresolved disagreements. 

 

5.4.2 Quality of studies 

All 13 qualitative studies were of acceptable standard, of which eight were of good quality, in 

terms of participant recruitment, detailing of data collection and analysis, consideration on 

ethical issues (including consent from participants) and how they dealt with interviewer bias. 

The other five articles were not clear about the aim of the study, did not justify the use of a 

qualitative methodology and some did not include the ethical approval and participant consent 

(Appendix 17). However, all 13 articles were included in the review since they were all valuable 

to the research. 

5.4.3 Study characteristics 

The 11 qualitative and two mixed method studies were conducted in UK (four studies), Finland 

(two studies), Australia (two studies), Canada (one study) and USA (four studies). The number 

of study participants (GPs and Practice Nurses) ranged from 9 to 39. Of the 13 studies, eight 

employed semi-structured interviews as the data collection approach, Table 5.4-1. Most of the 

studies (11 of them) analysed data using thematic analysis and the other two used directed 

content analysis or deductive content analysis.  
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Table 5.4-1: Data extracted from selected studies 
Author 
(Year) 

Title Setting Number of 
participants 

Study 
design  

Data 
collection  

Data 
analysis  

Findings highlighted in Strengths/weaknesses 
Results Discussion 

Peiris 
(2009) 

An electronic 
clinical decision 
support tool to 
assist primary 
care providers in 
cardiovascular 
disease risk 
management: 
development and 
mixed methods 
evaluation 

Australia 21 Mixed 
methods 

In depth 
interviews 

Thematic 
analysis 

Systematic provision of care 
Risk Communication by 

clinicians improves 
Challenges for Implementation 

in Routine care 

 Scientific design and 
functionality of the tool 

Integrating the tool in routine 
workflow, 

automation of decision 
support, 

Offer recommendations, not 
assessment 

Limit data entry 

Self-selective sampling method of 
GPs introduce bias since the 
participants are those that 
might actively contribute to the 
future tool development. 

Findings were similar to results 
from other Australian literature. 

Dikomitis 
(2015)  

Embedding 
electronic 
decision-support 
tools for 
suspected cancer 
in primary care: a 
qualitative study 
of GPs' 
experiences 

UK 23 Qualitative Semi-
structured 
telephone 
interviews 

Thematic 
analysis 

Interactional workability: 
integration into GPs’ 
computer systems, 
facilitators and barriers in the 
use of the tools and influence 
on referral behaviour 

Relational integration: GPs’ 
understanding of the CDS 
implications and compatibility 
with existing guidelines 

Skill-set workability: training on 
new tools and use of CDS in 
everyday practice  

Make CDS fit for purpose Self-selecting sampling: 
interviewed GPs were ‘keen’ 
and/or interested in cancer 
diagnosis therefore were not 
representative.  

Short (2004)  Barriers to the 
adoption of 
computerised 
decision support 
systems in 
general practice 
consultations: a 
qualitative study 
of GPs' 
perspectives 

West 
Midlands, 
England 

15 Qualitative Semi-
structured 
interviews 

Thematic 
analysis 

Limited skills and confidence in 
IT  

GP understanding of risk  
Time pressures in primary care  
Barriers arising from infrequent 

use  
Concerns about patient 

reactions to use of a support 
system 

The ability to print 
information for both 
patient notes and for 
patients to take away 
would further enhance the 
value of any aid. 

Not representative of GPs with 
less IT exposure because the 
participants were IT 
enthusiasts. 
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Author 
(Year) 

Title Setting Number of 
participants 

Study 
design  

Data 
collection  

Data 
analysis  

Findings highlighted in Strengths/weaknesses 
Results Discussion 

Chase 
(2017) 

Clinical Decision 
Support and 
Primary Care 
Acceptance of 
Genomic 
Medicine 

USA 35 Qualitative Semi-
structured 
interviews 

Thematic 
analysis 

Priority for health issue in 
question  

Perceived potential  
Clinician lack of knowledge  
Need for evidence  
Cost concerns  
Work flow issues  
Current implementations and 

priorities 

Evidence that CDS 
improves outcomes, 
costs, workflow 
integration 

No statistically significant results 
but the study was a starting 
point for future research  

Harle 
(2018) 

Information Needs 
and Requirements 
for Decision 
Support in 
Primary Care: An 
Analysis of 
Chronic Pain Care 

USA 10 Qualitative Semi-
structured 
individual 
interviews & 
a workshop 

Thematic 
analysis 

Information Needs 
Ideas representing potential 

decision support concepts 
and guide detailed design of 
decision support solutions 

Need for reference 
information or knowledge 
resources  

Desire for context related to 
many clinical information 
elements needed 

The study is relevant to the 
broader literature exploring 
clinical information needs.  

Increases representativeness by 
using a heterogeneous 
sampling approach thereby 
interviewing clinicians from 
three health systems in urban 
and rural areas. 

Dryden 
(2012) 

Provider 
perspectives on 
electronic 
decision supports 
for obesity 
prevention 

Cambridg
e, 
England 

9 Qualitative Semi-
structured 
interviews 

Thematic 
analysis 

Logistical Issues such as 
inappropriate alerts  

Appropriateness of use of HIT 
for Obesity Care 

Providers should believe 
that their actions have an 
impact on their patients’ 
health outcome 

Purposeful sampling may not fully 
represent all the paediatric 
providers  

Wan (2012)  Qualitative 
evaluation of a 
diabetes 
electronic 
decision support 
tool: views of 
users 

Australia 22 Qualitative Semi-
structured 
interviews 

Thematic 
Mapping 

Provide a good reminder of 
patients’ risk factor 
information  

Use of the tool in providing 
better quality of care to 
patients.  

Problems with the functionality 
of the tool software cost time.  

Users’ poor knowledge with the 
tool’s functions.  

Lengthen consultation time 

Automatic provision of CDS 
as part of clinicians’ 
workflow. 

Provide recommendations, 
not assessments.  

Location of decision making; 
and computer–based 

Not representative since only 
willing participants were 
included  
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Author 
(Year) 

Title Setting Number of 
participants 

Study 
design  

Data 
collection  

Data 
analysis  

Findings highlighted in Strengths/weaknesses 
Results Discussion 

Varonen 
(2008) 

What may help or 
hinder the 
implementation of 
computerised 
decision support 
systems (CDSSs): 
a focus group 
study with 
physicians 

Finland 39 Qualitative Focus group 
discussions 

Thematic 
analysis 

Facilitators 
Flexibility of the system; 

possibility to tailor for 
patients and possibility to 
switch off the system  

reliable knowledge base and 
having trusted peers 
developing the system  

Simplicity and ease of use 
Concise reminders  
Concise and tailored education 

on the CDSS  
Barriers  
experience of imperfect health 

care information systems  
loss of own reasoning and 

clinical autonomy  
erroneous information: garbage 

in-garbage out 
Resistance towards change  
Issues from poorly interacting 

computer programme 

The younger physicians had 
the most enthusiastic 
attitudes and older 
physicians presented 
more criticism. 

Interviewed physicians came from 
different parts of the country, 
thereby increasing 
representativeness 

However, computer or technology 
enthusiasts may have been 
overrepresented. 

Kortteisto 
(2012) 

Clinical decision 
support must be 
useful, functional 
is not enough: a 
qualitative study 
of computer-
based clinical 
decision support 
in primary care 

Finland 28 Mixed 
methods 

Focus group 
discussions 

Deductive 
content 
analysis 

Content of the eCDS guidance 
Functionality of the system 
Features related to 

professionals  
Environmental factors 

• Perceived usefulness of 
eCDS guidance. 

• Inaccurate data in eCDS 
system, 

• Usability of the EPR itself. 

Generalization (as with most 
qualitative studies) is not 
possible due to the sample 
which was not representative  
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Author 
(Year) 

Title Setting Number of 
participants 

Study 
design  

Data 
collection  

Data 
analysis  

Findings highlighted in Strengths/weaknesses 
Results Discussion 

Nair (2015) A Clinical 
Decision Support 
System for 
Chronic Pain 
Management in 
Primary Care: 
Usability testing 
and its relevance 

Canada 13 Sequential 
exploratory 
mixed 
method 
approach (2 
rounds) 

Observation
s 

Directed 
content 
analysis  

Graphical presentation of 
content i.e. layout, easy 
navigation and data entry 
fields.  

Clinical aspects of the CDS 
e.g. quality of medication list 

Software functions i.e. ability to 
save and having broken links 

Use of ‘Think aloud’ 
protocols provided 
specific critique and 
suggestion 

Small sample size  
Research done during 

implementation of the tool 

Baron 
(2017) 

Recognition of the 
Relationship 
Between Patients' 
Work and Health: 
A Qualitative 
Evaluation of the 
Need for Clinical 
Decision Support 
(CDS) for Worker 
Health in Five 
Primary Care 
Practices 

USA 76 Qualitative Semi-
structured 
interviews 
and 
observation
s 

Thematic 
analysis 

The Knowledge Resources - 
Promoted Consistency and 
Standardization of Care 

More Evidence to support how 
the Clinical 
Recommendations in the 
Knowledge Resources 
Would Improve Care  

Whether the CDS Tool 
developed saves time is an 
important factor in clinician 
acceptance 

Perceived ineffectiveness in 
provision of information  

Limited representativeness due to 
the number and range of 
practice sites and clinicians 
included. 

McParland 
(2019) 

Differential 
Diagnosis 
Decision Support 
Systems in 
Primary and Out-
of-Hours Care: A 
Qualitative 
Analysis of the 
Needs of Key 
Stakeholders in 
Scotland 

Glasgow, 
Scotland 

22 Qualitative Focus group 
discussions 

Thematic 
analysis 

Current Practice Clinician’s 
current practice:  

Attitudes to DDDSS  
Implementation Considerations  
Provide access to the evidence 

base 

Systems could improve 
history taking and 
documentation, integrate 
with their workflow, and 
provide point-of-care 
access to a trusted 
evidence base. 

Concerned about the 
deskilling of future doctors 
through the use of 
DDDSS 

Examined the attitudes of a 
variety of stakeholders in 
relation to DDDSS  

Bias as focus groups were only 
conducted in one area in the 
central belt of Scotland, hence 
only individuals able to travel to 
venues participated. 
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Author 
(Year) 

Title Setting Number of 
participants 

Study 
design  

Data 
collection  

Data 
analysis  

Findings highlighted in Strengths/weaknesses 
Results Discussion 

Harry 
(2019) 

Barriers and 
facilitators to 
implementing 
cancer prevention 
clinical decision 
support in primary 
care: a qualitative 
study 

USA 
(Minnesota, 
North 
Dakota, 
and 
Wisconsin) 

28 Qualitative Semi-
structured 
interviews 

Thematic 
analysis 

Intervention characteristics: 
Evidence strength and 
quality, Relative advantage, 
Adaptability, and Design 
quality and packaging 

Outer setting: Patient needs 
and resources, external 
policy and incentives 

Inner setting: - Culture,  
Implementation Climate - 

Tension for change, 
Compatibility, relative 
priority, organizational 
incentives and rewards, 

Readiness for Implementation - 
Available Resources, access 
to Knowledge and 
Information 

Characteristics of individuals - 
Knowledge and beliefs about 
the intervention 

Computerised automation, 
making the CDS more 
patient-specific, 

CDS content; the CDS 
system; and 
implementation of the 
CDS into practice. 

Bias because key informants 
were employed by the 
healthcare system.  
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5.4.4 Thematic Analysis 

Thematic mapping included free line-by-line coding of the findings of the studies, grouping the 

'free codes' into related areas and development of 'analytical' themes [276]. In some cases, 

themes were further merged if the findings had associated process. In the end, the results 

from the 13 studies fell under three overarching themes which looked at characteristics relating 

to the intervention, person and the setting. The themes were. 

i) Characteristics of the decision support tool  

ii) Features of the primary care setting 

iii) Features related to users of the tool  

 

5.4.4.1 Characteristics of the decision support tool  

A. Content and functionality of the decision tool 

The content of the tool and its accompanying guidance significantly affected the utilisation of 

the decision support tools [277] [278]. The other determinant was the range of computer 

operations that should be run before the decision support tool comes up since issues with the 

functionality of the tool software increases the time required to complete a consultation [277] 

[279] [280]. A tool with good functionality improves ease of use and the performance speed of 

the computer [277].  

“‘There was generally a problem with the functioning of the electronic patient record system 

. . . yes, big problems with the computer.’” [277]. 

“‘It may be problematic if the current system does not function adequately and then CDSS is 

added on … We would need one standard, one functional programme that would serve 

adequately …’ (male, primary care)” [281]. 
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Clinicians with previous experience with poorly performing computer programmes or 

dysfunctional computer systems increased resistance towards the use of new tools [282]. 

Usability of the tool is affected by the software functions and the whole system used, including 

the ability to save time and whether there are broken links during implementation [278] [283].  

 

B. Design quality and packaging 

The way the CDS was designed affected its use [278] [280]. This also covered how the CDS 

was graphically presented in terms of its layout, how it was navigated and whether manual 

data entry fields were required [283].  

“‘Surely, what we would want would be a user friendly system where you have the information 

you need with just a few clicks . . .’ (female, secondary care)” [282]. 

 

Some clinicians highlighted that some decision support tools end up causing duplication of 

work with what the clinic staff would have done anyway whether the CDS was implemented 

or not. 

““Is it going to be duplicating everything that they’re [clinic staff who identify patients due for 

screenings before a visit] doing already, I wonder?” (ID 132)” [278] 

 

Packaging of the CDS and any guidance that accompanies the tool had an impact on its 

adoption [277]. Furthermore, the location of the tool on the screen also affected its utilisation 

with some clinicians preferring the reminders to be in a visible position or on the left side of 

the screen [277] [282].  

‘Reminders’ position on the left side of the screen.’ [277] 
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“The reminders should be behind one button, visible if you want them . . .” (female, primary 

care)” [282]. 

 

C. Relative advantage and Adaptability  

Simplicity and easy navigation positively or negatively affected utilisation of CDS [277] [282]. 

The CDS should be flexible such that it can be tailor made for individual patients and should 

have an option to switch it off [282] [278]. The CDS should have accurate data and should be 

appropriate for the health issue in question for it to be fit for purpose [277] [281] [284].  

“‘What is the most important thing is that the system is simple, not complex as the current 

ones that are developed by engineers ...’ (male, primary care)” [282]. 

 

Appropriateness of the CDS ensured that the reminders were concise, thereby improving good 

patient’s risk information and providing better quality of care to patients [279] [282]. The other 

facilitator to use of CDS was the ability to provide recommendations [279]. Additionally, 

providers should believe that their actions in using the CDS have an impact on their patients’ 

health outcome [284]. 

 

D. Confidence in CDS development 

Clinicians wanted to understand why the tool was developed and its purpose, and some of the 

participants said this information should be in the accompanying documents and guidance 

[281]. 

“‘You wouldn’t really use it without knowing what or how it was developed, why it was 

developed, and what it was for’. (GP/20)” [281]. 
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Additionally, availability and access to the concepts and guide documents showing the design 

of the CDS increase its acceptability by clinicians [285].  

 

E. Evidence on effect of tool  

The need for evidence, in relation to potential in improving care and the effect of the CDS on 

costs, were raised as a barrier to the utilisation of the CDS [286] [287]. The quality and strength 

of the evidence improved utilisation of the CDS [278]. This included inaccurate information or 

other similar alerts being provided to the clinician [278]. 

“I’m a little wary of it but I’m also excited because I think it will help us get closer to having an 

individualized plan for people that really is about who they are.” [287]. 

“Because if it’s pulling inaccurate information or there’s three [EHR alerts] that are firing about 

the same thing and there’s so much overlap, that’s going to be a point of frustration and 

ultimately, people will just wash their hands of it.” [278]. 

 

Furthermore, the clinician’s perception on the potential and usefulness of the CDS and the 

accompanying guidance facilitated or was a barrier to the utilisation of the CDS [277] [286]. 

This can be addressed by providing education on how the tool was developed and providing 

access to evidence on its potential [282] [279]. 

“I think it does require a fairly good introduction, introductory session to show where the 

effectiveness of the tool can, can come in, where you can benefit from this and how to fit it 

into a consultation. –GP0101” [279] 

 

F. Save on time and cost 

CDS which reduce costs and save time are easily accepted by clinicians [286] [287, 288]. 

Time was also saved if the CDS had minimal data entry and considered the time pressure in 
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primary care [280]. Lengthening of consultation time due to the implementation of the CDS 

was found to be a barrier to use [279]. 

“Do we make it part of the appointment and give ourselves a little more time so we can 

discuss it? That’s the tough part, just trying to work it in, because you’re already going over 

on most of your appointment slots anyway.” [278]. 

 

“‘‘Most GPs are wary of these types of decision supports in terms of the time they take. It 

seems like a relatively trivial amount of extra time . . . (but it) becomes a major barrier unless 

it is going to make a dramatic difference.’’ GP03” [288] 

 

5.4.4.2 Features of the primary care setting  

A. Primary care priorities 

The relative priority of the health issue and how the implementation of the CDS is valued affect 

the use of the tool by clinicians [278] [286]. Additionally, the relevance of CDS needs to align 

to organisational and external policies, rewards and incentives. [278].  

“We can’t do everything…right now the priority is to make the system work for us I think we 

are working too hard for it.” [286]. 

 

Some of the priorities for general practices were not well planned at system level, thereby 

affecting the implementation of the tool at ground level [278]. 

“There’s so many different initiatives and so many different changes that it’s hard to keep 

them all straight if you’re doing four or five changes at once.” [278]. 
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B. Communication and Knowledge 

Some of the CDS were seen as contributing to knowledge and communication. The literature 

highlighted that the CDS provided access to knowledge and information which was a vital 

resource in improving patient care [278] [285]. Some participants highlighted that the CDS and 

its accompanying guidance provided knowledge resources as an evidence base [289]. 

Furthermore, CDS promoted consistent and standardised care to patients [280] [287]. 

Implementing some of the tools improved communication of risks among clinicians and also 

improved sharing of patient needs [280] [278]. 

 

“I think it’s useful to us.... It’s basically like a mini audit. So, anything that makes you look a 

little bit deeper at the person sitting in front of you is always worthwhile.... [Interview 19: 

Male AMS GP 40-49 years]” [280]. 

 

Additionally, beliefs and attitudes towards the CDS and its functions affected its utilisation 

[278] [279] [289]. The other factors were resistance to change, clinicians fearing loss of own 

reasoning or clinical autonomy due to reliance on the CDS and clinicians feeling that the CDS 

was taking attention away from the patient [282] [281].  

“‘Does it mean that you are even more closely tied with the computer, and the patient sits 

quietly behind your back? There is also risk that you stop using your ‘clinical eye’, touching 

and listening to the patient’ (male, secondary care)”. [282]. 

“‘There’s a dichotomy between the very useful information that’s on the computer, and 

actually, you know, sort of, looking at the patients, and giving them, you know, proper 

attention, as they perceive it, you know’. (GP/15)” [281] . 

However, some clinicians raised concerns that the use of CDS might deskill future doctors 

[289]. Studies also mentioned the effect of the tool on referral behaviour and how the GPs 
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were concerned by the patient’s reaction to them using a support tool [281] [288]. Other 

studies found that GPs had to understand the risk and implications of the CDS [281] [288] 

 

C. Compatibility 

The CDS must be compatible with the practice’s Information Technology (IT) system and 

existing guidelines [278] [281] [289]. This also involved how the CDS was implemented in 

practice [278]. Other factors were unwillingness to change and the culture of the practice and 

the healthcare system [278]. 

 

D. Integration and automation into routine work  

An easily adopted CDS should not add more into the clinician’s workload or should not 

interrupt in any way with clinical work, rather it should be integrated with clinician’s routine 

work [280] [281] [286] [289]. The computer system used by the CDS should also be integrated 

into the GPs’ computer systems [281]. In addition to integration of the CDS with the clinician’s 

computer system, the automation of the CDS in the clinicians’ workflow increased utilisation 

of the CDS [278] [279]. 

“‘I think this issue of the computer resources is important. It’s got to be something that 

becomes a regular part of your practice, really. So, from that point of view, certainly the IT 

people ought to sort that side of things out’.” [281]. 
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5.4.4.3 Features related to users of the tool  

A. Limited skills and confidence  

Ability and confidence in using IT was highlighted as a factor in the adoption of a computer-

based tool [288]. Some clinicians struggle with their computer system and a CDS would be an 

additional challenge [288]. 

“It doesn’t matter how useful it might be, because it has a computer attached to it makes it 

unusable. That applies to computerised systems full-stop.’’ GP05” [288] 

“It’s maybe another skill set in terms of just, you know, getting used to using the apps, isn’t 

it. Ask everything we would ask normally. Transfer it on . . . You just need to get really slick 

at it” [Amanda, Trainee ANP, HCP Group 1]” [289] 

 

The other skill-based factor was clinicians’ lack of knowledge on the CDS which can be 

facilitated by concise, accessible and tailored education or training on the new CDS and how 

it can be used in everyday practice [282] [281] [286].  

“‘It [the WebEx] was really long and drawn out is the honest answer; I think it was half an 

hour or an hour, I can’t remember. Yes, but actually there was a good eight minute slot that 

was brilliant that just explained it all, so I would be tempted I think from watching that thing it 

made a big, eh, it was really useful’. (GP/6)”. 

 

Infrequent use of the CDS was also found to be a barrier to its use [288]. One study highlighted 

that enthusiasm towards the CDS came from younger physicians while the older physicians 

presented criticism [282]. 
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B. Accuracy 

Some clinicians felt that having a system in place might improve history taking and 

documentation [289]. The clinician’s use of the CDS might be affected by the experience they 

had with an imperfect and an ineffective healthcare information system [282] [287].  

 

However, a CDS developed by peers was easily accepted by clinicians [282]. This would also 

allow the use of ‘Think aloud’ protocols that provided specific critique and suggestion [283].  

 

C. Training on the tool 

Concise and tailored training on the CDS was a facilitator of its utilisation [282]. Some of the 

participants felt that e-learning was not an effective method of training as in-person training 

[278]. 

“I think your best way to approach it personally would be, in a family practice setting at least, 

is for you guys or whoever is bringing it out to come to both a section meeting [PCPs] and a 

staff meeting [nurses and rooming staff].” [278]. 

 

5.5 Discussion  

This study established that the characteristics of a CDS tool affect its utilisation in relation to 

ease of use, position, functionality and whether it will add value in terms of relative advantage 

as well as saving time and reducing costs. 

 

How the CDS was developed and how it will be used influences its utilisation. It is easily 

adopted if it was developed by peers, can be integrated into the users’ workflow and 

compatible with the users’ computer system so that it does not interfere with everyday work. 
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Furthermore, the CDS should fit with the local priorities of the general practice as well as 

external policies and incentives. 

 

The study also showed that a CDS could be more easily adopted if it has accompanying 

guidance and accessible training. The method of training depends on users’ preferences and 

time required, with some participants not preferring e-learning. 

 

5.1 Strengths and limitations 

The findings from this systematic review showed a wide range of factors that should be 

considered when developing a POC alert for HIV. Some of the findings such as design 

features, clinicians’ views and characteristics of the reminder were identified in literature on 

quantitative studies discussed earlier in the background [257] [258] [268]. However, the 

findings from this systematic review could be generalised in relation to transferability, which 

means they can be extrapolated to other settings or conditions [290].  

 

A limitation of this systematic review was that there might be further considerations required 

due to differences in sensitivities between HIV and other conditions, including extra consent 

needed for HIV testing as more discussion is required before consent is requested. 

Furthermore, as with all qualitative studies, findings from this study cannot be generalised in 

relation to extrapolation from selected participants to views from all primary care clinicians. 

Further research is needed to test the effects of HIV or other sensitive POC alerts in primary 

care.  
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5.2 Conclusion 

BHIVA highlighted the need to normalise HIV testing by integrating it into routine work so that 

no consent would be required for blood tests and no additional costs are incurred [84]. 

Recommendation from this study was that in order to normalise a CDS for HIV testing, the 

characteristics of the tool, the primary care setting and the characteristics of the users should 

be considered during the development of the CDS. 

 

The CDS tool for HIV should be straightforward and easy to use. It should not have many 

technical features which affects performance of the IT system. Involvement of peers in the 

development of the tool, especially those with interest in HIV increases confidence in use of 

the tool. Additionally, confidence improves with availability of publication of prediction model 

and possible benefits. Furthermore, decision makers are concerned that the tool does not add 

more consultation time and it should save costs, including pathology cost. However, 

consideration should be made on the cost of using the CDS and the total cost incurred by the 

whole system when HIV patients are not diagnosed early.  

 

In low prevalence primary care settings, HIV testing may not be a priority and HIV prevalence 

in UK varies by country and region [291]. Therefore, the acceptance of the CDS tool could be 

affected by the prevalence of HIV. However, HIV prompts could enhance knowledge by raising 

awareness of HIV risk factors and make it easier for clinicians to raise questions on HIV 

testing. This would be made easier if the HIV testing prompts are integrated into the general 

practice’s routine work. Also, how users view the tool and their confidence and skills in using 

the tool should be considered. This should include how confident primary care staff are in 

raising questions on HIV testing and undertaking point-of-care testing. Attention should be 

taken on additional training required by the staff on HIV tool.  
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Users (clinicians) should be involved in the development of a point-of-care alert. The POC 

alert should integrate well into primary care workflow and computer system, should not add 

more consultation time and should save costs. This showed that the use of the POC/pop-up 

alerts should be normalised into the routine work of primary care.  

 

In summary, the development of the pop-up/POC alert should consider ease of use, 

integration into routine work and increasing the confidence of the primary care on how to use 

the CDS as well as how to do point-of-care testing. 

5.3 Summary of chapter 

In this chapter, evidence on clinicians’ views on the barriers and facilitators on utilisation of 

POC alerts to prompt use of diagnostic tests were identified. It showed what should be 

addressed to increase utilisation of HIV pop-up alerts (developed from the prediction model) 

in primary care.  

 

 

 

 

  



156 

 

Chapter 6: Discussion and Conclusion 

6.1 Introduction to chapter 

This chapter covers the implications of the findings from all the previous chapters on public 

health and clinical practice. It also covers how the findings from the prediction models could 

be implemented in clinical practice and recommendations for future research. 

 

6.2 Summary of findings 

6.2.1 Background to HIV in UK 

HIV/AIDS has been declining in UK in relation to newly diagnosed patients (from 7,870 in 2005 

to 2,766 in 2020). The effectiveness of ARTs has contributed to reduction of deaths from 1,720 

in 1994 to 634 in 2020. As a way of reducing transmission and increasing the number of people 

living with HIV under treatment, guidelines are recommending the expansion of HIV testing 

from established settings (GUM clinics and antenatal clinics) to other settings including 

primary care. Evidence shows that the involvement of primary care would increase HIV testing, 

since almost all patients in UK are registered with a GP.  

 

6.2.2 Predictors of HIV  

The systematic review revealed that most of the predictors identified in the literature are 

included in HIV guidelines in UK, USA and Australia. The predictors that were identified in 

literature but not in the guidelines were, fever or chills or flu-like symptoms, cough, abdominal 

pain, minor trauma, nausea/vomiting, rash, depressive symptoms, hyperlipidemia, 

hypertension and diabetes. All the clinical conditions and comorbidities identified in the 

systematic review are available in primary care records. However, some of the demographic 



157 

 

and socio-economic predictors were not available in primary care records. Those available or 

partly recorded in primary care include gender, age, sexuality, ethnicity and country of birth. 

Deprivation, available from primary care records, could be used as a proxy for employment 

status, poverty levels, education attainment and income. Lifestyle or behavioural factors 

identified in the systematic review and available in primary care records were smoking status, 

binge drinking or alcohol misuse, drug misuse, obesity, having contact abroad, personal and 

sexual partners’ characteristics (multiple partners and/or partners misusing drugs) and having 

gone through stressful events. 

 

Descriptive analysis showed that most of the 8 demographic, geographic and socio-economic 

predictors are poorly recorded in primary care records, apart from age, gender and region of 

residence. Ethnicity and sexuality are poorly recorded in IMRD primary care records with 

completeness of 43 percent and 0.2 percent, respectively. Completeness of deprivation is an 

issue even in official data and it was 82.8 percent in IMRD. The other predictors were area or 

country of birth (1.85 percent complete) and urban/rural classification of place of residence 

(68.2 percent complete). 

 

Descriptive analysis revealed that 10 lifestyle predictors were available in IMRD. However, the 

frequency of some of the predictors could be a result of poor recording of such predictors in 

primary care records. The factors include number of lifetime partners, patients having anal sex 

and partner characteristics. 

 

6.2.3 Recording of HIV 

Qualitative research was conducted to find out if GPs disguise recording of HIV in primary 

care records. It revealed that euphemistic terms potentially used by GPs are priority 0 (used 
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around year 2000), immune/immunity problem, blood-borne viral Infection, retroviral infection, 

immunodeficiency and viral load. An exploration of IMRD dataset showed that only 0.2 percent 

of patients in the dataset had the euphemistic terms recorded in primary care before HIV 

diagnosis, hence euphemistic terms were not considered in the prediction model. To ensure 

that the prediction model used HIV data consistent with official figures, an acceptable HIV 

reporting was established by finding the period when the incidence of HIV from IMRD was 

similar to the officially published data from the UK Health Security Agency. At national level, 

the acceptable HIV reporting was in 2004, hence the prediction model used data from 2004 to 

2017. The analysis of IMRD dataset at country level revealed that two practices in Scotland 

and one in Northern Ireland had inconsistently higher incidence in some years, hence these 

outlier practices were considered in the sensitivity analysis. At regional level, most of the 

English regions had HIV incidence similar to the UKHSA published data except for London 

and East Midlands, where incidence from IMRD was lower that the incidence published by 

UKHSA. There was one practice in East of England which inflated the HIV incidence from 

2004 to 2007 and this outlier practice was excluded is the sensitivity analysis.  

 

The results from the qualitative study unveiled that, apart from HIV, there are conditions 

disguised in primary care records. The conditions include symptoms of child sex abuse, mental 

health including depression, domestic violence, termination of pregnancy and Hepatitis B. 

 

6.2.4 Development and internal validation of HIV prediction model 

The prediction model revealed that the demographic, geographic and socio-economic 

predictors with significant association with HIV infection were gender, 25-34 years age group 

and being of black and mixed/other ethnicity, deprivation and living in urban areas. Lifestyle 

predictors were being a current smoker or ex-smoker, drug misuse and sexual contact abroad. 

The clinical and comorbid conditions were Kaposi’s sarcoma, pneumocystis carinii, 
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progressive multifocal leukoencephalopathy, syphilis, Non-Hodgkin’s lymphoma, tuberculosis, 

cerebral toxoplasmosis abscess, anal cancer or anal intraepithelial dysplasia, aseptic 

meningitis/encephalitis, oral candidiasis, hepatitis B and C, blood dyscrasia, chronic liver 

disease, depression and current STI (excluding syphilis) or any previous STI. The additional 

significant predictors after exclusion of outlier practices (two in Scotland, one in Northern 

Ireland and one in East of England) were 35-49 years age group and pneumonia. Pneumonia 

was a predictor in the previous case-control study and the model results from this study tend 

to agree once outlier practices were removed [35]. The predictors that were no longer 

significantly associated with HIV infection, after excluding outlier practices, were deprivation 

level 2, gender, smoking status and having sexual contact abroad. 

 

Internal validation confirmed all the statistically significant predictors of HIV that were identified 

in the original model. The results from the validation model were close to the results from the 

original model, mainly due to robustness of the data used in the models. Sensitivity analysis 

of the results showed that using a threshold less than 1%, more patients need to be tested to 

get a reasonable number of HIV positive patients. For example, in high prevalence practices, 

the sensitivity at a threshold of 0.5% was 32 percent, specificity at 85 percent, positive 

predictive value of 0.33 percent (meaning testing 300 people result in one positive result), 

negative predictive value of 99.9 percent, positive likelihood ratio of 2.2 and negative likelihood 

ratio of 0.8.  

6.2.5 Views on facilitators and barriers to use of pop-up alerts 

If the prediction model is used and a point-of-care (POC) or pop-up alert needs to be 

developed in primary care, views of clinicians on the use of the pop-up alert should be 

considered. The main issues fall under three main categories namely, i) characteristics of a 

POC alert, ii) features of the primary care setting and iii) features related to users of the tool. 

The characteristics of the pop-up alert include the content and functionality, design quality and 
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packaging, relative advantage and adaptability, confidence in CDS development, evidence on 

effect of tool and saving on time and cost.  

 

Features of the primary care setting include primary care priorities, communication and 

knowledge, compatibility and integration and automation into routine work. Features related 

to users of the tool include skills and confidence of the users, perception on accuracy of the 

tool and availability of training on the tool. 

 

6.2.6 Overall Summary 

This study derived and internally validated a prediction model for HIV using a retrospective 

cohort design and assessed the feasibility of using the model in providing a point-of-care alert 

in primary care. The model developed and validated in this study could provide a risk score 

which provides a predicted probability that an individual might be HIV positive in United 

Kingdom and other countries with patients that experience the same signs and symptoms of 

HIV/AIDS as those in UK (mainly developed countries). In addition to model development, the 

study revealed factors that should be considered in implementation of the pop-up alerts in 

primary care. 

 

6.3 Contribution of this research 

The case-control study conducted by Damery et al (2013) was the only HIV prediction model 

developed in the past 15 years [35]. The case-control study only considered predictor 

variables listed in the 2008 BHIVA guidelines but this research considered all demographic, 

socioeconomic and clinical and comorbid conditions found in literature and in BHIVA 

guidelines. The systematic review revealed eight clinical predictor variables found in literature 
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which were not included in BHIVA guidelines. Of the 51 clinical predictors of HIV listed in 

BHIVA guidelines, only 18 were found in literature.  

 

The model developed and internally validated in this study identified 17 clinical and comorbid 

conditions statistically associated with HIV as opposed to the 12 clinical conditions identified 

by the case-control study [35]. Furthermore, the model identified demographic, socioeconomic 

and behavioural predictors which were not included in previous prediction models. 

 

The systematic review on barriers and facilitators to use of pop-up alerts identified the factors 

that should be considered in developing HIV pop-up alerts. The factors identified fell under 

characteristics of the decision support tool, features of the primary care setting and features 

related to users of the tool.  

6.4 Public health implications  

Late diagnosis and transmission of HIV/AIDS is a public health issue worldwide and in the UK. 

The number of newly diagnosed individuals and those diagnosed late, has been declining in 

the UK but there are still pockets of high prevalence and late diagnosis (57) (61). People living 

with HIV who are unaware of their status and those diagnosed late are at high risk of 

transmitting the disease to others, making this a public health concern.  

 

Public health teams in local authorities and in UKHSA are responsible for commissioning of 

HIV prevention services since 2013 [292]. HIV prevention campaigns are aimed at preventing 

HIV infection and transmission via programmes such as “education and information, 

promoting safer sexual behaviour, facilitating access to HIV testing, increasing early diagnosis 

and treatment, and a pre-exposure prophylaxis (PrEP)” [293]. This study identified some 
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demographic, socio-economic, geographic and lifestyle or behavioural characteristics that 

could be used to target these campaigns. Demographic and socio-economic characteristics 

include being in the 25-34 age group, black and mixed/other ethnicity and deprived 

communities. Lifestyle characteristics are substance misuse such as smoking and drug 

misuse. Although some of the predictors of HIV infection revealed in the systematic review 

(chapter 2) were not used in model development, public health should continue to use these 

risk factors in prevention campaigns and facilitation of access to HIV testing. Such predictors 

include sexuality, unsafe sex, partner characteristics and number of lifetime partners.  

 

This research developed a prediction model that can be used to identify patients that are most 

likely to be HIV positive in primary care. This approach would augment other alternative testing 

routes recommended in BHIVA guidelines. This targeted testing approach is, however, less 

resource intensive compared to mass testing. 

6.5 Implications for clinical practice  

6.5.1 Recording of predictors or risk factors of HIV  

The official statistics categorise risk groups by sexuality, country of birth and ethnicity. This 

means that more should be done in improving recording of such risk factors in primary care, 

which would in turn improve the results of the prediction model. However, it should be noted 

that recording of ethnicity has improved in recent years, and this could be due to incentives, 

which were put in place between 2006/7 and 2011/12, with recording of ethnicity for new GP 

registrants while ethnicity for older patients is not updated. On the other hand, recording of 

sexuality is not incentivised in primary care and might not be acceptable to patients if they 

consider it to be personal. 

 



163 

 

Some of the lifestyle factors included in the prediction model were recorded once and not 

updated in recent years. Although drug misuse was a risk factor of HIV, it could have been 

more useful to find out if the association was dependent on whether drug misuse was recent 

or not recent since some of the HIV positive patients had drug misuse recorded in the early 

1980s. Thus, this research shows that primary care needs to consistently update lifestyle 

characteristics since patients’ change behaviours over time.  

 

6.5.2 Recording of HIV  

It was believed that GPs might disguise recording of HIV in primary care records by using 

euphemistic terms. One of the reasons for that was stigma and discrimination. This study 

showed that there has been an improvement in recording of HIV in primary care, especially 

compared to early 2000s and HIV incidence is similar to the incidence in UKHSA data. Most 

GPs are using the recommended and permitted clinical codes listed by the sexual health 

clinics. 

 

The fact that about two thirds of the risk factors included in the model were recorded on the 

same day as HIV diagnosis suggests recording issues of either the predictor variable or HIV 

diagnosis, Table 4.5-13. This could mean that GPs were either recording a risk factor soon 

after HIV diagnosis or they identify a risk factor and test for HIV on the same day. If it is the 

later, then it means the GPs were aware of the need to test for HIV. However, this shows that 

GPs should improve the recording of the conditions and other characteristics in the electronic 

records. 

6.5.3 Predictors of HIV identified in the prediction model 

The prediction model revealed risk factors which could identify patients with high probability 

of HIV infection, listed in Table 4.5-6. The predictors with strongest association with HIV 
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infection were Kaposi’s sarcoma (hazard ratio (HR) of 171) and pneumocystis carinii (HR of 

71). These were two of the three conditions which led to recognition of AIDS patients in the 

early 1980s and they are still the predictors with highest probabilities. The other predictors in 

the top 5 are progressive multifocal leukoencephalopathy with a HR of approximately 56, being 

of black ethnicity with a HR of 10 and syphilis with a HR of approximately 11. 

 

The predictors associated with risk of HIV infection with hazard ratio of 2 to 9 were Non-

Hodgkin’s lymphoma (NHL) with HR of 9, cerebral toxoplasmosis abscess with HR of almost 

8, anal cancer or anal intraepithelial dysplasia with HR of 5, hepatitis with HR of about 5, 

chronic liver disease with HR of about 4, aseptic meningitis/encephalitis with HR of 3, being 

of mixed and other ethnicity with HR of 2.6, tuberculosis with HR of 2.3, drug misuse with HR 

of 2.3 and contact abroad with HR of 2.  

 

The rest of the predictors significantly associated with HIV infection were blood dyscrasia, oral 

candidiasis, STI (excluding syphilis) or previous STI, herpes zoster, depression, deprivation 

(high deprivation quintiles), lymphadenopathy, age group of 25-34 and being a female. 

 

Patients are likely to accept an offer of HIV if the risk factor is clinical diagnosis such as 

Kaposi’s sarcoma, pneumocystis carinii, pneumonia, multifocal leukoencephalopathy, 

syphilis, NHL, cerebral toxoplasmosis. A qualitative study on opt-out testing conducted in 

Brighton revealed that patients felt judged if they are targeted due to their ethnicity or sexuality 

unless it was clear that the tests were offered to all patients [77].  That means patients would 

probably accept an offer for HIV test if the risk factors were behavioural such as drug misuse 

and current smoker/ex-smoker. However, patients might not accept offer for HIV tests if the 

risk factor is ethnicity. 
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6.5.4 Utilisation of prediction model 

The prediction model developed in this thesis is the second study to develop a prediction 

model for HIV in UK primary care. The previous case-control study only considered clinical 

conditions identified in HIV guidelines [35]. This prediction model will be useful once it is 

packaged in a computer-based tool, developed with consideration to some of the barriers and 

facilitators mentioned in chapter 5. It is also fundamental to increase awareness and training 

of GPs on HIV testing [95]. 

 

As discussed in the first chapter, this thesis aimed at developing a model which would assist 

in targeting of patients that might be offered HIV testing, based on their characteristics (socio-

economic, demographic, lifestyle and clinical conditions). This would help in meeting the 

principle of screening which states that the target population for testing should be clearly 

defined. 

 

The discussion on the principles of screening in chapter 1 identified that 9 of the 12 principles 

of screening are already met. The prediction model revealed that it is possible to test many 

people for HIV and get an acceptable number of those that are positive. This approach is less 

resource intensive compared to mass testing of all registered patients attending an 

appointment.  

 

6.6 Strengths and Limitations 

6.6.1 Model development 

This is the first retrospective cohort study which developed a prediction model using candidate 

predictor variables found in literature (including guidelines). The prediction model used the 

routinely collected IMRD primary care databases which is representative of the UK population. 
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In addition, the strength of using IMRD, like all electronic primary care records is that it contains 

great data with demographic, socioeconomic and clinical characteristics which were required 

for prognostic research [126] [127]. The dataset was large and robust enough to provide 

reliable findings. The closeness of performance results from the derivation and internal 

validation dataset confirms that the data used was a large dataset. However, the trend of HIV 

incidence in some UK countries and English regions were not consistent, which could be an 

issue on unexplainable changes in patients’ demography for some practices.  

 

The developed model was the first to consider all predictor variables found in literature and 

HIV guidelines, which were available in primary care database or their proxies. However, some 

of the variables (potentially important) were excluded from model development due to poor 

recording in IMRD database. Inclusion of these variables if they are robust enough could 

improve the results from the model. On the other hand, some of the studies selected in the 

systematic review had small sample sizes which could result in inclusion of some predictors 

that were supposed to be excluded. Results from studies with small sample size are unlikely 

to be differentiated from variation by chance [294].  

 

In addition to a wider list of predictor variables, the research considered a broader definition 

of outcome variable, which included both confirmed and probable HIV identified through 

euphemistic terms. The euphemistic terms identified were not included in model development 

since they had a very minimal effect, with less than 1% of observations recorded before HIV 

diagnosis. This could be a result of the fact that the qualitative study conducted in chapter 3 

was not exhaustive enough as GPs were difficult to recruit. Hence, there was a possibility that 

some of the HIV patients were excluded as a result of poor participation in the explorative 

research. However, there is a possibility that increasing the participants for the qualitative 

study could still provide no difference in euphemistic terms identified.  
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Model development treated missing data as new categories while there are other methods 

suggested in literature, such as multiple imputations [230]. These approaches could reduce 

bias associated with the use of missing-indicator method, which was used in this study [229] 

[230]. 

6.6.2 Views on the use of pop-up alerts in primary care 

The systematic review on views of clinicians in the use of pop-ups revealed that there are 

barriers and facilitators that should be considered when developing a pop-up alert. However, 

there are no qualitative studies that were specific to HIV, and this could have a limitation on 

professionals’ views in relation to institutional factors, which affect access to HIV testing 

services, discussed in section 1.11. These include the ease at which clinicians feel about 

discussing HIV testing with their patients.  

 

Although the factors that should be considered in developing pop-up alerts were identified in 

the systematic review, there was a limitation that they were non-HIV specific. The study would 

have been more valuable and HIV specific if the study was a primary qualitative research on 

use of HIV pop-up alerts. 

6.7 Recommendations for implementation of model in a clinical 

setting  

Prior to implementation of the model in clinical practice, the prediction model should be 

externally validated to evaluate how it fits in a different and independent population. This 

should be followed by setting up of a threshold risk score which will be used in the pop-up or 

POC alert. Alternative tools used by clinicians to evaluate the possible clinical utility or the 

benefits of a diagnostic test, apart from the decision curve analysis should be considered 

[246]. The alternative tools include Incremental Net Benefit (INB) and cost-benefit analysis 
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[295]. Incremental Net Benefit (INB) is calculated as a function of costs for tests and 

effectiveness (measured by life-years gained) [295]. 

 

A feasibility study to find out if the risk score is viable to use in primary care should be 

conducted [296]. This should include studying how the risk score will impact on patient 

outcome, in addition to the effects on clinicians’ decision making [297]. A risk analysis should 

be performed before implementation of the risk score in primary care. This could improve the 

implementation process, if possible, risks or malfunction are identified early. 

 

To be effective, computer decision tools must be used, and the use of the tool is affected by 

views of clinicians on the potential of the tool and how it was developed. This requires training 

on the functionality of the tool and how it was developed. Furthermore, the development of a 

pop-up alert should involve a multidisciplinary team with relevant knowledge on HIV or model 

development or IT, such as model developers, clinicians and IT specialists [298].  

6.8 Work undertaken to have model incorporated in GP 

systems. 

 

The HIV model could be combined with some of the pilot studies and trials conducted in UK 

primary care. An example is the Rapid HIV Assessment (RHIVA) trial where nurse-led 

screening of HIV testing in primary care was promoted [110]. Although this study did not use 

a prediction model, hence incorporating the prediction model as a POC alert could improve 

targeting of patients that are offered HIV testing. Other pilot studies conducted in other 

countries could be adopted in UK. One example of such studies that could be adopted into a 

pilot study in UK is a prospective interventional study conducted in Spain, which involved 51 
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primary healthcare centres [265]. This study incorporated HIV POC alerts using HIV indicator 

conditions, similar to the POC alerts that could be produced from the prediction model 

developed in this research. 

  

Alternatives to requesting primary care clinicians to directly offer HIV testing to patients should 

be investigated and if possible, successful adopted. Such alternatives include mail-out HIV 

testing and self-collection/self-testing. These options would be improved by using the 

prediction model for targeting of patients with above the threshold risk score. In UK, a strategy 

for sexually transmitted infections to self-test is already in place, requesting patients to self-

test using a home self-testing kit [299]. This strategy could be expanded with the incorporation 

of the HIV POC alert in targeting patients. One example of the alternatives to HIV testing is 

the mail-out pilot study conducted in USA where patients were allowed to order a rapid HIV 

self-testing through a request form on a secure website [72]. Patients received “In-Home HIV 

self-test kit, prevention materials, and documentation of local resources” and were requested 

to self-report results as a response to an email [72]. A similar example is the intervention which 

was scaled up in USA during Covid-19 pandemic, as part of telemedicine models [300]. In this 

self-testing model, the patient decides and order a test online, collect specimen using 

accompanying instructions to self-test and report results when they contact a clinician [300]. 

Another model of “home sampling for testing, combined with treatment and sexual health 

counselling” was piloted in Maastricht, Netherlands [301]. 

6.9 Recommendations for future research. 

This thesis developed and internally validated a prediction model for HIV using primary care 

records. Further research is required to externally validate the model, to ensure that it is robust 

enough for implementation in practice. External validation requires using another primary care 

database to find how the model fits in compared to findings from IMRD database. External 
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validation could be temporal (using different time periods) or geographical (different locations, 

including primary care data from other countries or other UK databases covering different GP 

practices, such as QResearch, ResearchOne, CPRD Aurum and SAIL (Wales) [302]. External 

validation of this model is more suited to developed countries mentioned in chapter 2, those 

countries with HIV infected population with same predictors as UK due to reasons mentioned 

in section 2.2.5.2 [7] [12].  

 

More research is required if this model is adopted in other developing countries, such as those 

in Africa and Asia. Further research includes a review of predictors of HIV in these countries 

and understanding available databases (including how predictors are coded/recorded). Some 

of the countries have initiated electronic health records, such as Resource and Patient 

Management System (RPMS) in India while other countries such as South Africa do not have 

electronic patient records due to “complex infrastructure, network requirements and user 

resistance” [303] [304]. 

 

Prior to implementation of pop-up alerts, more research should be conducted to determine if 

GPs are interested in using HIV pop-up alerts. This could be followed by a pilot study on 

implementation of pop-up alerts to find whether HIV pop-up alerts are acceptable. 

 

The data not well recorded in IMRD database included sexuality, country of birth and 

deprivation. Sexuality is a personal characteristic, and more research can be done to 

determine acceptability of recording such information in primary care records. The research 

could look at the clinicians’ views and patients’ perspective as well as understanding how such 

data is collected in other data collection programmes. Information on country of birth is another 

characteristic which is poorly recorded in IMRD database. More research is needed to 

understand why the data is not recorded and how the situation could be improved. From the 
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analysis on deprivation in section 4.5.1.2, it seems there is an improvement in recording of 

deprivation in primary care records over the years. Further research could explore how 

recording of deprivation in primary care records could be improved. 

 

This research looked at using the prediction score in primary care to increase HIV testing. 

Apart from improving HIV testing in primary care, BHIVA guidelines recommended alternatives 

including increasing HIV testing via self-sampling ordered online. This could be improved if 

patients have a tool that assist them in self-identification. Hence, it would be useful to 

understand if patients are willing to use a prediction tool that aid them in self-identifying 

themselves for HIV testing. Therefore, further research is required to ascertain whether a 

prediction model could be developed for use in a website or App for patients to self-identify if 

they are at high risk and require to self-sample. There are at least two options that can be 

researched on including 1) use primary care data to identify patients at risk and then send 

them a self-testing kit, 2) give patients access to an app or website to enter their characteristics 

(age, sex, ethnic group, other information including clinical data) and if they meet certain 

criteria, they can be offered a self-testing kit for free and 3) combine the two options above, 

where primary care data is used to identify patients, send a link so that the patients can 

anonymously enter their own risk factors to a website, ask them to order test kits and then 

enter HIV test result.  

 

The first option has the following advantages and disadvantages: 

Advantages 

1) Using existing primary care data and the model from this research that is already developed. 

This option utilises existing primary care databases such as IMRD or CPRD, and the model 
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developed in this research (after external validation). The second option would require 

developing a new model that can be used by patients. 

2) Not relying on patients being proactive. The GPs identify patients and recommend HIV 

testing while the second and third options require patient involvement in the identification 

process.  

3) Almost complete coverage of UK population. The model developed in this research could 

be applied to primary care in the UK because it was developed using UK population. 

Additionally, it would cover almost all patients in UK since nearly all the UK population is 

registered with a GP [114]. 

 

Disadvantages  

1) Missing or under-recorded important information on risk factors such as sexual behaviour, 

drug misuse, ethnicity and country of birth. As shown in section 4.6.1.1, some risk factors are 

not always recorded in primary care records and might affect the performance of the model.   

2) Increased staff time/cost. Implementation of this option will increase the consultation time 

and cost since clinicians have to discuss with patients about HIV testing in addition to booked 

consultation time. Additionally, there are pathology costs involved with HIV testing.  

 

The advantages and disadvantages of second options are:  

Advantages 

1) Patients can enter complete information on important risk factors which they may not want 

to disclose. A study on use of computers to enter alcohol intake and another on antenatal 

problems revealed that patients shared honest information with a computer more than they 

did with clinicians [305] [306]. 
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2) No need for consultation in primary care prior to test. Patients enter symptoms in the App 

and act on the results without consultation with their GP. 

 

Disadvantages 

1) Data in primary care is not included (might be relevant but patient may be unaware). The 

App will not have access to primary care records and patients will enter the symptoms they 

can recall. 

2) Patient needs to be proactive and go to website or app to enter data. This option relies on 

patients’ willingness to find out if they have HIV or not and might not be as successful if patients 

are not proactive. 

3) There is no validated prediction model for this option. There is no model developed and 

validated for use in a patient App. Hence, more research would be required to develop and 

validate the model and in developing the App. 

 

Development of a patient facing tool should consider the findings from a qualitative study on 

efficacy of HIV-related mHealth interventions, which include “avoid an exclusive focus on HIV, 

be tailored and personalised, come from a trusted source, allay fears and focus on support 

and health benefits” [90].  

 

6.10 Conclusion 

The aim of this thesis was to develop and internally validate a prediction model which could 

be used in targeting patients likely to be HIV positive in primary care that should be offered a 

test. The research identified predictors of HIV recorded in electronic primary care records, 

which could be used in developing point-of-care or pop-up alerts. The top five predictors 

associated with a risk of HIV infection identified in the prediction model were Kaposi’s 
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sarcoma, pneumocystis carinii, progressive multifocal leukoencephalopathy, being of black 

ethnicity and syphilis. The use of pop-up alerts from the prediction model satisfies the principle 

of screening for HIV testing in primary care, which requires that the target population for testing 

should be clearly defined. The thesis further identified factors that should be considered during 

the development of the pop-up alert. This would assist in satisfying the principle of screening 

which requires coordination and integration of the testing programme in primary care. 
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Appendix 1: Screening criteria 

Appendix 1-A: Screening stage 1 criteria 

Screen using the title/abstracts and find out if studies fit the eligibility criteria 

Eligibility criteria 

1. The exposure of the study are risk factors or characteristics associated with HIV 

infection  

• demographic,  

• socio-economic or  

• clinical 

2. The outcome of the study is  

• Human Immunodeficiency Virus or HIV or Acquired Immuno-deficiency 

Syndrome or AIDS  

3. Published 1995 onwards 

4. Reviews, cohort studies, case-control, RCTs 

 

Exclusion criteria 

1. Non-human studies. 

2. Children (under 18) only  

3. Non-HIV diagnosis 

4. Setting is developing countries only  
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Appendix 1-B: Screening stage 2 criteria 

Screen using the whole article and find out if studies fit the eligibility criteria 

Eligibility criteria 

1. The exposure of the study are risk factors or characteristics associated with HIV 

infection  

• demographic,  

• behavioural 

• socio-economic or  

• clinical 

2. The outcome of the study is  

Human Immunodeficiency Virus or HIV or Acquired Immuno-deficiency Syndrome or 

AIDS  

3. Published 1995 onwards 

4. Reviews, cohort studies, case-control, RCTs 

 

Exclusion criteria 

5. Non-human studies. 

6. Children (under 18) only  

7. Non-HIV diagnosis or post HIV diagnosis 

8. Setting is developing countries only  

9. Studies on Health care or treatment 
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2.2 Taking into account clinical considerations, your 
evaluation of the methodology used, and the statistical 
power of the study, do you think there is clear evidence of 
an association between exposure and outcome? Y/N/CS  

2.3 Are the results of this study directly applicable to the 
patient group targeted in this guideline? Y/N  

Notes. Summarise the authors’ conclusions. Add any 
comments on your own assessment of the study, and the 
extent to which it answers your question and mention any 
areas of uncertainty raised above.    

 
1 Unless a clear and well-defined question is specified in the report of the review, it will be difficult to assess how well it has met 

its objectives or how relevant it is to the question you are trying to answer on the basis of the conclusions. 

 
1 This relates to selection bias.* It is important that the two groups selected for comparison are as similar as possible in all 

characteristics except for their exposure status, or the presence of specific prognostic factors or prognostic markers relevant to 

the study in question. 

 
1 This relates to selection bias.* The participation rate is defined as the number of study participants divided by the number of 

eligible subjects, and should be calculated separately for each branch of the study. A large difference in participation rate between 

the two arms of the study indicates that a significant degree of selection bias* may be present, and the study results should be 

treated with considerable caution. 

 
1 If some of the eligible subjects, particularly those in the unexposed group, already have the outcome at the start of the trial the 

final result will be subject to performance bias.* A well conducted study will attempt to estimate the likelihood of this occurring, 

and take it into account in the analysis through the use of sensitivity studies or other methods. 

 
1 This question relates to the risk of attrition bias.*The number of patients that drop out of a study should give concern if the 

number is very high. Conventionally, a 20% drop out rate is regarded as acceptable, but in observational studies conducted over 

a lengthy period of time a higher drop out rate is to be expected. A decision on whether to downgrade or reject a study because 

of a high drop out rate is a matter of judgement based on the reasons why people dropped out, and whether drop out rates were 

comparable in the exposed and unexposed groups. Reporting of efforts to follow up participants that dropped out may be regarded 

as an indicator of a well conducted study. 

 
1 For valid study results, it is essential that the study participants are truly representative of the source population. It is always 

possible that participants who dropped out of the study will differ in some significant way from those who remained part of the 

study throughout. A well conducted study will attempt to identify any such differences between full and partial participants in both 

the exposed and unexposed groups. This relates to the risk of attrition bias.* Any unexplained differences should lead to the 

study results being treated with caution. 

 
1 This relates to the risk of detection bias.* Once enrolled in the study, participants should be followed until specified end points 

or outcomes are reached. In a study of the effect of exercise on the death rates from heart disease in middle aged men, for 

example, participants might be followed up until death, or until reaching a predefined age. If outcomes and the criteria used for 

measuring them are not clearly defined, the study should be rejected. 

 
1 This relates to the risk of detection bias.* If the assessor is blinded to which participants received the exposure, and which did 

not, the prospects of unbiased results are significantly increased. Studies in which this is done should be rated more highly than 

those where it is not done, or not done adequately. 

 
1 This relates to the risk of detection bias.* Blinding is not possible in many cohort studies. In order to asses the extent of any 

bias that may be present, it may be helpful to compare process measures used on the participant groups - e.g. frequency of 

observations, who carried out the observations, the degree of detail and completeness of observations. If these process measures 

are comparable between the groups, the results may be regarded with more confidence. 

 
1 This relates to the risk of detection bias.* A well conducted study should indicate how the degree of exposure or presence of 

prognostic factors or markers was assessed. Whatever measures are used must be sufficient to establish clearly that participants 

have or have not received the exposure under investigation and the extent of such exposure, or that they do or do not possess 

a particular prognostic marker or factor. Clearly described, reliable measures should increase the confidence in the quality of the 

study 

 
1 This relates to the risk of detection bias.* The primary outcome measures used should be clearly stated in the study. If the 

outcome measures are not stated, or the study bases its main conclusions on secondary outcomes, the study should be rejected. 

Where outcome measures require any degree of subjectivity, some evidence should be provided that the measures used are 

reliable and have been validated prior to their use in the study. 
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1 This relates to the risk of detection bias.* Confidence in data quality should be increased if exposure level is measured more 

than once in the course of the study. Independent assessment by more than one investigator is preferable. 

 
1 Study participants may be selected from the target population (all individuals to which the results of the study could be applied), 

the source population (a defined subset of the target population from which participants are selected), or from a pool of eligible 

subjects (a clearly defined and counted group selected from the source population. If the study does not include clear definitions 

of the source population it should be rejected. 

 
1 All selection and exclusion criteria should be applied equally to cases and controls. Failure to do so may introduce a significant 

degree of bias into the results of the study. 

 
1 Differences between the eligible population and the participants are important, as they may influence the validity of the study. 

A participation rate can be calculated by dividing the number of study participants by the number of eligible subjects. It is more 

useful if calculated separately for cases and controls. If the participation rate is low, or there is a large difference between the two 

groups, the study results may well be invalid due to differences between participants and non-participants. In these 

circumstances, the study should be downgraded, and rejected if the differences are very large. 

 
1 Even if participation rates are comparable and acceptable, it is still possible that the participants selected to act as cases or 

controls may differ from other members of the source population in some significant way. A well conducted case-control study 

will look at samples of the non-participants among the source population to ensure that the participants are a truly representative 

sample. 

 
1 The method of selection of cases is of critical importance to the validity of the study. Investigators have to be certain that cases 

are truly cases, but must balance this with the need to ensure that the cases admitted into the study are representative of the 

eligible population. The issues involved in case selection are complex, and should ideally be evaluated by someone with a good 

understanding of the design of case-control studies. If the study does not comment on how cases were selected, it is probably 

safest to reject it as a source of evidence. 

 
1 Just as it is important to be sure that cases are true cases, it is important to be sure that controls do not have the outcome under 

investigation. Control subjects should be chosen so that information on exposure status can be obtained or assessed in a similar 

way to that used for the selection of cases. If the methods of control selection are not described, the study should be rejected. If 

different methods of selection are used for cases and controls the study should be evaluated by someone with a good 

understanding of the design of case-control studies. 

 
1 If there is a possibility that case ascertainment can be influenced by knowledge of exposure status, assessment of any 

association is likely to be biased. A well conducted study should take this into account in the design of the study. 

 
1 The primary outcome measures used should be clearly stated in the study. If the outcome measures are not stated, or the study 

bases its main conclusions on secondary outcomes, the study should be rejected. Where outcome measures require any degree 

of subjectivity, some evidence should be provided that the measures used are reliable and have been validated prior to their use 

in the study. 

 
1 Confounding is the distortion of a link between exposure and outcome by another factor that is associated with both exposure 

and outcome. The possible presence of confounding factors is one of the principal reasons why observational studies are not 

more highly rated as a source of evidence. The report of the study should indicate which potential confounders have been 

considered, and how they have been assessed or allowed for in the analysis. Clinical judgement should be applied to consider 

whether all likely confounders have been considered. If the measures used to address confounding are considered inadequate, 

the study should be downgraded or rejected, depending on how serious the risk of confounding is considered to be. A study that 

does not address the possibility of confounding should be rejected. 

 
1 Confidence limits are the preferred method for indicating the precision of statistical results, and can be used to differentiate 

between an inconclusive study and a study that shows no effect. Studies that report a single value with no assessment of precision 

should be treated with extreme caution. 

 
1 Rate the overall methodological quality of the study, using the following as a guide: High quality (++): Majority of 

criteria met. Little or no risk of bias. Results unlikely to be changed by further research. Acceptable (+): Most criteria 

met. Some flaws in the study with an associated risk of bias, Conclusions may change in the light of further studies. 

Low quality (0): Either most criteria not met, or significant flaws relating to key aspects of study design. Conclusions 

likely to change in the light of further studies. 
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Appendix 3: BHIVA clinical indicator conditions 
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Appendix 4: Predictor variables identified for code list development 

  
  Predictor 

Identified in 
systematic review 

Code list 
developed Reasons for inclusion 

Demographic  Gender     Useful for analysis 

Age Yes   Useful for analysis 

Ethnicity Yes     

Country of birth Yes Yes   

Sexuality Yes Yes   

Socioeconomic  
  Deprivation   Yes 

Proxy for socio-economic 
predictors 

Geographic  Country   All codes 
included 

For analysis 

Region   For analysis 

Urban/Rural   To cover rural/urban 
distinction shown with 
poverty index above. Urban/Rural type   

Lifestyle  
   Injected drugs users Yes Yes 

Includes ever smoked 
crack cocaine 

Binge-drinking or alcohol 
misuse Yes Yes   

Smoking Yes Yes   

Unsafe sex Yes Yes   

Contact abroad Yes Yes   

Male anal sex in the last ≥ 6 
months Yes Yes   

Multiple life partners Yes Yes   

Obesity  Yes Yes   

Partner Characteristics Yes Yes   

Stressful events Yes Yes   

Clinical 
conditi
ons and 
comorb
idities 

Respiratory 
Conditions 

Aspergillosis   Yes in BHIVA guidelines 

Cough Yes Yes   

Pneumocystis carinii Yes Yes   

Pneumonia Yes Yes   

Tuberculosis    Yes in BHIVA guidelines 

Neurology Cerebral toxoplasmosis abscess   Yes in BHIVA guidelines 

Cryptococcal meningitis   Yes in BHIVA guidelines 

Dementia   Yes in BHIVA guidelines 

Guillain–Barré syndrome   Yes in BHIVA guidelines 

Progressive multifocal 
leukoencephalopathy    Yes in BHIVA guidelines 

Aseptic meningitis/encephalitis   Yes in BHIVA guidelines 

Transverse myelitis   Yes in BHIVA guidelines 

Neurologic disability Yes Yes   

Peripheral neuropathy Yes Yes   

Ophthalmolo
gy 

Cytomegalovirus retinitis No Yes in BHIVA guidelines 

Any unexplained retinopathy No Yes in BHIVA guidelines 

Dermatology Herpes zoster Yes Yes   

Psoriasis Yes Yes   

Seborrhoeic dermatitis No Yes in BHIVA guidelines 

Kaposi’s sarcoma  Yes Yes   

Rash Yes Yes   

Gastroenterol
ogy 

Abdominal pain Yes Yes   

Oral candidiasis Yes Yes   

Cryptosporidiosis No Yes in BHIVA guidelines 

Diarrhoea Yes Yes   

Hepatitis B Yes Yes   

Hepatitis C No Yes in BHIVA guidelines 

Oral hairy leukoplakia No Yes in BHIVA guidelines 
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  Predictor 

Identified in 
systematic review 

Code list 
developed Reasons for inclusion 

Nausea/vomiting Yes Yes   

Salmonella, shigella or 
campylobacter No Yes in BHIVA guidelines 

Weight loss  Yes Yes   

Haematology Blood dyscrasia Yes Yes   

Oncology Non-Hodgkin’s lymphoma Yes Yes   

Anal cancer or anal 
intraepithelial dysplasia No Yes in BHIVA guidelines 

Castleman’s disease No Yes in BHIVA guidelines 

Cervical dysplasia No Yes in BHIVA guidelines 

Head and neck cancer No Yes in BHIVA guidelines 

Hodgkin lymphoma No Yes in BHIVA guidelines 

Space-occupying lesion of 
unknown cause No Yes in BHIVA guidelines 

Lung cancer No Yes in BHIVA guidelines 

Cervical cancer  Yes Yes   

Gynaecology Cervical intraepithelial 
neoplasia Yes Yes   

Seminoma No Yes in BHIVA guidelines 

Vaginal intraepithelial 
neoplasia No Yes in BHIVA guidelines 

Ear, nose, and 
throat 

Parotitis Yes Yes   

Lymphoepithelial parotid cysts No Yes in BHIVA guidelines 

Other Clinical 
conditions 

Mononucleosis-like syndrome Yes Yes   

Pyrexia of unknown origin Yes Yes   

Hypertension Yes Yes   

Chronic liver disease Yes Yes   

Hyperlipidemia Yes Yes   

Depression Yes Yes   

Lymphogranuloma venereum Yes Yes   

Lymphadenopathy Yes Yes   

Trichomoniasis Yes Yes   

Diabetes Yes Yes   

Minor trauma Yes Yes   

Sexually Transmitted Infections 
(STI) Yes     

Chlamydia   Yes Expansion of STI 

Syphilis   Yes Expansion of STI 

Gonorrhoea   Yes Expansion of STI 

Genital herpes   Yes Expansion of STI 

Other STIs (excludes 
above)    Yes Expansion of STI 

STI   Yes Expansion of STI 

Previous STI   Yes Expansion of STI 

All STI (excluding 
Syphilis) and previous STIs   Yes Expansion of STI 
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Predictors identified in systematic review but not available in primary care records 

Socioeconomic  Housing problems Yes No Used deprivation as a proxy 

Annual income <$10,000 Yes No 

Farmworker Yes No 

Unemployed Yes No 

Education beyond high school  Yes No 

Not a high school graduate Yes No 

Poverty index in rural areas Yes No Used urban/rural 

Poverty index in urban areas Yes No 

Lifestyle Ever smoked crack cocaine Yes No Included under drug misuse 

Substance use (combined)** Yes No 
Disaggregated to alcohol and 
drug misuse 

HIV positive partner Yes No Included under drug misuse 

Sex with drug user Yes No 
Included under partner 
characteristics 

Ever exchanged money or 
drugs for sex Yes No   

Multiple partners Yes No   

Lifetime partners  Yes 
No Included under multiple life 

partners 

Clinical 
conditions Fever or chills Yes 

No Included under pyrexia of 
unknown origin 
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Appendix 5: Read Code list for Predictor variables 

Appendix 5-A: Demographic and socio-economic 

Ethnicity 
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Appendix 5-B: Lifestyle of behavioural 

Drug misuse 

 

Smoking status 

 

Obesity  
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Alcohol misuse 

 

Unsafe sex 
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Anal sex 

 

Lifetime partners 

 

 

Stressful events 

Read code Description

1565.11 Unprotected sex

1565.12 No protection used for sex

8CdA.00 Advice given about risks of unprotected sexual intercourse

Read code Description

0AL..00 Sex worker

13N5.12 Multiple sexual partners

14OP.00 At risk of sexually transmitted infection

14OP000 At high risk of sexually transmitted infection

1P70.00 Number of sexual partners in past year

1P71.00 New sexual partner

ZV4K400 [V]High-risk sexual behaviour

14Of.00 Former sex worker
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Appendix 5-C: Clinical and comorbid conditions 

Respiratory  

Aspergillosis 

 

Pneumocystis carinii 

 

Cough 
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Tuberculosis  
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Pneumonia 

 

Neurology  
 
Any unexplained retinopathy 

 

 
 
Transverse myelitis 

 

 

Read code Description

F421z00 Other background retinopathy NOS

F422.00 Other proliferative retinopathy

FyuF700 [X]Other proliferative retinopathy

F422z00 Proliferative retinopathy NOS

F421.00 Other background retinopathy

F421000 Unspecified background retinopathy

Read code Description

F03..13 Transverse myelitis

F037.00 Transverse myelitis

F037000 Varicella transverse myelitis
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Aseptic meningitis/encephalitis 

 

Cerebral toxoplasmosis abscess 

 

Cryptococcal meningitis  
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Neurologic disability 

 

Dementia 
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Progressive multifocal leukoencephalopathy  

 

Peripheral neuropathy 

 

Guillain–Barré syndrome 

 

 

Ophthalmology  

Cytomegalovirus retinitis 
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Dermatology   

Herpes zoster 

 

 

Psoriasis 

 

Seborrhoeic dermatitis 
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Kaposi’s sarcoma  

 

Oral candidiasis 

 

 

Rash 

 

Gastroenterology  

Persistent cryptosporidiosis  
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Abdominal pain 

 

 

Oral hairy leukoplakia 
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Nausea/vomiting 

 

 

 

Chronic diarrhoea of unknown cause 

 

 

 

 

 



230 

 

Weight loss of unknown cause 

 

 

 

Salmonella, shigella or campylobacter 

 

 

 

Hepatitis B infection 
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Hepatitis C infection 

 

 

 

Oncology  

Non-Hodgkin’s lymphoma 

 

 

Anal cancer or anal intraepithelial dysplasia 
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Castleman’s disease 

 

Primary cerebral lymphoma  

 

Cervical dysplasia 

 

 

Lung cancer 
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Hodgkin lymphoma 
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Head and neck cancer 
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Space-occupying lesion of unknown cause 

 

Gynaecology   

Cervical cancer  

 

Cervical intraepithelial neoplasia 

 

Vaginal intraepithelial neoplasia 

 

Ear, nose, and throat  

Parotitis 
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Lymphoepithelial parotid cysts 

 

 

Haematology   

Blood dyscrasia  
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Other  

Mononucleosis-like syndrome 

 

 

Hypertension 

 

Minor trauma 
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Depression 

 

 

Lymphogranuloma venereum 
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Pyrexia of unknown origin 

 

 

Lymphadenopathy 

 

 

Hyperlipidemia 
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Chronic liver disease 
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Diabetes 
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Syphilis
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Any sexually transmitted infection (includes other STI, chlamydia, gonorrhoea, genital herpes) 
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A7885 Human immunodeficiency virus infection with secondary clinical infectious disease  

X001h Human immunodeficiency virus myelitis  

X709a Human immunodeficiency virus myopathy  

X70O6 Human immunodeficiency virus neuropathy 

XaMBF Human immunodeficiency virus proviral deoxyribonucleic acid polymerase chain reaction 

43C.. Human immunodeficiency virus test 

XaLot Human immunodeficiency virus test equivocal 

XaXU7 Human immunodeficiency virus test not appropriate 

XaO9K Human immunodeficiency virus viral load by log rank 

A7884 Human immunodeficiency virus with neurological disease  

A788y Human immunodeficiency virus with other clinical findings   

A7886 Human immunodeficiency virus with secondary cancers   

X20Q9 Human immunodeficiency virus-associated periodontitis  

X001B Human immunodefiency virus encephalitis   

X001C Human immunodefiency virus leukoencephalopathy  
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Appendix 7: Participant Information sheet and consent forms 

Appendix 7-A: Participant Information sheet 

Research into coding of information on Human Immunodeficiency Virus (HIV) in 

primary care records 

What this study is about 

In this study we will interview primary care clinicians to explore their perspectives on coding 

practice in relation to sensitive health conditions, particularly HIV, in primary care. 

Understanding what clinicians do in practice, and their reasons for doing this, will assist us to 

develop tools to identify patients with HIV in primary care records where the coding is not 

systematically searchable as clinicians were using free text or alternative clinical codes. The 

next step will be to investigate risk factors and patient characteristics that are associated with 

a diagnosis of HIV. This will allow us to develop a prediction score to identify patients who 

might have HIV infection from information recorded in their primary care records and help 

primary care clinicians to decide which patients should be offered HIV testing.  

Why you have been asked to take part 

We are inviting you to take part in this study because you expressed an interest in being 

interviewed on coding practice in relation to sensitive health conditions, particularly HIV, in 

primary care records.  

You are under no obligation to take part in this interview and should you decide to withdraw, 

you may do so at any time during the interview and data can be withdrawn up to two weeks 

after the interview.  

What the study involves 

You will be interviewed about what you do and your perspective on what other clinicians may 

do when coding information on HIV diagnosis in primary care records. The interview will take 
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about 20 minutes and will be recorded and transcribed. Afterwards the student conducting the 

study will review the transcripts and draw some conclusions about coding practice in relation 

to HIV diagnosis in primary care. 

Confidentiality 

The recordings will be identified only by a number. The transcriptions will have any names or 

potential identifiers removed. The transcriptions will therefore be anonymous. No individual 

will be identified in any report. The recordings and data collected in the interviews will be stored 

at the University of Birmingham and it will only be used for research and audit purposes. The 

data will be destroyed after 10 years, in accordance with the University of Birmingham 

guidelines. 

Will I receive compensation for my participation? 

Interviewees will be paid for their time using the standard rate for service support costs (£80 

per hour paid to your practice). 

How will the findings of the study be used? 

Findings from this research will be published in an academic journal and presented at 

conferences. If requested, you can be sent a summary of the findings.  

Contact details 

For any queries about this study please contact: 

Benhildah Rumbwere Dube  

Email:  

Phone:  

Prof Tom Marshall 

Email:  

Phone:  
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Appendix 7-B: Interview Consent Form 

This information is collected as part of a research project by the Institute of Applied 

Health Research at the University of Birmingham. The research aims to explore GPs’ 

perspectives on coding practice in relation to sensitive health conditions, particularly 

HIV, in primary care. The aim is to develop prediction rules to help General 

Practitioners identify patients who should be offered HIV testing. For this we need to 

find out how General Practitioners might record information about a diagnosis of HIV 

infection in medical records. We therefore would like interview you about how General 

Practitioners might record information about a diagnosis of HIV infection in medical 

records. 

The interview will be recorded and transcribed. No information allowing the participant 

to be identified such as name, address or date of birth will be included in the 

transcriptions. The recordings and data collected in the interviews will be stored in the 

University of Birmingham computer network:  access will be restricted to the study 

investigators and they will only be used for research and audit purposes. The 

anonymised transcriptions will be stored on an encrypted laptop. The data will be 

destroyed after 10 years, in accordance with the University of Birmingham guidelines. 

• I confirm that I have read and understood the participant information sheet for 

this study. I have had the opportunity to ask questions if necessary and have 

had these answered satisfactorily. 

 

• I understand that my participation is voluntary and that I am free to withdraw at 

any stage of the interview or data can be withdrawn up to two weeks after the 

interview by contacting the researcher without giving any reason.  

 

• I understand that this interview will be recorded.  
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• I understand that information used in publications and reports will be 

anonymised.  

 

• I understand that my personal data will be processed for the purposes detailed 

above, in accordance with the Data Protection Act 1998.  

 

Based upon the above, I agree to take part in this study. 

 

Name of participant 

 

 Date  Signature  

     

Name of researcher  Date  Signature 
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Appendix 8: Read Code list for confirmed and” probable” HIV 

Confirmed HIV 

 

 

 

 

 

 

 

 

 



252 

 

“Probable HIV” 

Immunodeficiency 

 

 

Viral load 

 

 

Immunity problems 
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Appendix 10: Consistency of prevalence of predictor variables over time 

A. Proportion of GP registered patients with sexuality recorded by year of registration 

 

B. Number of GP registered patients with alcohol misuse by earliest year of first recording 

 

C. Number of GP registered patients with drug misuse by earliest year of first recording 

 

 

% 
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D. Number of GP registered patients with obesity by earliest year of first recording 

 

E. Number of GP registered patients with contact abroad recorded by year of registration 

 

F. Number of GP registered patients recorded by year of registration 

 

 

 

i) Multiple number of life partners 
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ii) Unsafe partner characteristics 
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Appendix 11: Predictor variables excluded from subsequent analysis 

 Category Predictor Frequency in 
population 

Prevalence  
of HIV 

Decision 

1.  Demographic Sexuality <0.2%   Exclude 

2.  Demographic Area of origin Missing>98%  Exclude 

3.  Demographic Region  Too varied Exclude 

4.  Demographic Urban/rural type <0.1% by 
categories 

 Exclude 

5.  Lifestyle Unsafe sex <0.2%  Exclude 

6.  Lifestyle Anal sex <0.2%  Exclude 

7.  Lifestyle Number of lifetime partners <0.2%  Exclude 

8.  Lifestyle Partner characteristics <0.2%  Exclude 

9.  Lifestyle Obesity <0.2%  Exclude 

10.  Clinical conditions and co-morbid Cryptococcal meningitis  HIV +ve = 0 Exclude 

11.  Clinical conditions and co-morbid Transverse myelitis  HIV +ve = 0 Exclude 

12.  Clinical conditions and co-morbid Any unexplained retinopathy  HIV +ve = 0 Exclude 

13.  Clinical conditions and co-morbid Space-occupying lesion of unknown cause  HIV +ve = 0 Exclude 

14.  Clinical conditions and co-morbid Vaginal intraepithelial neoplasia  HIV +ve = 0 Exclude 

15.  Clinical conditions and co-morbid Mononucleosis-like syndrome  HIV +ve = 0 Exclude 

16.  Clinical conditions and co-morbid Lymphogranuloma venereum  HIV +ve = 0 Exclude 

17.  Clinical conditions and co-morbid Lymphoepithelial parotid cysts  HIV +ve = 0 Exclude 

18.  Clinical conditions and co-morbid Minor trauma  HIV +ve = 0 Exclude 

19.  Clinical conditions and co-morbid Aspergillosis Exclude <0.2%  Exclude 

20.  Clinical conditions and co-morbid Dementia Exclude <0.2%  Exclude 

21.  Clinical conditions and co-morbid Guillain–Barré syndrome Exclude <0.2%  Exclude 

22.  Clinical conditions and co-morbid Cytomegalovirus retinitis Exclude <0.2%  Exclude 

23.  Clinical conditions and co-morbid 1. Cryptosporidiosis Exclude <0.2%  Exclude 

24.  Clinical conditions and co-morbid Oral hairy leukoplakia Exclude <0.2%  Exclude 

25.  Clinical conditions and co-morbid Castleman’s disease Exclude <0.2%  Exclude 

26.  Clinical conditions and co-morbid Head and neck cancer Exclude <0.2%  Exclude 

27.  Clinical conditions and co-morbid Hodgkin lymphoma Exclude <0.2%  Exclude 

28.  Clinical conditions and co-morbid Seminoma Exclude <0.2%  Exclude 

29.  Clinical conditions and co-morbid 
Hepatitis B 

Combine 
hepatitis 

 
Exclude 

30.  Clinical conditions and co-morbid 
Hepatitis C 

Combine 
hepatitis 

 
Exclude 

31.  Clinical conditions and co-morbid Cervical dysplasia Combine cervical   Exclude 

32.  Clinical conditions and co-morbid Cervical cancer  Combine cervical   Exclude 

33.  Clinical conditions and co-morbid Cervical intraepithelial neoplasia Combine cervical   Exclude 

34.  Clinical conditions and co-morbid Chlamydia Combine STIs  Exclude 

35.  Clinical conditions and co-morbid Gonorrhoea Combine STIs  Exclude 

36.  Clinical conditions and co-morbid Genital herpes Combine STIs  Exclude 

37.  Clinical conditions and co-morbid Other STIs (excludes above) Combine STIs  Exclude 

38.  Clinical conditions and co-morbid Previous STI Combine STIs  Exclude 
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Appendix 12: Kaplan-Meier curves for abdominal pain, cough, diarrhoea, 

nausea/vomiting, pyrexia of unknown origin, rash and weight loss. 
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Appendix 13: Multivariable analysis of relationship between predictors and 

confirmed HIV, excluding outlier practices. 

  Predictor Hazard Ratio [95% Confidence Interval] p-value 

Socio-Demographic and 
geographic 

Gender       

Male 1 (reference)     

Female 0.7 (0.66, 0.74) <0.001 

Age group       

18-24 1 (reference)     

25-34 1.62 (1.48, 1.77) <0.001 

35-49 1.46 (1.33, 1.59) <0.001 

50-59 0.85 (0.75, 0.96) 0.01 

60+ 0.33 (0.28, 0.38) <0.001 

Ethnicity       

White/Asian/missing 1 (reference)    

Black 11.39 (10.46, 12.4) <0.001 

Mixed and other 2.76 (2.31, 3.28) <0.001 

Deprivation       

1 1 (reference)     

3 1.24 (1.13, 1.36) <0.001 

4 1.49 (1.36, 1.63) <0.001 

5 2 (1.83, 2.19) <0.001 

Not stated 1.64 (1.46, 1.83) <0.001 

Urban/rural       

Rural 1 (reference)     

Urban 1.69 (1.48, 1.93) <0.001 

Missing 1.74 (1.5, 2.02) <0.001 

Lifestyle Drug misuse 2.91 (2.58, 3.27) <0.001 

Clinical and comorbid 
conditions 

Kaposi’s sarcoma  141.13 (72.75, 273.78) <0.001 

Pneumocystis carinii 73.23 (10.16, 527.66) <0.001 

Progressive multifocal leukoencephalopathy  65.95 (16.47, 264.16) <0.001 

Syphilis 11.68 (7.3, 18.69) <0.001 

Non-Hodgkin’s lymphoma 9.53 (7.17, 12.67) <0.001 

Cerebral toxoplasmosis abscess 7.6 (2.84, 20.31) <0.001 

Anal cancer or anal intraepithelial dysplasia 6.47 (2.08, 20.07) 0.01 

Hepatitis 4.55 (3.8, 5.45) <0.001 

Chronic liver disease 3.9 (3.39, 4.49) <0.001 

Aseptic meningitis/encephalitis 3.78 (1.57, 9.1) <0.001 

Oral candidiasis 2.42 (1.86, 3.13) <0.001 

Tuberculosis  2.36 (1.18, 4.73) 0.02 

Blood dyscrasia 2.04 (1.57, 2.66) <0.001 

STI (excludes syphilis) or previous STI 1.78 (1.58, 2.02) <0.001 

Herpes zoster 1.63 (1.13, 2.33) 0.01 

Lymphadenopathy 1.55 (1.3, 1.85) <0.001 

Pneumonia 1.5 (1.09, 2.06) 0.01 

Depression 1.44 (1.35, 1.54) <0.001 

Rash 0.92 (0.85, 1) 0.04 

Hypertension 0.91 (0.83, 1.01) 0.06 

Weightloss  0.82 (0.74, 0.91) <0.001 

Stressful events 0.82 (0.73, 0.93) 0.001 

Nausea/vomiting 0.78 (0.69, 0.89) <0.001 

Peripheral neuropathy 0.54 (0.28, 1.04) 0.07 

Abdominal pain 0.53 (0.47, 0.6) <0.001 

Cough 0.52 (0.48, 0.56) <0.001 

Lung cancer 0.32 (0.1, 1.01) 0.05 

Neurologic disability 0.28 (0.09, 0.87) 0.03 

Hyperlipidemia 0.25 (0.17, 0.39) <0.001 
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Appendix 14: Time between presentation of predictor to GP and confirmed HIV 

diagnosis 

Predictor 
Time prior to HIV 
diagnosis (years) 

Pneumocystis carinii 0.06 

Progressive multifocal leukoencephalopathy  0.08 

Cerebral toxoplasmosis abscess 0.23 

Anal cancer or anal intraepithelial dysplasia 0.44 

Aseptic meningitis/encephalitis 0.62 

Blood dyscrasia 0.95 

Kaposi’s sarcoma  1.08 

Oral candidiasis 1.32 

Syphilis 1.46 

Tuberculosis  1.61 

Herpes zoster 1.68 

Non-Hodgkin’s lymphoma 2.26 

Lymphadenopathy 2.47 

Chronic liver disease 4.33 

Depression 7.42 

Drug misuse 9.47 

 
Survival analysis between the time when predictors occur and recording of confirmed HIV 

shows that most predictors were recorded in THIN database within a year before HIV status 

was recorded.  
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Duration (in years) between recording of predictor and HIV in THIN database: 2000 to 
2017.  

 

*Small numbers for HIV cases 
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Appendix 16: Screening criteria 

Appendix 16-A: Screening stage 1 criteria 

Screen using the title/abstracts and find out if studies fit the eligibility criteria 

Eligibility criteria 

1. The population of the study is healthcare providers in primary care/ General Practice (GP) 

 2. The phenomenon of interest for the study should be:  

point-of-care alert or clinical prompt or clinician alert or pop-up alert or electronic decision-

support tools  

3. The setting should be:  

• UK 

• Europe (European Union and European Free Trade Association nations)  

• North America (USA and Canada) 

• Australia  

• New Zealand 

4. Published: 2000 onwards 

5. Studies: Qualitative studies, mixed method, systematic review of qualitative research, 

surveys with analysis of free text. 

Exclusion criteria 

1. Non-human studies. 

2. Setting is developing countries only  

3. Quantitative studies (trials, cohort, case control and sample surveys) only. 
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Appendix 16-B: Screening stage 2 criteria 

Screen using the whole article and find out if studies fit the eligibility criteria 

Eligibility criteria 

1. The population of the study is healthcare providers in primary care/ General Practice (GP) 

 2. The phenomenon of interest for the study should be:  

point-of-care alert or clinical prompt or clinician alert or pop-up alert or electronic decision-

support tools (as alert) 

3. The setting should be:  

• UK 

• Europe (European Union and European Free Trade Association nations)  

• North America (USA and Canada) 

• Australia  

• New Zealand 

4. Published: 2000 onwards 

5. Studies: Qualitative studies, mixed method, systematic review of qualitative research, 

surveys with analysis of free text. 

Exclusion criteria 

1. Non-human studies. 

2. Alerts or tools that aid in selection of medication. 

3. Setting is developing countries only.  

4. Quantitative studies (trials, cohort, case control and sample surveys) only. 
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Appendix 17: Quality Assessment on barriers and facilitators of use of pop-up 

alerts. 

(Adopted from CASP Checklist: 10 questions to help you make sense of a Qualitative 

research) 

  Paper for appraisal and 
reference: 

    

Section 
A: Are 
the 
results 
valid?  
  
  
  
  
  
  
  
  
  
  
  
  
  

1. Was there a clear 
statement of the aims of 
the research?  

HINT: Consider  
• what was the goal of the research  
• why it was thought important  
• its relevance  

Yes/Can’t 
Tell/No  

Comments: 

 2. Is a qualitative 
methodology appropriate?  

HINT: Consider  
• If the research seeks to interpret or illuminate the 
actions and/or subjective experiences of research 
participants  
• Is qualitative research the right methodology for 
addressing the research goal 

Yes/Can’t 
Tell/No  

Comments: 

Is it worth 
continuing? 

 3. Was the research 
design appropriate to 
address the aims of the 
research?  

HINT: Consider • if the researcher has justified the 
research design (e.g. have they discussed how they 
decided which method to use)  

Yes/Can’t 
Tell/No  

Comments: 

 4. Was the recruitment 
strategy appropriate to the 
aims of the research? 

HINT: Consider  
• If the researcher has explained how the participants 
were selected  
• If they explained why the participants they selected 
were the most appropriate to provide access to the type 
of knowledge sought by the study  
• If there are any discussions around recruitment (e.g. 
why some people chose not to take part)  

Yes/Can’t 
Tell/No  

  Comments: 

5. Was the data collected 
in a way that addressed 
the research issue?  

 HINT: Consider  
• If the setting for the data collection was justified  
• If it is clear how data were collected (e.g. focus group, 
semi-structured interview etc.)  
• If the researcher has justified the methods chosen  
• If the researcher has made the methods explicit (e.g. 
for interview method, is there an indication of how 
interviews are conducted, or did they use a topic guide)  
• If methods were modified during the study. If so, has 
the researcher explained how and why  
• If the form of data is clear (e.g. tape recordings, video 
material, notes etc.)  
• If the researcher has discussed saturation of data 

Yes/Can’t 
Tell/No  

Comments: 

      

6. Has the relationship 
between researcher and 
participants been 
adequately considered?  

HINT: Consider  
• If the researcher critically examined their own role, 
potential bias and influence during (a) formulation of 
the research questions (b) data collection, including 
sample recruitment and choice of location  

Yes/Can’t 
Tell/No  

Comments: 
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• How the researcher responded to events during the 
study and whether they considered the implications of 
any changes in the research design  

Section 
B: 
What 
are the 
results?  
  
  
  
  
  

7. Have ethical issues 
been taken into 
consideration?  

HINT: Consider  
• If there are sufficient details of how the research was 
explained to participants for the reader to assess 
whether ethical standards were maintained  
• If the researcher has discussed issues raised by the 
study (e.g. issues around informed consent or 
confidentiality or how they have handled the effects of 
the study on the participants during and after the study)  
• If approval has been sought from the ethics committee 

Yes/Can’t 
Tell/No  

Comments: 

8. Was the data analysis 
sufficiently rigorous?  

HINT: Consider  
• If there is an in-depth description of the analysis 
process  
• If thematic analysis is used. If so, is it clear how the 
categories/themes were derived from the data  
• Whether the researcher explains how the data 
presented were selected from the original sample to 
demonstrate the analysis process  
• If sufficient data are presented to support the findings  
• To what extent contradictory data are taken into 
account  
• Whether the researcher critically examined their own 
role, potential bias and influence during analysis and 
selection of data for presentation 

Yes/Can’t 
Tell/No  

Comments: 

9. Is there a clear 
statement of findings?  
  

HINT: Consider whether  
• If the findings are explicit  
• If there is adequate discussion of the evidence both for 
and against the researcher’s arguments  
• If the researcher has discussed the credibility of their 
findings (e.g. triangulation, respondent validation, more 
than one analyst)  
• If the findings are discussed in relation to the original 
research question 

Yes/Can’t 
Tell/No  

Comments: 

Section 
C: Will 
the 
results 
help 
locally?  

10. How valuable is the 
research?  

HINT: Consider  
• If the researcher discusses the contribution the study 
makes to existing knowledge or understanding (e.g. do 
they consider the findings in relation to current practice 
or policy, or relevant research based literature  
• If they identify new areas where research is necessary  
• If the researchers have discussed whether or how the 
findings can be transferred to other populations or 
considered other ways the research may be used  

Comments: 

 

  




