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Abstract

Climate change drives the energy supply transition from traditional fossil fuel-based power

generation to renewable energy resources. This transition has been widely recognised as one

of the most significant developing pathways promoting the decarbonisation process toward a

zero-carbon and sustainable society. Rapidly developing renewables gradually dominate energy

systems and promote the current energy supply system towards decentralisation and digitisa-

tion. The manifestation of decentralisation is at massive dispatchable energy resources, while

the digitisation features strong cohesion and coherence between electrical power technologies

and information and communication technologies (ICT). Massive dispatchable physical de-

vices and cyber components are interdependent and coupled tightly as a cyber-physical energy

supply system, while this cyber-physical energy supply system currently faces an increase of

extreme weather (e.g., earthquake, flooding) and cyber-contingencies (e.g., cyberattacks) in

the frequency, intensity, and duration. Hence, one major challenge is to find an appropriate

cyber-physical solution to accommodate increasing renewables while enhancing power supply

resilience.

The main focus of this thesis is to blend centralised and decentralised frameworks to propose

a collaboratively centralised-and-decentralised resilient control framework for energy systems

i.e., networked microgrids (MGs) that can operate optimally in the normal condition while

can mitigate simultaneous cyber-physical contingencies in the extreme condition. To achieve

this, we investigate the concept of “cyber-physical resilience” including four phases, namely

prevention/upgrade, resistance, adaption/mitigation, and recovery. Throughout these stages,

we tackle different cyber-physical challenges under the concept of microgrid ranging from a

centralised-to-decentralised transitional control framework coping with cyber-physical out of

service, a cyber-resilient distributed control methodology for networked MGs, a UAV assisted

post-contingency cyber-physical service restoration, to a fast-convergent distributed dynamic

state estimation algorithm for a class of interconnected systems.
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Chapter 1

Introduction

1.1 Background and Motivation

1.1.1 Background

Climate change, a worldwide scientific consensus [8], drives the energy supply transition from

traditional fossil fuel based power generation to renewable energy resources. This transition

has been widely recognised as one of the most significant developing pathways to zero-carbon

societies [9]. Rapidly developing renewable energy resources, penetrating into either transmis-

sion or distribution level, promotes the current energy supply system towards decentralisation

and digitisation [10]. The manifestation of decentralisation is at massive dispatchable energy

resources, both source-side distributed generator (DG) and load-side consumer participation,

while the digitisation expresses itself by strong cohesion and coherence between electrical power

technologies and information and communication technologies (ICT). Hence, massive dispatch-

able physical devices and cyber components enabling intelligent control are interdependent and

coupled tightly as a cyber-physical energy supply system. The cyber components are pow-

ered by physical devices but provide intelligent logic to guarantee the whole energy system

operations.

On the other hand, climate change has led to occurrence of severe weather events, which
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Figure 1.1: Numbers and costs of extreme events in UK and USA

are considered main causes of power grid infrastructure and communication facility damages,

resulting in huge economic losses. In fact, severe weather caused approximately 80% of the

large-scale power outage [11], and climate change has a trend of an increase in the frequency,

intensity and duration of severe weather events [12]. As shown in Figure 1.1, both UK and

USA witnessed a significantly increasing extreme weather events that causes severe damages.

Due to the growing integration of cyber and physical layers of energy systems, the events

that simultaneously affect both physical devices and cyber components lead to more significant
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damages on the energy supply and prolonged restoration duration. For instance, an ice storm in

2008 damaged over 36 thousand power transmission lines and 20 thousand mobile base stations

in China [13], causing blackout for 200 million people, and direct cost was estimated to be more

than 2.2 billion dollars.

Increasing extreme weather events poses huge threats to power supply infrastructures, both

physical devices and cyber components, thereby leading to undesired power interruptions or

blackouts [14]. Hence, the concept of resilience under extreme events has been gradually recog-

nised as a key requirement for future energy systems [15–17]. According to NREL, a resilient

power grid withstands, responds to, and recovers rapidly from major power disruptions as its

designers, planners, and operators anticipate, prepare for, and adapt to changing grid con-

ditions [18], while CIGRE defines power system resilience as the ability to limit the extent,

severity, and duration of system degradation following an extreme event [19]. Considering the

carbon neutrality target and the cyber-physical coupling, the concept of “cyber-physical zero-

carbon resilience” should be analysed and emphasised in the future energy system. In this

context, Section 1.1.2 will introduce the climate effects on both cyber and physical layers and

Section 1.1.3 will analyse the resilience challenges.

1.1.2 Climate Effect

To provide a comprehensive and clear summary of the adverse effects on the future cyber-

physical energy system, we have collected data from [20–22] and expressed them in terms of

affected consumers by a time-sequential graphical format as Figure 1.2, which emphasises the

power outage effects, and there is a clear increasing trend in the last decade for more frequent

and severe (circle number and area) extreme weather events and the resulting widespread power

outages.
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Figure 1.2: Worldwide examples of extreme events that affected energy systems (M: million)
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Table 1.1: Cyber Climate Effects of Extreme Weather Events

Event Cyber Effects/Communication Damage

Hurricane Katrina (Aug 2005) [23]
Many of the problems that arose developed from inadequate planning and
back-up communication systems at various levels.

Hurricane Rita (Sep 2005) [24]
Damage to the entire region’s electrical and communications infrastructure
was severe, and authorities warned returning residents that restoration of
services to some areas would take weeks to months.

China Ice Storm (Jan 2008) [13] Destroyed 35000 telephone poles and 20000 mobile phone base stations

Great East Japan Earthquake (Mar 2011) [25]
Many types of communications equipment are affected by the power failures
and destruction of communication lines; first 4-day period after the disaster,
service to many of the base stations and landlines was cut.

Hurricane Sandy (Oct 2012) [26]

Wired communication: flooding damaged power back-up equipment includ-
ing onsite diesel generators and fuel pumps in their basements or first floor;
most wireless base stations, placed on buildings roofs had no permanent
gensets but standard power sockets at the ground to access portable gener-
ator.

Louisiana Flooding (Aug 2016) [27] A cellular network outage complicated rescues over the affected area.

Central Severe Weather - Derecho (Aug 2020) [28]
Wind gusts of 100 to 110 mph were also estimated over a small area near
Princeton, Illinois, where a 150-foot communications tower collapsed and
numerous power poles were snapped.

Hurricane Elsa (Jul 2021) [29]
20 of the 98 Flow telecommunication sites in Barbados were damaged and
were offline.
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Without doubt, the energy transition benefits from all cyber systems [30], however, undesired

damage or vulnerability could also be brought. The cyber-physical energy system so highly

depends on the cyber systems that a damaged or corrupted cyber system could cause severe

consequences or even a widespread blackout. Firstly, more frequent natural disasters could

cause direct damage to ICT infrastructure. In addition, the complexity and growth of cyber

systems could induce hardware/software failures that affect the normal operation. Moreover,

expanding cyber-attack surfaces are exposed to the cyber world. Either damage, failure or

cyberattacks will add challenges especially in extreme conditions such as restoration. Several

extreme weather events are selected, and their effects on the cyber system or the communication

infrastructure are reported in Table 1.1. It can be concluded that either wired communication

lines or wireless cellular network is vulnerable during the extreme weather. For example, China

Ice Storm in 2008 destroyed communication infrastructure (35000 telephone poles and 20000

mobile phone base stations) as well as power grid facilities (36740 high-voltage transmission

lines, 8381 towers and 2018 transformer stations). Collapsed communication systems were a

factor in the initial sluggish governmental response, leading to ineffective controls in many in-

dustries such as ineffective traffic controls on highways, crowd management in railway stations,

much less the large-scale outage restoration. Although the adverse effects on communication

systems have been reported, the corresponding cascading influence on the energy system opera-

tion has not been discussed widely. As the localised distributed energy resource integration and

wireless communication base station installation [14], the interdependent effects will become

closer and require further investigations.

Cyber-physical coupling caused by energy decentralisation and digitisation leads to symbiotic

influences between physical energy systems and cyber communication systems. The cyber-

physical interaction makes it difficult to actively respond to the extreme weather because the

damaged communication infrastructure and system cannot provide sufficient information flow

supporting the energy supply maintaining and recovery. Even if the communication infras-

tructure is intact and has full functionality, the power shortage under such event may lead to

limited or even no communication services, which may, in turn, exaggerate the power shortage.

To conclude, the main effects towards the energy system operation are three parts:
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• The system operators may face the corrupted cyber condition without data communica-

tion (of SCADA/EMS) or substation automation services during restoration.

• New systems such as photovoltaics (PVs) or electric vehicles (EVs) that have developed

or been developing may fall into corrupted cyber systems, and the cascading consequences

on critical deviations on energy systems may be existing.

• The unknown cyber-physical behaviour of new connected systems may increase difficulty

in restoration.

Hence, the resilience of energy system can not be achieved in physical network only, and the

cyber-physical cooperative response and recovery strategy is required to enhance the cyber-

physical zero-carbon resilience.

1.1.3 Challenges on Cyber-Physical Resilience

The energy system operators and ICT engineers have been making efforts to prepare for physi-

cal damage and ICT issues respectively. However, a fundamental challenge still remains for the

cyber-physical energy system being sufficiently prepared for the extreme event that simultane-

ously affect the cyber and physical layers. In this context, the response to extreme events can

be partitioned in terms of time periods: pre-event period, during the event, post-event period

and after-event period, as shown in Figure 1.3. In this figure, the cyber-physical resilience level

is divided into three statuses, i.e., safe and optimal, safe and non-optimal, as well as unsafe.

The “safe and optimal” is the system operating in the normal condition securely and econom-

ically with both critical and non-critical loads, the “safe and non-optimal” means the power

system operating in a suboptimal condition but maintaining critical energy supply, while the

“unsafe” denotes the status where the power system cannot guarantee fundamental critically

power supply. Hence, the aims of cyber-physical resilience enhancement are summarised in

different phases:

• Preventative Phase (Post-/Pre-Event Period)
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Figure 1.3: Resilience enhancement in terms of different periods

– Defensive preparation: optimise the cyber-physical operation to improve the cyber-

physical redundancy, especially considering new connected systems such as PVs or

EVs

– Active preparation: develop cyber-resilient back-up systems involving policymakers

and regulators, especially regarding the necessary regulation for connected cyber-

physical systems in order to avoid a collapse of the electrical system

• Resistive Phase (During-Event Period)

– Fast cyber-physical detection: detect the occurrence of extreme events that damage

the cyber components and physical devices by appropriate situational awareness

– Fast cyber-physical isolation and localisation: cut down damaged parts to reduce

the fault propagation and to ensure localised cyber-physical functionality

• Adaptive/Mitigation Phase (During-Event Period)

– Regional critical power supply: utilise the pre-scheduled information and cyber-

resilient back-up system to guide the cyber-physical response to maintain critical

energy supply

– Multi-regional service coverage: evaluate the limited cyber-physical service capabil-

ity to enlarge the service range and to prolong the service duration
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• Recovery Phase (During-/Post-Event Period)

– Automatic restoration: well-organised restoration leveraging energy system digitisa-

tion tools and avoiding counter-acting of adverse cyber-physical effects

– Manual restoration: efficient crew repair considering cyber-physical couplings

• Upgrade Phase (Post-/Pre-Event Period)

– Model updating: update extreme event libraries considering behaviours and inter-

actions between the increasing number of digital systems, and assess the possible

risks

– System expansion: evaluate the system redundancy margin to inform cyber-physical

extension and renovation of stakeholders

The cyber-physical whole-system resilience enhancement should be implemented iteratively over

time. In addition, such complex cyber-physical system requires common training of operators

and specialists to adequately analyse, contain and restore the system after a power outage.

The above four-phase1 aims should be achieved by a series of appropriate methodologies that

combines model-based and data-driven methods. How to reach these aims in detail through

cyber-physical cooperation poses huge challenges to energy system operators and ICT engineers.

Some key challenges can be summarised as

• Time-validity model synchronisation: how to utilise the information system to real-time

update the cyber-physical energy system model in a high granularity?

• Fusion of model-based methods and data-driven algorithms: how does data-driven algo-

rithms help cope with adverse cyber-physical effects?

• Cyber-physical validation platform: how to set up a comprehensive validation platform,

by which the cyber-physical effects can be evaluated?

• Cyber-physical-social perspective: how does the human-in-the-loop (e.g., operator be-

haviours) affect the energy system operation?

1The preventative and upgrade phase is one phase of the post-/pre-event period.
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The above analysis gives a grand overview of energy resilience from a cyber-physical perspec-

tive under the background of decarbonisation. However, this topic includes a wide array of

research gaps needed to be bridged towards future resilient zero-carbon society. Therefore, this

thesis only targets at a systematic solution of resilience-oriented communication and control

framework using a concept of “microgrid (MG)” from a cyber-physical perspective because the

distribution grids evolving into a combination of interconnected or networked MGs is gaining

attention as a way to create a more flexible and resilient energy system [14, 31, 32]. Detailed

problems that this thesis will focus on are outlined in Section 1.2 in terms of different phases

as shown in Figure 1.3.

1.2 Problem Statement and Research Scope

This thesis analyses the limitations and issues of system operation, stability and resilience in

high renewable penetrated networked MGs and proposes potential solutions from the perspec-

tive of grid resilience considering the inverter-based distributed energy resource (DER) control.

In other words, the grid resilience is enhanced through an intelligent utilization of controllable

grid-forming inverters without traditional diesel or synchronous generators considering a trend

of future power electronics dominated power system.

The goal is to enhance grid resilience while maintaining system stability and cybersecurity

when facing contingencies (e.g., natural disasters), system cyber-physical intrinsic disturbance

(e.g., measurement noise and communication failure), and malicious cyberattacks (e.g., denial

of service (DoS) attack) through a unified resilience-oriented control framework coordinating

dispatchable DERs and cyber-layer communication devices. To achieve such a challenging

objective for resilience, the secondary control of grid-forming inverter is considered based on

the primary control while disregarding the tertiary control because of different characteristics

and functions of such three control levels of grid-form inverters. To be more specific, these

control levels differ in their (1) speed of response and the time frame in which they operate,

and (2) infrastructure requirements (e.g., communication requirements) [33].
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The foundation of this hierarchy, called primary control, must rapidly balance generation and

demand, while sharing the load, synchronizing the AC voltage frequencies, and stabilizing

their magnitudes. This is accomplished via decentralized droop control, where generators are

controlled such that their power injections are proportional to their voltage frequencies and

magnitudes. Droop controllers induce steady-state errors in frequency and voltage magnitudes,

which are corrected in a secondary control layer. The operating point stabilized by primary and

secondary control is scheduled in a tertiary control layer, to establish fair load sharing among

the sources, or to dispatch the generation to minimize operational costs [34]. Owing to two

reasons, i.e., the primary control only guaranteeing local stability and the tertiary economic

dispatch may being impossible because of the major disruption, this thesis utilizes limited

communication and energy resources to maintain critical power supply from a system-level

perspective.

Based on above analyses, a wide array of research problems are identified below:

• The resilience against both damaged physical-layer power system infrastructures and

nonfunctional cyber-layer information system devices in extreme contingencies after nat-

ural disasters, e.g., earthquake or flooding, is rarely studied. The interdependency of

cyber-physical response could lead to inefficient mitigation and low resilience if we cannot

cooperatively mitigate the adverse cyber-physical effects (ACPEs) in MGs. It is required

to identify an appropriate information structure and communication system to enable the

resilient control design of MGs, and further to form a resilient framework to efficiently

and cooperatively cope with physical contingencies (e.g., earthquake, flooding, hurricane)

and cyber contingencies (e.g., out-of-service information system). Considering existing

centralised structure based on SCADA system, a blended centralised-and-decentralised

framework is needed to make the best use of advanced communication and control struc-

tures. More specifically, it is necessary to design an efficient and cost-effective scheme

from centralised framework to decentralised framework utilising collaborative transition

of power electronic devices and flexible wireless communication technologies in response

to cyber-physical contingencies.
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• The resilience against co-existence of disturbances caused by different sources such as

parameter perturbation and measurement noise in distributed controlled MG has not

been fully mitigated. The existing methods tend to consider the multiple disturbances

separately, while a systematic and unified disturbance modelling framework has yet to be

developed. Moreover, with the uncertainty, plug-and-play operations in the multi-DG net-

work may lead to frequent and significant fluctuations, which imposes a vast challenge on

the fast restoration of the MG voltage. Under this circumstance, the convergence rate in

the distributed control of MG has received increasing attention. The convergence of exist-

ing finite-time control protocol relies on its initial states, and the plug-and-play operation

may cause unknown or diverse system initial states. For the MG system that emphasises

on the plug-and-play capability, a novel control strategy for resilience enhancement is

required to alleviate such impact by improving the convergence performance.

• The resilience against random packet loss existing in communication links of distributed

controlled MGs has not been well investigated. Although existing distributed model pre-

dictive control (DMPC) can utilise prediction horizon to eliminate the effects of random

packet loss, it will impose huge computation and communication burdens on the cyber

solution. Hence, it is necessary to achieve a better trade-off between the control per-

formance and communication and computation burden by appropriate event-triggered

mechanism. At the same time, an efficient and non-continuous system state information

acquisition and filtering, corresponding to an event-triggered mechanism, is also required

to enhance the operational resilience against co-existence of multiple disturbances.

• The resilience against malicious data availability attacks among hierarchical communica-

tion links in MGs have not been systematically and theoretically mitigated. A hierarchical

control framework adopted by networked MGs relies on more complex information net-

work. On this occasion, besides the communication links among DGs and MGs, each DG

involves information flows of (remote, e.g., telemetered) sensing and control actuation.

Hence, cyberattacks could simultaneously occur on communication links for communi-

cation, measurement and actuation channels for intra-MG aggregation and distribution

respectively. In particular, the adversary can erase the data sent to actuators or to
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block the sensor measurement. Existing mitigation is more focusing on the random com-

munication failure and/or malicious DoS attack in the communication channels. The

control performance can not been maintained if the data flow is blocked via multiple

channels. This motivates a systematically preventative mitigation of DoS attacks for

all data transmission channels of the information system and a resilience enhancement

against multi-layer DoS for networked MGs within a hierarchical control framework.

• The digitisation tools in power systems provide more flexibility options in both cyber and

physical aspects. The question is that how can we utilise the novel mobile (flexible) cyber-

physical solutions to enhance grid resilience. Normally the post-contingency recovery

mainly relies on crew repair, which may lead to long-term system operation under poor

emergency communication. Thus, it is essential to investigate the potential functionality

of mobile communication modules (e.g., UAV/drone) and mobile energy resources (MERs)

for fast, automatic and efficient resilience enhancing capability in the post-contingency

period.

• A comprehensive resilience enhancement relies on a well-designed dynamic state esti-

mation for fault and malicious attack detection and isolation. The existing centralised

dynamic state estimation and observer design cannot be directly applied to distributed

controlled MGs due to lack of a centralised coordinator. A theoretical analysis of dis-

tributed fast-convergent state awareness algorithm for a large-scale system has not been

investigated. Such a dynamic state awareness should be appropriate for the communica-

tion topology of connectivity in distributed control methods, while the time delay caused

by distributed communication structure also needs to be considered.

1.3 Original Contributions

To tackle the challenges identified above, the contributions of this thesis are summarised as

follows in terms of phases shown in Figure 1.4:
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Figure 1.4: Structure of this thesis: original contribution and thesis outline.

• From the preventative phase to the resistive phase, a resilience-oriented centralised-to-

decentralised framework is, for the first time, proposed in response to ACPEs, which

triggers the islanding operation in the physical layer and the transition of the control and

communication mode. The centralised-to-decentralised framework benefits from the ad-

vantages of centralised/decentralised frameworks. In such a centralised-to-decentralised

framework, the cyber-physical response, i.e., dynamic emergency MGs and dynamic

device-to-device (D2D) communication, is pre-scheduled in the centralised controller and

allocated to the local controller periodically. The pre-scheduled D2D communication ef-

fectively and quantitatively optimises non-negligible delays and guides control law design.

• During the adaptive phase, a distributed robust fast terminal sliding mode (FTSM) sec-

ondary voltage control method based on extended state Kalman-Bucy filter (ESKBF)

is proposed to achieve resilience against co-existence of multiple uncertainties including

parameter perturbation, measurement noise and immeasurably external variables. Specif-

ically, a linearised control-oriented model formulation significantly simplifies the observer

design under multiple sources of uncertainties, while an ESKBF-based resilient observer

with reasonable parameter selection process employs an extended state to denote the
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combination of multiple uncertainties. In addition, the proposed FTSM control improves

the convergence rate of MG voltage control, where the settling time of the distributed

controller can be reduced.

• During the adaptive phase, a distributed resilient voltage control against random packet

loss for an islanded MG is designed based on an event-triggered DMPC and an adaptive

non-asymptotic observer. Specifically, the prediction model of the DMPC compensates

the effect of communication failure/random packet loss to enhance the system resilience

by the update principle of the prediction sequence. In addition, two event triggering

conditions which can be easily embedded into the DMPC are designed respectively to

reduce computation and communication burdens in the cyber layer. Moreover, an adap-

tive non-asymptotic observer facilitates a cost-effective output-based control framework,

which, unlike the Luenberger-like observer can operate in an intermittent way due to its

deadbeat convergence property.

• During the adaptive phase, a novel resilient scheme addresses multi-layer DoS attacks

targeting the neighbouring communication, sensor measurement and control actuation

channels of networked MGs with hierarchically controlled DERs. In details, a unified

notion of Persistency-of-Data-Flow (PoDF) characterises multi-layer DoS attacks, and

the notion PoDF is of significance in evaluating the effects of multi-layer DoS attacks.

Moreover, with an edge-based control logic, the proposed self-triggered ternary controller

enables asynchronous data collection and processing for each MG from all its neighbours

as opposed to existing methods in that relies on synchronous communication. This re-

markable feature of asynchronous data collection and processing turns out to be of major

significance to ensure consensus properties in the presence of multi-layer DoS attacks.

Furthermore, the conservativeness of the edge-based self-triggered control designed from

a global perspective can be significantly reduced by utilising timestamps of successful

information exchange attempts in different information network links.

• During the recovery phase, a novel automatic post-contingency cyber-physical restoration

based on mobile UAVs and MERs is proposed for resilience enhancement fully utilizing
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grid digitisation tools (e.g., wireless communication). The mobile UAVs, functioning

as base station or relay node, are optimally positioned and deployed for an intercon-

nected communication network coping with possible plug-and-play operations of DERs

and MERs, thus enabling energy sharing throughout the whole grid instead of only inside

each MG. The UAV base station operates in an event-based manner for energy efficiency,

while the energy sharing is prioritized according to generation capacity even with poor

communication conditions.

• A novel fixed-time convergent distributed observer is designed based on a cross-agent

information sharing mechanism. The method provides an example of how distributed dy-

namic state estimation systems can benefit from fixed-time convergence properties. The

key to the fixed-time observer is the Volterra integral operators with specialised kernel

functions. In contrast to the majority of existing methods that require the full-dimensional

state estimates to be shared among neighbouring nodes, the proposed distributed observer

enables a reduction of the transmitted data over the communication links by invoking a

rank-condition, and the effect of delays in communication networks is compensated, while

the robustness of the proposed method against measurement noise and perturbations is

characterised. The proposed distributed observer, as a fault detection algorithm, can

provide real-time fault or damage locations D2D-based or UAV-based distributed com-

munication network, thus leading to an efficient situational awareness during the adaptive

phase or system manual repair process during the recovery phase.

1.4 Thesis Outline

This thesis is organised into six technical chapters corresponding to the contributions listed

above corresponding to Figure 1.4. Due to the wide range of topics covered in this thesis, most

of the relevant literature review is contained within each chapter.

• Chapter 2 focuses on the cyber solution based on wireless networks coordinating in-

creasing and massive DERs for a resilience enhancement purpose. The comparison of
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(dis)advantages between centralised and decentralised frameworks is fully investigated,

base on which a resilience-oriented centralised-to-decentralised framework is highlighted

combing both benefits of centralised and decentralised frameworks. In this framework,

a pre-scheduled resource allocation algorithm based on an iterative mixed-integer non-

linear programming (MINLP) and a delay-dependent distributed averaging proportional

integral discrete controller based on linear feedback control are discussed.

• Chapter 3 proposes a distributed secondary voltage control method based on extended

state Kalman-Bucy filter (ESKBF) and fast terminal sliding mode (FTSM) control for

the resilient operation of an islanded MG with inverter-based DGs. A unified modelling

framework is investigated to represent the set of different types of uncertainties by an

extended state method, while Kalman-Bucy filter is then applied to accurately estimate

the state information of the extended DG model. In addition, based on the accurate

estimation, a FTSM surface with terminal attractors is designed to maintain the sys-

tem stability and accelerate the convergence of consensus tracking, which significantly

improves the performance of secondary voltage control under both normal and plug-and-

play operation.

• Chapter 4 addresses the problem of distributed secondary voltage control of an islanded

MG from a cyber-physical perspective. By discussing two novel event triggering condi-

tions that can be easily embedded into the DMPC for the application of MG control, the

computation and communication burdens are significantly reduced with negligible com-

promise of control performance. In addition, to reduce the sensor cost and to eliminate the

negative effects of non-linearity, an adaptive non-asymptotic observer is investigated to

estimate the internal and output signals of each DG. Thanks to the deadbeat observation

property, the observer can be applied periodically to cooperate with the DMPC-based

voltage regulator.

• Chapter 5 addresses a consensus problem in terms of frequency synchronisation in net-

worked MGs subject to multi-layer DoS attacks, which could simultaneously affect com-

munication, measurement and control actuation channels. A unified notion of Persistency-
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of-Data-Flow (PoDF) is proposed to characterise the data unavailability in different infor-

mation network links, and further quantifies the multi-layer DoS effects on the hierarchical

system. With PoDF, the consensus of the proposed edge-based self-triggered distributed

control framework can be preserved with a sufficient condition of the DoS attacks. In

addition, to mitigate the conservativeness of offline design against the worst-case attack

across all agents, an online self-adaptive scheme of the control parameters is developed

to fully utilise the latest available information of all data transmission channels.

• Chapter 6 focuses on an automatic cyber-physical restoration for post-contingency is-

landed MGs to improve service of both cyber and physical sides. The mobile UAVs are

utilized to enlarge the communication coverage and inter-connectivity, based on which

the MERs are prioritized to share their energy capacity throughout the whole grid. The

UAV positioning algorithm is modelled through a mixed-integer linear programming op-

timization, while a two-level event-based DER control framework assisted by UAV-based

ad-hoc network is developed to maximize the power supply. A bottom-level control targets

at coordinate local dispatchable resources inside each MG, while an upper-level control

puts an emphasis on multi-MG communication-efficient and poor-communication-tolerant

cyber-physical operation.

• Chapter 7 focuses on the robust distributed state estimation for a class of continuous-time

linear time-invariant systems such as networked MGs achieved by a novel kernel-based

distributed observer, which ensures fixed-time convergence properties. The local observer

estimates and broadcasts the observable states among neighbours so that the full state

vector can be recovered at each node and the estimation error reaches zero after a pre-

defined fixed time in the absence of perturbation. This represents a new distributed esti-

mation framework that enables faster convergence speed and further reduced information

exchange compared to a conventional Luenberger-like approach. The ubiquitous time-

varying communication delay across the network is suitably compensated by a prediction

scheme, while the robustness of the algorithm in the presence of bounded measurement

and process noise is characterised.
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Finally, Chapter 8 summarises the key findings of this thesis and suggests directions for future

work.
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Chapter 2

Resilience-Oriented

Centralised-to-Decentralised

Framework for Networked Microgrids

Management

2.1 Introduction

Global warming drives the energy supply transition from traditional fossil fuel based power

generation to renewable energy resources. This transition has been widely recognised as one

of the most significant developing pathways promoting low/zero-carbon societies [9]. Rapidly

developing renewable energy generators gradually dominate power systems especially in distri-

bution power networks [35, 36]. During the energy transition process, existing climate change

leads to an increase in the frequency, intensity and duration of severe weather events [12, 31].

Extreme weather conditions pose huge threats to power supply infrastructures, thereby leading

to undesired power interruptions or blackouts. Hence, the concept of resilience under extreme

events has been gradually recognised as a key requirement for future energy systems [15–17,37].
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Effectively utilising renewable distributed generators (DGs) to provide emergency power supply

for critical loads in the form of microgrid (MG) is a widely used solution to enhance the resilience

of power supply [33, 36]. For example, the Consortium for Electric Reliability Technology

Solutions (CERTS)-enabled MG maintained power, water, heat of the Brevoort building in

Greenwich Village, NY, USA, during the week of widespread utility outages due to Hurricane

Sandy in late 2012 [38]. In Japan, Sendai MG and Roppongi Hills MG demonstrated that well-

developed localised energy systems are essential to handle critical emergency resulting from

earthquakes and tsunamis [39].

Currently, the research on regional MGs providing post-event power supply mostly focuses on

the control strategy after islanding operation. The control methods of islanded MGs, either

centralised or decentralised, have been widely investigated to regulate the frequency and voltage

in the presence of renewable energy generators [40–43]. In addition, the concept of dynamic

MGs, including reconfigurable cyber and physical layers, has been proposed to enable the

autonomous operation of distribution systems [32], but the cyber solution and cyber-physical

coordination, in the event of simultaneous cyber and physical damage, has not been clarified.

On the other hand, wireless communication technologies, e.g., the fifth-generation (5G), have

been widely investigated to support the efficient operation and coordination of massive dis-

tributed energy resources (DERs) [44]. Leveraging advanced communication technologies,

the operation of power systems is becoming intelligent towards a highly cyber-physical fu-

sion [45, 46]. Although advanced communication technologies enable the real-time efficient

centralised control framework, which is superior to the decentralised one in terms of control

performance and implementation efficiency, such centralised framework suffers from a single-

point failure. In addition, base stations that support the management of wireless resources

are vulnerable to natural disasters or cyber-attacks, and they may fail to function if losing

the backhaul connection to the core network or being physically damaged [47, 48]. Hence,

for instance, ad-hoc communication technology has been utilised to realise the self-organised

MGs in response to disasters [47, 49]. However, further detailed cyber-layer scheduling and

implementation in response to contingencies have not been investigated.
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Considering the limited occurrence of extreme events, the existing centralised control frame-

work enabled by 5G networks should be fully utilised because of its advantages in achieving the

global economic efficiency and easy integration into the existing centralised control framework

(SCADA system). However, the vulnerability of centralised framework against single-point

failure should be improved. The promising solution is to design a transition scheme from cen-

tralised framework to decentralised framework utilising the power electronic devices and the

wireless communication technologies in response to extreme conditions because their configu-

ration flexibility leads to the design of post-contingency communication topology with a high

degree of freedom. The cyber-physical collaborative transition and response strategy during

the pre-event and post-event periods, especially the cooperative design of communication net-

work and control strategy, has not been examined in the literature. In this chapter, we design

a resilience-oriented centralised-to-decentralised framework of networked MGs to maintain the

critical power supply by utilising MG clusters isolated from the distribution system, thus en-

hancing the power supply resilience. Under such centralised-to-decentralised transition, the

communication network is converted from base station supporting mode under normal oper-

ating conditions to controller-to-controller (C2C)1 mode under extreme conditions. The C2C

communication only requires wireless module equipped at the local controller, which is origi-

nally necessary for receiving the instructions in the pre-event normal condition. To summarise,

the contributions of the chapter are listed as follows:

1. A centralised-to-decentralised framework is proposed to tackle adverse cyber-physical ef-

fects (ACPEs), which can simultaneously benefit from the efficiency of centralised frame-

work (centralised controller and centralised communication) in normal operations and the

resilience of decentralised framework (distributed controller and C2C communication) un-

der extreme events.

2. In the cyber layer, a dynamic resource allocation based C2C communication protocol, over

a limited wireless bandwidth, is proposed to facilitate emergency communication under

1C2C mode is based on the concept of Device-to-Device (D2D) communication, which can be enabled by
various short-range wireless technologies like Bluetooth, WiFi Direct, LTE Direct and 5G defined by the Third
Generation Partnership Project(3GPP).
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extreme events. The communication resource allocation model effectively and quantita-

tively optimises the non-negligible delays and informs the design of the control algorithm.

3. A discrete-time distributed control system is co-designed along with the dynamically-

scheduled wireless network solution. A delay-dependent sampling interval is proposed

based on optimised communication resources, which simplifies the selection of control

gains and enables the plug-and-play operation of MGs during the post-event period.

The remainder of this chapter is organised as follows: Section 2.2 introduces the detailed

framework, while Section 2.3 and Section 2.4 provide the system design method from cyber

layer and physical layer respectively. In Section 2.5, simulation results are given, and Section 2.6

concludes the chapter.

2.2 Centralised-to-Decentralised Resilient Framework: A

Cyber-Physical Perspective

The resilient response to contingencies from a cyber-physical perspective consists of three sce-

narios: cyber contingencies, physical contingencies, cyber-physical contingencies. The research

in this chapter focuses on resilience enhancement against failures or damages in both cyber and

physical layers. For instance, natural disasters, e.g., earthquakes, hurricanes, and flooding, can

destroy both power and communication infrastructures, and cyber-attacks can cause cascading

failures leading to both power line damage and unreliable communication. Owing to cyber-

physical couplings, DERs, the communication of which is supported by a stable power supply,

will lost connection to the control centre after contingencies, especially under the circumstance

where communication infrastructure is out of service. Inspired by [50], we can define such

events as the following:

Definition 2.1. Adverse Cyber-Physical Effects (ACPEs) involve single or the combi-

nation of the following extreme events, e.g., natural disasters such as hurricanes, earthquakes,

wildfires, ‘silent errors’ due to components and manufacturing variability failures, hardware
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or software faults of smart monitoring devices due to bugs in the code (e.g., operating sys-

tem, compilers, libraries, etc.), natural effects such as bit flips induced by hardware failures,

drive failures, cosmic rays, cyber-attacks, or even faults involving the infrastructure design and

implementation. ACPEs drastically affect the results of cyber-physical algorithms in power sys-

tems, and subsequently the operations of both cyber and physical components deployed in critical

infrastructures.

2.2.1 Overview of Centralised-to-Decentralised Framework

Figure 2.1: Blackout response framework – a centralised-to-decentralised method.

A resilience-oriented centralised-to-decentralised framework, as in Figure 2.1, is proposed in re-

sponse to ACPEs, which trigger the islanding operation in the physical layer and transition of

the control and communication mode from the centralised to the decentralised. The centralised

control structure under normal operation is served by a centralised controller, normally im-

plemented in the substation. Such centralised controller coordinates all dispatchable resources

(e.g., DGs, controllable loads, EVs) to maintain the grid frequency, voltage stability, and eco-

nomical dispatch through using wired or wireless communication, e.g., the 5G network2 [52,53]

2Compared to wired communication, wireless communication is more affordable to coordinate massive dis-
tributed generators. Among wireless technologies, owing to massive distributed generators needed to be regu-
lated, 5G with its abundant derivative technology [51] is a promising solution thanks to its high bandwidth and
wide coverage.
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supported by base stations. On the other hand, the decentralised structure under extreme

events, whose priority is safety, is the emergency response to maintain the critical energy sup-

ply as much as possible by utilising available localised distributed resources and grid-forming

techniques through device-to-device (D2D) ad-hoc wireless communication. Such a centralised-

to-decentralised framework can complement existing centralised control structures, and benefit

from the efficient and flexible grid formation of the decentralised structure. The detailed cyber-

physical solution is outlined in Table 2.1.

Table 2.1: Cyber-Physical Solution of Centralised-to-Decentralised Framework

Normal condition Extreme condition

Physical solution Main grid and DERs DER-based MGs

Cyber solution
Wired/wireless D2D-enabled wireless

Centralised coordination Decentralised/distributed

Objective Economical operation Critical power supply

Priority Optimality Safety

2.2.2 Centralised-to-Decentralised Post-Event Response Process

The centralised-to-decentralised transition functions as a post-event response against ACPEs.

To form such transition, a dynamic cyber-physical scheduling scheme is required to clearly guide

the immediate decentralised and localised energy supply. Under normal operation, the post-

event cyber-physical response schedule is dynamically optimised in the central controller and

sent, together with other control signals, to the local controllers. The sequential diagram of the

cyber-physical collaborative response framework is outlined in Figure 2.2, and the centralised-

to-decentralised framework focuses on the transition to the “response phase” using the proposed

mitigation actions in this chapter.

Once damage or failure occurs after extreme events, the cyber-physical solution for power

networks operating in the normal condition could be out of service. Physically, the main grid

support is lost, which can be detected by the control and protection system using electrical

state sensing. The successful detection triggers breakers switching off to enable networked
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Figure 2.2: Time-sequential diagram of the centralised-to-decentralised framework.

MGs being split into islanded MGs. From a cyber perspective, if the local controller loses the

connection to the centralised controller for a period of time (a threshold value), an emergency

wireless network formation is triggered to form as the pre-scheduling. The controllers that

enable direct D2D communication can move to the emergency mode to form an ad-hoc and

self-organised emergency wireless network serving for a regional islanded MG. A reconfiguration

protocol of the cyber layer can support the discovery of neighbour nodes [47,54] can be adopted

or modified. The basic idea is to perform a handshake, i.e., scan and respond to a beacon signal

from other nodes, or emit a beacon signal, wait for response, and then utilise the pre-scheduled

frequency assignment to establish a communication link.

Hence, during the extreme conditions, each MG maintains the critical energy supply by limited

energy capability under emergency scenarios and operates as that scheduled before in both

cyber and physical layers. Followed by gradually repaired power supply infrastructure, the

operation of networked MGs will recover to the normal condition. It should be noted that the

recovery process is out of the scope of this chapter.

Remark 2.1. The time and duration of the blackouts caused by extreme events vary case-by-
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case, from a short time of cyber-attack to a long time of hurricane for instance. The proposed

framework can cope with the transition from centralised control to decentralised control when

the blackout and cyber infrastructure damages occur simultaneously for both short-time and

long-time disasters. However, the short-term and long-term responses require different energy

capabilities and long-term response strategies, which are determined and optimised by the in-

stallation of renewable energy resources and portable storage connection design. The long-term

response is the next step of our centralised-to-decentralised transition framework and is not in-

side the scope of this chapter. We will consider the long-term lasting post-event restoration in

our future work.

2.3 Dynamic Cyber-Layer Scheduling Considering Time-

Varying Dispatchable Resources

The dynamic cyber-physical response scheduling is performed during the pre-event stage in

the normal condition. The objective of the scheduling is to design cyber-physical solutions in

advance in order to accomplish seamless transformation once ACPEs occur. Owing to plug-and-

play characteristic of EVs and time-varying availability of dispatchable loads, the scheduling

needs to be dynamically optimised under different scenarios. The cyber-layer design utilises

distributed C2C wireless communication in virtue of promising D2D techniques [49,55], which

efficiently benefits from flexible networking mode. The dynamic cyber-physical scheduling

scheme, as shown in Figure 2.3 divides distributed power systems into regionally localised

autonomous MGs according to line breakers.

In each region, cyber-layer solutions are designed independently in terms of bandwidth alloca-

tion. In other words, the total backup bandwidth that is reserved for emergency use can be

reused because different regions have diverse physically geographic locations, and thus com-

munication interregional collisions are assumed to be negligible [56]. On the other hand, the

mitigation of intra-regional communication collisions is inspired by frequency division duplex-

ing (FDD) techniques, which utilise frequency separation multiplexing technology to separate
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Figure 2.3: Centralised pre-event dynamic cyber-physical scheduling scheme.

the transmitted and received signals. Owing to the two-way data transmission among dis-

tributed control in the post-event MGs, FDD can decrease co-channel interference of two-way

C2C communication, and hence avoid collisions in the intra-regional area [52].

In the remainder of this section, the details of dynamic cyber-physical scheduling are intro-

duced with the objective of quantitatively determining the delay in each intra-regional wireless

network, which will guide the control strategy design in Section 2.4.

2.3.1 Wireless Network Model

To enable each DER participating in post-contingency MG formations, there must be a dis-

tributed communication network for the secondary control inside each MG. Using a graph to

model such a distributed communication network can explicitly depict its connectivity, which

dominates the secondary control performance. As such, a time-varying wireless network of DGs

that available for emergency use can be modelled by a dynamic undirected graph G = {V , E ,A},

where V = |V| denotes the numbers of dispatchable emergency resources. Such graph G is
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certainly not connected because of switched-off breakers but contains ϕ = |Φ| connected com-

ponents representing MGs:

G =

ϕ⋃
µ=1

Gµ

Gµ ∪ Gν = 0, µ ̸= ν, ∀µ, ν ∈ Φ

(2.1)

where Gµ = {Vµ, Eµ,Aµ} denotes a connected component representing one emergency MG with

Vµ = |Vµ| DGs. Eq. (2.1) is equivalent to
∑ϕ

µ=1 Vµ = V , and apparently adjacent matrix A has

a block diagonalized form

A = blockdiag{A1,A2, . . . ,Aϕ} (2.2)

owing to none available interregional communication links.

For the sake of generality and convenience, wireless network Gµ is discussed in details, and the

combination of multi-graph (
⋃ϕ

µ=1 Gµ) optimisation forms the dynamic cyber-layer scheduling

in the centralised controller during the pre-event period.

For wireless network Gµ modelling the µth autonomous MG, among Vµ DGs, the communication

connection is described by a binary matrix Aµ = [aµij] ∈ RVµ×Vµ , where all elements are 0

except for aµij = 1, i ̸= j only if node j has access to data of node i, i.e. (i, j) ∈ Eµ. Through

applying FDD technique modelled by undirected graph, there always exists Aµ = AT
µ . In other

words, any aµij = 1, i ̸= j means two-way communication between nodes i, j. In addition, the

component Gµ has the undirected characteristic and connectivity [57,58], leading to

λ2(Lµ) > 0 (2.3)

where λ2(Lµ) denotes the second-smallest eigenvalue of the Laplacian of a graph. This con-

straint can be relaxed using primal–dual variables and has been investigated in [58], so we

omitted its discussion in this chapter.

The backup bandwidth dedicated to emergency use is divided into L sub-carriers in the set
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L = {1, 2, . . . , L}. Let gm,l and pm,l be the channel gain and the transmit power for one C2C

link m = (i, j) ∈ Eµ on the sub-carrier l ∈ L respectively. Then, signal-to-noise ratio (SNR) for

C2C link m on the sub-carrier l [59] is expressed as

γm,l =
pm,lgm,l

σ2
(2.4)

where σ2 denotes the power of additive white Gaussian noise. The channel gain gm of the

C2C link m = (i, j) is negatively related to the transmitting distance with fading effects [60].

Combining both path loss and log-normal shadowing, the channel gain is simply modelled as

gm = hd−α
i,j (2.5)

where h is the loss factor combining total fading effects; di,j is the transmitting distance between

the communication link m = (i, j); α is the pathloss exponent.

The reachable instantaneous C2C data rates in bits per second (bps) are computed through

the well-known Shannon formula

Rm = w
L∑
l=1

βm,llog2(1 + γm,l) (2.6)

where βm,l is a binary variable, and βm,l = 1 if sub-carrier l is allocated to the C2C link;

otherwise βm,l = 0. w denotes the bandwidth of each sub-carrier.

In the emergency wireless network, normal Quality-of-Service (QoS) requirement is discarded

in the constraints, and is reflected by transmission delay τm

τm =
Lpacket

Rm

(2.7)

where Lpacket denotes the packet size of data transmissions.

In addition, each controller of node i equipped with wireless communication module has its
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power limitation, which consists of constant circuit power and total transmit power

pi,total = pi,cst +
∑

m∈Eµ,i

L∑
l=1

pm,l ≤ pi,max, ∀j ∈ Vi (2.8)

where Eµ,i denotes the edge/link set where node i ∈ Vµ shares local information.

2.3.2 Service-Oriented Resource Allocation Problem

Algorithm 2.1: Overall Procedure of Resource Allocation for Dynamic Cyber-Layer
Scheduling in the Centralised Controller

Input: w: sub-carrier bandwidth; L: number of sub-carriers;
σ2: power of additive noise; gm: channel gain of links;
Vµ: number of subnetwork nodes; Lpacket: packet size;
Pi,cst: constant power of nodes; Pi,max: maximum power of nodes;

Output: A: scheduled wireless network;
τmax = [τµmax] ∈ Rϕ: maximum communication delay;

1 Initialisation: maximum iterations kmax; iteration index k = 0; convergence error ϵ;
transmitting power of links on channels p;

2 while k < kmax do
3 repeat
4 solve (2.10) using MATLAB/YALMIP with MOSEK;
5 update wireless network matrix A and sub-carrier assignment matrix β;
6 solve (2.11) using MATLAB/YALMIP with MOSEK;
7 update transmitting power of links on channels p and communication delay

τmax;

8 until A(k)−A(k − 1) = 0 and ∥τmax(k)− τmax(k − 1)∥∞ ≤ ϵ;

9 end

Inspired by the best-effort service of wireless network, the optimisation aims to minimise the

total communication delay of wireless subnetworks {G1,G2, . . . ,Gϕ}. Based on the analysis
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above, the optimisation problem can be formulated as

min
A,β,p

ϕ∑
µ=1

(
τµmax

)
(2.9a)

subject to :

C1 : A ∈ {0, 1}V×V (2.9b)

C2 : A = AT (2.9c)

C3 : tr(A) = 0 (2.9d)

C4 : λ2(Lµ) > 0,∀µ ∈ Φ (2.9e)

C5 : βm,l ∈ {0, 1},∀m ∈ E , l ∈ L (2.9f)

C6 :
∑
m∈Eµ

βm,l ≤ 1,∀l ∈ L, µ ∈ Φ (2.9g)

C7 : pi,cst +
∑

m∈Eµ,i

L∑
l=1

pm,l ≤ pi,max,∀i ∈ Vi, µ ∈ Φ (2.9h)

C8 − C11 : Eqs. (2.4)(2.5)(2.6)(2.7),∀Gµ, µ ∈ Φ (2.9i)

where τµmax = maxm∈Eµ τ
µ
m, ∀µ ∈ Φ, β = [βm,l] ∈ {0, 1}E×L, and p = [pm,l] ∈ RE×L

≥0 . Eqs. (2.9b)

– (2.9e) are constraints derived from the undirected and connected sub-graphs. Eq. (2.9f)

and Eq. (2.9g) are the exclusive sub-carrier allocation in the communication links. Eq. (2.9h)

represents the wireless module in each DG controller should satisfy the maximum power con-

sumption requirement. Constraints Eq. (2.9i) are basic resource allocation equations being a

bridge among channels, power consumption and transmitting delay. The resource allocation

optimisation of dynamic cyber-layer scheduling for emergency wireless network expressed by

Eqs. (2.9) is a mixed-integer non-linear programming (MINLP). Due to inefficient solving of

MINLP, and inspired by [61], we reduce the complex problem into two allocation sub-problems:

sub-carrier allocation and power allocation.
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Sub-carrier allocation sub-problem is optimised under a given power allocation:

min
A,β

ϕ∑
µ=1

(
τµmax

)
subject to : C1 − C11

(2.10)

and power allocation sub-problem is optimised under a given wireless network and correspond-

ing sub-carrier assignment:

min
p

ϕ∑
µ=1

(
τµmax

)
subject to : C7 − C11

(2.11)

Both problems Eq. (2.10) and Eq. (2.11) are convex by utilising exponential cones for Eq. (2.6)

and rotated quadratic cones for Eq. (2.7) specially. We solve the problem (2.9) by iteratively

solving sub-problems (2.10) and (2.11) using MATLAB/YALMIP with MOSEK [62, 63]. The

overall algorithm of proposed resource allocation problem is detailed in Algorithm 2.1.

Remark 2.2. The optimised communication delay τµmax considered in this chapter corresponds

to the transmission delay, which defines the time taken to push the packet bits onto the scheduled

channel. As it is well known, the communication delay typically consists of transmission delay,

propagation delay, processing delay, and queuing delay. In our context, due to limited band-

width capacity existing in the emergency C2C communication, transmission delay dominates

the communication delay, which is why others are omitted here.

2.4 Post-Event Response Based on Scheduled Cyber Net-

work and Distributed Consensus Protocol

The operation of emergency MG clusters employs the wireless network that is scheduled by

the centralised controller as a cyber solution. The physical solution enabling such post-event

response utilises available localised energy sources to maintain the critical power supply. More
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specifically, inverter-based DGs using grid-forming techniques are considered due to its au-

tonomous operation ability. The integrated cyber-physical modelling and structure of such

MGs are detailed in Figure 2.4.

Figure 2.4: Diagram of a cyber-physical MG and control loops.

2.4.1 Physical-Layer Model and Post-Event Response Objectives

As an emergency response, the microgrids are modelled from the perspective of DG itself. In

details, each DG supports the microgrid through supplying the power via an output impedance

Zo, as shown in Figure 2.5. The modelling of DGs is based on the well-known P/Q droop

method [64]:

ωi = ω∗
i −mPi(Pi − P ∗

i )

Ui = U∗
i − nQi(Qi −Q∗

i )

(2.12)

where ω∗
i , U

∗
i denote the nominal values of frequency and voltage of the ith DG; P ∗

i , Q
∗
i are

respectively active and reactive power set-points of the ith DG. The model (2.12) is the con-

ventional droop method where it is supposed that the output impedance is mainly inductive.

36



Figure 2.5: Equivalent circuit of an inverter-based DG with output-impedance loop.

However, in the low-voltage applications such as distribution network, such inductive char-

acteristic is not satisfied. To mitigate the limitations of the conventional droop method, the

control strategy including virtual impedance (Zv in Figure 2.5) in the inner control loop has

been widely investigated [64, 65]. The control loops are modified as shown in Figure 2.6 and

the modified droops can be expressed as

Figure 2.6: Virtual impedance control loops.

ωi = ω∗
i −mPi[(Pi − P ∗

i ) sin θi − (Qi −Q∗
i ) cos θi]

Ui = U∗
i − nQi[(Pi − P ∗

i ) cos θi + (Qi −Q∗
i ) sin θi]

(2.13)

Fundamentally, in an inductive grid with R≪X, frequency and voltage are dominated by

active power and reactive power respectively, while in a resistive grid with R≫X frequency
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and voltage are dominated by reactive power and active power respectively. For a grid neither

inductive nor resistive, an virtual impedance control loop is utilized as Figure 2.6, and the

functionality of virtual impedance is to adjust the phase angle θi of (2.13), i.e., to ensure the

equivalent output impedanceXi ≫ Ri. Hence, the output power can be modelled by P/Q droop

method approximately as an equivalent expression of (2.12) by integrating P ∗
i , ω

∗
i , Q

∗
i , U

∗
i into

the primary control set points ωni, Uni:

ωi = ωni −mPiPi

Ui = Uni − nQiQi

(2.14)

where ωni, Uni are set points of primary frequency and voltage control; ωi, Ui are angular fre-

quency and voltage magnitude of the ith DG; Pi, Qi are respectively active and reactive power

outputs of the ith DG; mPi, nQi are droop coefficients and are selected based on the active and

reactive power ratings [66].

Remark 2.3. In the emergency condition, due to only maintaining the critical power supply,

the line power flow exceeding to constraints is ignored. The microgrid modelling is an agent

based method which focuses on the DG itself, i.e., the direct droop principle between power

outputs and frequency, voltage regulations that can be obtained even in low-voltage networks via

virtual impedance utilization. As for the optimised control that includes the power flow, it is

not the focus of this chapter and will be considered in our future work.

As depicted in Figure 2.4, the primary controller consists of power control of Eq. (2.14) and

inner control [67], through which the frequency and voltage deviations from the reference cannot

be eliminated without effectively adjusting set-points. Hence, the secondary control is employed

to achieve frequency regulation, accurate active power sharing, and voltage regulation, i.e.,

lim
t→∞

ωi = ωref , lim
t→∞

∣∣∣∣∣ Pi

Pmax,i

− Pj

Pmax,j

∣∣∣∣∣ = 0 (2.15)

lim
t→∞

Ui = Uref (2.16)

where Pmax,i denotes the active power ratings of the ith DG, and the second item of Eq. (2.15)
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is equivalent to limt→∞ |mPiPi −mPjPj| = 0 by appropriately setting mPiPmax,i = mPjPmax,j.

Eq. (2.16) only focuses on voltage regulation because voltage quality is prioritised for the critical

supply in the emergency response, and voltage regulation and reactive power sharing cannot

be reached simultaneously due to impedance effects except for a perfect configuration [7].

2.4.2 Post-Event Response under Pre-Scheduled Wireless Network

Algorithm 2.2: Distributed Control Framework of Emergency MGs

Input: ωref , Uref : reference values of angular frequency and voltage magnitude;
Kωi, KPi, KUi: control gains of angular frequency, active power shar-
ing and voltage magnitude; ωi: local angular frequency;
mPiPi: local active power ratio; Ui: local voltage magnitude;
mPjPj: neighbouring active power ratio;

Output: ωni: set points of primary frequency control;
Uni: set points of primary voltage control;

1 for i ∈ Vµ, every T µ
s do

2 update input variables (including delayed neighbouring information);
3 update set points in the primary control by Eq. (2.20);
4 send updated mPiPi to neighbours;

5 end

The control system of post-event response suffers from neighbouring communication delay be-

cause the wireless C2C network has limited reserved bandwidth and each controller hardware

has limited transmit power, as analysed in Section 2.3. Therefore, we design a distributed con-

trol framework with sampling interval T µ
s ≥ τµmax, µ ∈ Φ. The existing transmission delay, as

analysed in Remark 2.2 restricts the selection of sampling interval, i.e., T µ
s < τµmax, µ ∈ Φ could

lead to the cumulative delay among the communication network, which makes the system suffer

from unbounded time-varying delay, thereby raising the difficulty of controller design. Owing

to the relatively low-frequency time-triggered control framework, for each emergency post-event

MG, we model the dynamics of the system Eq. (2.14) in a discrete manner:

ωni(k + 1) = ωi(k + 1) +mPiPi(k + 1) = ωi(k) + uωi(k) +mPiPi(k) + uPi(k) (2.17)

Uni(k + 1) = Ui(k + 1) + nQiQi(k + 1) = Ui(k) + uUi(k) + nQiQi(k) + uQi(k) (2.18)
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Owing to the analysis for objective (2.16), reactive power sharing control is omitted. Then, we

obtain the equivalent matrix-form discrete model


xω(k + 1) = xω(k) + uω(k)

xP (k + 1) = xP (k) + uP (k)

xU(k + 1) = xU(k) + uU(k)

(2.19)

where ∀µ ∈ Φ,

xω = [xωi] = [ωi] ∈ RVµ , uω = [uωi] ∈ RVµ

xP = [xPi] = [mPiPi] ∈ RVµ , uP = [uPi] ∈ RVµ

xU = [xUi] = [Ui] ∈ RVµ , uU = [uUi] ∈ RVµ

The distributed averaging proportional integral (DAPI) discrete controller is formulated in-

spired by extensively studied consensus protocol [68]:



uωi(k) = Kωi

(
xω,ref − xωi(k)

)
uPi(k) = KPi

∑
(i,j)∈Eµ,i

aij
(
xPj(k − 1)− xPi(k)

)
uUi(k) = KUi

(
xU,ref − xUi(k)

)
(2.20)

where Kωi, KPi, KUi > 0 are the designed control gains. Thanks to the design of Ts ≥ τmax,

one time step of delay caused by emergency wireless network is induced in Eq. (2.20).

Theorem 2.1. For emergency MGs controlled under Algorithm 2.2 and Eq. (2.20) with a

distributed C2C communication structure modelled by an undirected graph G, the distributed

frequency regulation, active power sharing and voltage regulation can be achieved as Eqs. (2.15)

and (2.16) asymptotically if the conditions

0 < Kωi, KUi < 2 (2.21a)

0 < |Eµ,i|KPi < 1 (2.21b)
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are satisfied.

Proof. Define xe
ω = xω − xω,ref1N ,x

e
U = xU − xU,ref1N , where 1N denotes a column vector

with all elements being ones, and K⋆ = diag{K⋆i} ∈ RVµ×Vµ , ⋆ ∈ {ω, P, U} the dynamics of the

system (2.19) can be expressed in a matrix form by identity matrix I of appropriate dimensions:

xe
ω(k + 1) = (I −Kω)x

e
ω(k) (2.22a)

xP (k + 1) = xP (k)−KPDµxP (k) +KPAµxP (k − 1) (2.22b)

xe
U(k + 1) = (I −KU)x

e
U(k) (2.22c)

where Dµ = diag{di} ∈ RVµ×Vµ , di = |Eµ,i| is the diagonal out-degree matrix of Gµ.

Firstly, we give the proof of the stability of the frequency regulation. Taking z-transformation

of the system (2.22a)

zXe
ω(z) = (I −Kω)X

e
ω(z)

the characteristic equation of which is

det
(
(z − 1)I +Kω

)
= 0 (2.23)

Owing to the diagonal form of Kω, the characteristic equation (2.23) is equivalent to z − 1 +

Kωi = 0 =⇒ z = 1 −Kωi. By the stability criteria that the system (2.22a) is asymptotically

stable if the roots of Eq. (2.23) have modulus less than unity, the asymptotic stability of the

system (2.22a) is guaranteed if the following condition is satisfied:

|z| = |1−Kωi| < 1 =⇒ 0 < Kωi < 2

Similarly, an asymptotic stability of the system (2.22c) is guaranteed by 0 < KUi < 2. There-

fore, the proof with regard to Eq. (2.21a) is completed.
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Then, we give the proof for the stability of the active power sharing. Taking z-transformation

of the system (2.22b)

zXP (z) = XP (z)−KPDµXP (z) + z−1KPAµXP (z)

= XP (z)− L̃µXP (z)

(2.24)

where

L̃µ(z) = KPDµ − z−1KPAµ =


−KPiaijz

−1, (i, j) ∈ Eµ

KPidi, i ∈ Vµ

0, otherwise


∈ RVµ×Vµ

It should be noted that L̃µ(1) = Lµ denotes the Laplacian matrix of Gµ. Define p(z) =

det
(
(z− 1)I + L̃µ(z)

)
, then the asymptotic stability of the system (2.22b) is guaranteed by all

the zeros of p(z) having modulus less than unity except for a zero at z = 1 (see, e.g., Lemma 1

in [68]).

Since graph Gµ is undirected and connected, 0 is one eigenvalue ofLµ and rank(Lµ) = Vµ−1 [69],

thereby p(1) = det(Lµ) = 0 showing that z = 1 is indeed one of zeros.

Next, we prove that the zeros of f(z) = det
(
I + L̃µ(z)

z−1

)
have modulus less than unity. It is

achieved if the eigenvalue loci of L̃µ(ejω)

ejω−1
, i.e., λ

( L̃µ(ejω)

ejω−1

)
,∀ω ∈ [−π, π] does not enclose (−1, j0)

in terms of the fact KPi, aij > 0 based on general Nyquist stability criteria. Using Gerschgorin

disk theorem, we have

λ

(
L̃µ(e

jω)

ejω − 1

)
∈
⋃
i∈Vµ

Si,∀ω ∈ [−π, π]

Si =

{
s ∈ C :

∣∣∣∣s− KPidi
ejω − 1

∣∣∣∣ ≤ ∑
(i,j)∈Eµ

∣∣∣∣KPiaije
−jω

ejω − 1

∣∣∣∣ ≤ ∣∣∣∣ KPidi
ejω − 1

∣∣∣∣
}

Define
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F (jω) =
KPidi
ejω − 1

= −KPidi
2
− j

KPidi cos
ω
2

2 sin ω
2

which is the centre of Si and its modulus is the radius. The trajectory of F (jw), i.e. Nyquist

plot, and the corresponding Gerschgorin disks are shown in Figure 2.7, from which we find

λ
( L̃µ(ejω)

ejω−1

)
,∀ω ∈ [−π, π] does not enclose (−1, j0) as long as (−1, j0) is outside Si, i.e., (−1, j0) /∈

Si:

| − 1− F (jω)|2 − |F (jω)|2 = 1−KPidi = 1− |Eµ,i|KPi > 0

which is satisfied by Eq. (2.21b).

Therefore, Theorem 2.1 is proved.

Remark 2.4. The design principles Eqs. (2.21a) and (2.21b) in Theorem 2.1 are delay inde-

pendent, owing to that bounded communication delay does not affect the selection of control

gains in consensus problems [70,71]. Such bounded communication delay in the MG control of

wireless-based post-event response derives from T µ
s ≥ τµmax in Algorithm 2.2. Larger T µ

s may

slower consensus, while T µ
s < τµmax will lead to cumulative delays among wireless communica-

tions. Such time-varying and unbounded communication delays could lead to complicated design

Figure 2.7: Nyquist plot of F (jw).
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and dynamics [70].

Remark 2.5. From Eq. (2.20), only active power sharing, which balances the reserved power

among dispatchable resources, requires cyber-layer wireless communication. In other words,

frequency and voltage regulation only requires localised measurement. This means, before backup

wireless communication is absolutely initialised, decentralised controlled MG systems can be

stabilised, which is significant for emergency wireless formation.

Figure 2.8: Cyber solution for mobile resources.

Mobile resources, e.g., portable energy storage and dispatchable electrified transportation have

potentials to provide emergency response to extreme conditions [72, 73], and mobility requires

the plug-and-play operation of MGs. Although plug-and-play operation has been widely in-

vestigated from a physical-layer perspective [41, 43, 67], it has not been investigated from a

cyber-layer especially under extreme conditions. Due to limited communication bandwidth,

just one-way communication is designed, i.e., mobile DGs only receive the information from

networked DGs that have pre-designed in the cyber-layer network. One pre-designed and net-

worked DG alternatively share information with one of previous fixed neighbours and one mobile

DG, as shown in Figure 2.8, leading to second-order delay in the second item in Eq. (2.20). The

stability remains guaranteed by the analysis in Remark 2.4 still using Theorem 2.1. It is worth

noting that the cyber solution of such plug-and-play operation cannot handle massive mobile

resources, which is reasonable because most mobile devices have been dynamically scheduled,

only limited plug-and-play operation needs to be mitigated in the post-event period.

44



Remark 2.6. The proposed framework can cope with the increasing DGs and MGs in both

normal condition and extreme condition. In the normal condition, the increasing DGs can be

efficiently coordinated and regulated by base stations through appropriate bandwidth allocation

algorithms. In the extreme condition, the increase in MG number will not affect the intra-MG

communication network as a connected subgraph because the inter-MG interference/collision be-

tween wireless links is limited. In other words, the communication network of the intra-regional

MG can reuse bandwidth resources with other regional MGs. Inside the MG, the increasing DG

numbers and distances lead to increasing time delays. Although it will not affect the control gain

by Theorem 2.1 to guarantee the stability, the sampling interval increases as the time delay, thus

decreasing the convergence rate.

2.5 Results

In this section, the centralised-to-decentralised cyber-physical cooperative response to enable

the critical power supply is verified through the power network detailed in Figure 2.9, where

three emergency MGs, naturally clustered by geographical locations are available to maintain

critical power supply.

Figure 2.9: Diagram of the tested topology.
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2.5.1 Results of Dynamic Cyber-Layer Pre-Event Scheduling

The parameters of the cyber layer are detailed by Table 2.2 and Eq. (2.25) [56,61].

Distance Matrix (km) =

0 0.64 0.56 0.86
0.64 0 0.72 1.20
0.56 0.72 0 0.52
0.86 1.20 0.52 0

0 0.55 0.72
0.55 0 0.48
0.72 0.48 0

0 0.45 0.93 0.62 1.10
0.45 0 0.58 0.48 0.86
0.93 0.58 0 0.48 0.41
0.62 0.48 0.48 0 0.64
1.10 0.86 0.41 0.64 0



(2.25)

Under the scenario with all DGs being dispatchable (Scenario 1), using Algorithm 2.1, the

Table 2.2: Parameters of Pre-Event C2C Wireless Network Scheduling

Parameters Values

sub-carrier bandwidth (w) 25 kHz

number of sub-carriers (L) 40

maximum transmission power (Pi,max) 24 dBm

constant power (Pi,cst) 0.1 dBm

noise power (σ2) -62 dBm

packet size (Lpacket) 32 bytes

pathloss exponent (α) 3

loss factor (h) 0.09
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cyber layer of emergency MGs is scheduled by

A =



0 1 1 0
1 0 0 0
1 0 0 1
0 0 1 0

0 1 0
1 0 1
0 1 0

0 1 0 0 0
1 0 0 1 0
0 0 0 1 1
0 1 1 0 0
0 0 1 0 0



From the adjacent matrix A, we can find all three subgraphs are optimised to be connected as

the emergency wireless network serving power supply locally. The minimised transmit delays

τmax = [87.5 55.4 44.6]T (ms), hence the sampling intervals in the localised controllers of DGs

are set as Ts = [100 60 50]T (ms).

If DG 2, DG 9 and DG 11 are randomly out-of-service or non-dispatchable (Scenario 2), the

corresponding cyber-layer scheduling result is

A =



0 − 1 0
− − − −
1 − 0 1
0 − 1 0

0 1 0
1 0 1
0 1 0

0 − 1 − 0
− − − − −
1 − 0 − 1
− − − − −
0 − 1 − 0


(2.26)

with the minimised transmit delays τmax = [63.3 55.4 174]T (ms). Although the number of

non-dispatchable DGs declines in the 3rd MG compared to Scenario 1, the delay increases due

to longer transmitting distances.
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2.5.2 Results of Post-Event Response

Take Scenario 1 as an example, the post-event response algorithm is verified. The performance

of the designed DAPI discrete controller is evaluated with different gains, and mobile resources

are also discussed further under plug-and-play operations.

Response to Blackout

The control performance of the proposed C2C distributed control in response to blackouts

is shown in Figure 2.10. After the occurrence of blackouts at t = 3 seconds, owing to the

grid-forming techniques, DGs maintain the critical power supply by emergency MGs in terms

of geographical locations using primary control, which leads to the control deviation. Then,

the secondary control is activated at t = 4 seconds, when D2D-communication-based wireless

network is completely initialised and only critical load demand is supplied. Followed by Theo-

rem 2.1, the stability of MGs is guaranteed, and the control objectives of Eqs. (2.15) and (2.16)

can be reached, though the load demand changes at t = 6, 8 seconds.

Figure 2.10: Control performance with reasonable Kω,KP ,KU .
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Figure 2.11: Control performance with unreasonable Kω,KP ,KU .

In order to verify the parameter design using Theorem 2.1, we set the control gains different from

that in the benchmark Figure 2.10, i.e., Kω = 1,KU = 1,KP = [0.4 0.8 0.4 0.8]T of the 1st MG

that satisfy Theorem 2.1. From Figure 2.11, it is clear that the control performance degrades in

all scenarios. More specifically, Kω = 2.1,KU = 2.1, and KP = [0.8 1.5 0.8 1.5]T , exceeding

to the boundaries of criteria Eqs. (2.21a) and (2.21b) respectively, lead to the divergence of

frequency, voltage and active power sharing.

Response to Mobile Resources

The scheduled cyber-layer wireless enables mobile resources providing emergency power supply,

which is illustrated by Figure 2.12. The 3rd MG is islanded at t = 3 seconds and the proposed

C2C-enabled cyber-physical control strategy is activated at t = 4 seconds. During 6 ≤ t ≤

8 seconds, the mobile resource, i.e., DG 13, is plugged in the MG, and frequency, voltage and

active power sharing remains controlled as Eqs. (2.15),(2.16) though transient dynamics exist

at the stage of emergency response. After disconnecting DG 13 from the MG at t = 8 seconds,

the cyber-physical post-event response remains effective.
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Figure 2.12: Control performance with mobile resources.

2.5.3 Comparison of Post-Event Response Performance

As shown in Figure 2.13, the post-event response performance of the 1st MG under proposed

framework is compared with other solutions, including decentralised strategy without neigh-

bouring communication, centralised strategy and centralised-to-decentralised mitigation with-

out dynamic pre-event schedule. The decentralised mitigation without neighbouring communi-

cation (first column) regulates the frequency and voltage to their references, while the power

sharing is not accurately guaranteed, see the third row. The centralised mitigation utilises the

same bandwidth that is allocated in Section 2.5.2. Due to the long distance of data flow in

the centralised framework, the delays (8.35 seconds) induced by the limited bandwidth lead to

the uncontrollable period between two sampling intervals. If the centralised-to-decentralised
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Figure 2.13: Comparisons of post-event response performance.

mitigation without dynamic schedule strategy is applied, the scheduled delays should be conser-

vative by the consideration of the worst case, leading to a large sampling interval. Such design

degrades the post-event response performance as shown in the third column. All three solutions

have not achieved the optimised response performance, compared to Figure 2.10. Although the

basic stability can be guaranteed by the grid-forming technique, optimised voltage, frequency,

and power sharing may be compromised under such emergency conditions.

2.6 Conclusion

This chapter proposes a centralised-to-decentralised framework to enhance the resilience of

power supply in response to possible failures/blackouts caused by ACPEs. In the proposed

resilient framework, the cyber-physical response plan is dynamically updated in the centralised

controller of networked MGs under the normal operation, where cyber-layer C2C communica-

tion and physical-layer emergency MGs formation are pre-scheduled. Considering the possible

damage to base stations, the backup communication employs dedicated wireless network to

provide reliable services for real-time control. The inevitable delay derived from the backup

bandwidth is then considered in the distributed control system design. At last, the whole pre-

51



event scheduling process and post-event response performance are evaluated through the case

studies.
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Chapter 3

Resilient Secondary Voltage Control of

Islanded Microgrids: An ESKBF-Based

Distributed Fast Terminal Sliding

Mode Control Approach

3.1 Introduction

Microgrid (MG) is a promising concept that supports the integration of distributed generators

(DGs) into traditional bulk electric power systems [33, 74]. A MG, a group of interconnected

loads and distributed energy resources within clearly defined electrical boundaries, acts as a

single controllable entity with respect to the grid, and it can connect and disconnect from the

grid to enable it to operate in both grid-connected and islanded (autonomous) modes [75].

While the dynamics of grid-connected MG are determined by the main grid, the stability of

islanded MG highly relies on the underlining control strategy [33,76].

To stabilize islanded MGs, a three-layer control structure has been proposed, including primary,

secondary and tertiary control [64, 77, 78]. Primary control [77] is implemented locally to
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guarantee the stability of MGs by only using the local DG’s information [79], while at the

same time, secondary and tertiary control [64, 80, 81] are employed to ensure the voltage and

frequency of MG being regulated to the references and the optimal power sharing. In general,

the different levels differ in control goals and infrastructure requirements (i.e., communication

requirements) [33]. The microgrid can benefit from this control hierarchy by decoupling control

goals in terms of response speed and time frame, and DGs can respond to the load change

independently thanks to the primary control that does not require communication.

The conventional secondary control is designed in a centralized mode [82, 83], where DGs

receive control commands from a center controller. Due to the reliance on the communication

network, the key drawbacks of centralized approach are: 1) high communication delays that

might degrade the control performance; 2) poor plug-and-play capability; 3) low fault tolerance

due to all-to-one control scheme [33,84].

These drawbacks have been overcome by the development of distributed control scheme [85,86]

and multi-agent system [84, 87]. In the existing literature for the distributed control of MG,

the feedback linearization has been widely used to simplify the modelling of DG inner control

loops by transferring the highly-nonlinear MG voltage control model into a single-input single-

output second-order model [7,88]. Nevertheless, after the application of feedback linearization,

one complex variable is required to represent the total non-linearity, consisting of many voltage

and current variables. This complex variable is contaminated by inevitable measurement noise,

the effect of which on the linearised MG control model has not been fully investigated. Thus, it

is vital to evaluate and potentially eliminate the influence of measurement noise in the control

system design.

Moreover, the co-existence of disturbances caused by different sources such as parameter per-

turbation and measurement noise has not been fully investigated. Although robust distributed

control [89, 90] and noise-resilient control [67, 91] have been applied respectively, these control

methods cannot simultaneously consider multiple types of disturbances efficiently. The effect

of the measurement noise on the MG secondary control has not been considered in [7,88,92,93],

though these methods show good robustness against parameter perturbation or other unmod-

54



eled uncertainty. The existing methods tend to consider the multiple disturbances separately,

while a systematic and unified disturbance modelling framework has yet to be developed. The

recent development of advanced disturbance-resilient methods in control theory, such as adap-

tive filter algorithms [94, 95], provides a strong theoretical basis to develop such modelling

framework.

In addition, plug-and-play operation in the multi-DG network may lead to frequent and sig-

nificant voltage fluctuations, which imposes a vast challenge on the fast restoration of the MG

voltage. In this circumstance, the convergence rate in the distributed control of MG has re-

ceived increasing attention. Some distributed control methods [7, 92, 93] has been designed for

MGs to achieve finite-time convergence rate. However, the convergence of finite-time control

protocol relies on its initial states, and the plug-and-play operation may cause unknown or

diverse system initial states. For the MG system that emphasizes on the plug-and-play capa-

bility, a novel control strategy for resilience enhancement is required to alleviate such impact

by improving the convergence performance.

To mitigate the aforementioned problems, a distributed robust fast terminal sliding mode

(FTSM) secondary voltage control method based on extended state Kalman-Bucy filter (ES-

KBF) is proposed in this chapter. The ESKBF employs an extended state to denote the combi-

nation of different types of uncertainties, including parameter perturbation, measurement noise

and immeasurably external variables. The proposed FTSM control enhances the convergence

rate of MG voltage control, where the settling time of the distributed controller can be reduced.

The main features and contributions of the proposed control method is summarised as follows:

1. linearised control-oriented model formulation under a unified modelling framework for

multiple sources of disturbances: unlike the traditional disturbance observer that targets

at filtering out exact disturbance magnitude, we integrate the multiple disturbances re-

lated to parameter perturbation, immeasurable variables and measurement noise into one

extended state which was originally used to only represent the complicated nonlinear part

of MG model caused by feedback linearization. This formulation significantly simplifies

the observer design under multiple sources of disturbance.
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2. Multi-disturbance resilient observer design: to obtain the accurate model state for the

control implementation, the impact of multiple-source disturbance is first described by a

combination of process noise and observation noise in the system model. Kalman-Bucy

filter is then utilized to design a multi-disturbance resilient observer that can estimate the

extended state value and cope with stochastic measurement noise without complicated

parameter selection process required in the existing extended state observer design [96].

3. Faster convergence rate: to accelerate the convergence rate in the MG distributed voltage

control for plug-and-play operation, a FTSM surface is designed by employing nonlinear

terminal attractors to guarantee a faster convergence rate when the system is close to

equilibrium. To achieve this, we propose a nonlinear control protocol and prove its global

stability. Through the coordination of FTSM control and the proposed nonlinear control

protocol, the voltage control of MG can achieve globally consensus stability with short

settling time. In addition, this control framework can be extended to balance voltage

regulation and accurate reactive power sharing.

This chapter is structured as follows. In Section 3.2, preliminary notions of graph theory and

the detailed model of islanded MG are introduced. Section 3.3 introduces the ESKBF-based

observer for MG voltage control, and in Section 3.4, the FTSM secondary voltage control is

discussed. Then, Section 3.5 illustrates the implementation structure of the proposed control

scheme. Finally, simulation and experimental results are analyzed in Section 3.6 and the

conclusion and future work are discussed in Section 3.7.

3.2 Preliminaries and Model Description

3.2.1 Preliminary of Graph Theory

The communication topology among DGs in a MG can be modeled as a weighted graph

G = {V , E ,A} with a DG node set V = {v1, v2, · · · , vN}, a communication edge set E ⊂ V ×V ,

and a weighted adjacent matrix A = [aij] ∈ RN×N . If DG node vi can receive information
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Figure 3.1: Block diagram of an inverter-based MG.

from DG node vj, edge (vj, vi) ∈ E and set Ni = {j|(vj, vi) ∈ E} means neighbors of node i.

For adjacent matrix A, elements aii = 0 and aij ≥ 0. aij > 0 if and only if (vi, vj) ∈ E . The

Laplacian matrix of G is defined as L = [lij] = D −A ∈ RN×N , where D = diag{di} denotes

the in-degree matrix with di =
∑

j∈Ni
aij [97]. The eigenvalues of the Laplacian matrix L of a

distributed communication topology are highly related to control performance, which will be

analysed for the control design later in Section 3.4.2.

A MG can be modeled as a leader-following multi-agent system with N DGs. In this leader-

following structure, the frequency and voltage references are only available to a small portion of

DGs (as “leader”). Other DGs (as “followers”) have neighboring information through a sparse

communication structure, and then “followers” can track to the “leader” DGs’ frequency and

voltage. The adjacency matrix extended by the reference node is denoted as B = diag{bi} ∈

RN×N , in which if the reference node is a neighbor of node vi, bi > 0; otherwise, bi = 0. The

corresponding Laplacian matrix L = L+ B.

3.2.2 Large-Signal Dynamic Model of MGs with Inverter-Based DGs

As depicted in Figure 3.1, each DG unit contains a DC/AC inverter, an inductor-capacitor

filter (LCF) and a resistor-inductor connection, and its controller is composed of three control

loops formulated on its own direct-quadrature frame (d − q)i at rotating frequency ωi: power

control loop, voltage control loop and current control loop [7, 88].
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The power control loop of each DG controller generates the angular frequency and voltage

references for the whole DG system, while voltage and current loops enable the inverter system

to track the angular frequency and voltage references. Droop control [79] is typically used in

the power control loop, and it can describe the relationship between angular frequency, output

voltage magnitude and power output:

ωi = ωni −mPiPi (3.1)

v∗o,magi = v∗odi = Vni − nQiQi (3.2)

v∗oqi = 0 (3.3)

where ωi is the angular frequency of the ith DG; v∗odi and v
∗
oqi are the d-axis and q-axis compo-

nents of v∗o,magi, and v
∗
odi = v∗o,magi due to the fact that v∗o,magi often aligns itself on the d-axis;

Pi and Qi are the active power and reactive power; mPi and nQi are the frequency and voltage

droop coefficients, which are selected based on the active and reactive power ratings of each

DG [64]; ωni and Vni are references for primary control that are generated from the secondary

control.

The power elements Pi and Qi are obtained by instantaneous power calculation and low-pass

filter, which can be expressed as follows:

Pi =
ωci

s+ ωci

(vodiiodi + voqiioqi) (3.4)

Qi =
ωci

s+ ωci

(voqiiodi − vodiioqi) (3.5)

where vodi, voqi, iodi, ioqi are the d-axis and q-axis components of output voltage voi and output

current ioi. ωci is the cut-off frequency of low-pass filter.

To model all DG inverters synchronized in the common frequency frame with the rotating

frequency ωcom, δi is employed to represent the angular frequency difference of the ith DG unit

compared to the common reference frame:

δ̇i = ωi − ωcom (3.6)
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The dynamics of voltage and current control loops have been discussed in [7, 88, 93], and are

omitted here. By combining dynamic models of the three control loops and LCF, the large-signal

dynamic model of the ith DG over a MG system can be detailed as the following multi-input

multi-output (MIMO) nonlinear system:

ẋi = fi(xi) + gi(xi)ui + ki(xi)di (3.7)

where the state vector is

xi = [δi Pi Qi ϕdi ϕqi γdi γqi ildi ilqi vodi voqi iodi ioqi]
T

and system input ui = [ωi Vni]
T ; di = [ωcom vbdi vbqi]

T are the considered disturbance.

It should be noted that the dispatchable DGs considered in this chapter are controlled by

grid-forming inverters [98]. A class of grid-forming inverters with the droop control loop have

been widely adopted in the current secondary control scheme of MGs [92, 93, 99]. The DGs

that operate in maximum power tracking mode are normally controlled by grid-supporting or

grid-feeding inverters, and dispatched in different layers [66].

3.3 Extended State Observer Design for Secondary Volt-

age Control

In this section, to enhance the resilience and robustness of secondary voltage control of MG, an

extended state observer is designed to mitigate the influence of multiple sources of disturbance

on the control performance. As for a distributed control structure, each DG should consider

their control design from a local perspective. Hence, from a point view of each DG, the state

of the point of connection is seen as external signals hereafter in this section.
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3.3.1 Model Linearization of Nonlinear Systems

For the secondary voltage control of MG, the ith DG system model (3.7) can be described as

the following single-input single-output (SISO) system:


ẋi = fi(xi) + gi(xi)ui + ki(xi)di

= Fi(xi) + gi(xi)ui

yi = vodi = hi(xi)

(3.8)

where ui = Vni.

By applying feedback linearization method, the nonlinear system (3.8) can be transformed into:


ẏi,1 = v̇odi = yi,2

ẏi,2 = v̈odi = L2
Fi
hi(xi) + LgiLFi

hi(xi)ui

yi = yi,1 = vodi

(3.9)

and 

LFi
hi(xi) =

∂hi
∂xi

Fi(xi)

Lk
Fi
hi(xi) =

∂Lk−1
Fi

hi

∂xi

Fi(xi)

LgiL
k−1
Fi

hi(xi) =
∂Lk−1

Fi
hi

∂xi

gi(xi)

(3.10)

where LFi
hi(xi) represents the Lie derivative [100] of hi(xi) along Fi(xi).

Define zi = L2
Fi
hi(xi) + LgiLFi

hi(xi)ui, the system (3.9) can be expressed as a second-order

linear system:


ẏi,1 = yi,2

ẏi,2 = zi

yi = yi,1 = vodi

(3.11)

60



and the input of the nonlinear system (3.8) is

ui =
zi − L2

Fi
hi(xi)

LgiLFi
hi(xi)

(3.12)

3.3.2 Control-Oriented Model Formulation Considering System Dis-

turbances

Although the second-order linear system model (3.11) is simple and convenient for the design

of distributed secondary voltage control, it is difficult to obtain the accurate value of system

state yi,2 in (3.11) and the original system input ui in (3.12).

The state yi,2 = v̇odi is in the differential form and can not be directly obtained in the industrial

practice. Therefore, to avoid the differential operation, the state can be accessed by the equation

described in (3.7):

v̇odi = ωivoqi +
ildi − iodi
Cfi

(3.13)

To obtain the original input ui in (3.12), the two variables, L2
Fi
hi(xi) and LgiLFi

hi(xi), which

consist of numerous measurement variables, can be expressed as

L2
Fi
hi(xi) = (−ω2

i −
KPciKPvi + 1

CfiLfi

− 1

CfiLci

)vodi −
ωbKPci

Lfi

voqi +
Rci

CfiLci

iodi −
2ωi

Cfi

ioqi

− Rfi +KPci

CfiLfi

ildi +
2ωi − ωb

Cfi

ilqi −
KPciKPvinQi

CfiLfi

Qi +
KPciKIvi

CfiLfi

ϕdi +
KIci

CfiLfi

γdi +
1

CfiLci

vbdi

(3.14)

LgiLFi
hi(xi) =

KPciKPvi

CfiLfi

(3.15)

where ωb is the rated frequency of the MG; vbdi represents q-axis voltage at the connection

bus between DG and MG; ildi, ilqi denote the d-axis and q-axis currents of filter inductance;

KPvi, KIvi and KPci, KIci denote the proportional, integral gains of voltage and current control
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loops respectively; Rfi, Lfi, Cfi denote resistance, inductance and capacitance values of LCF;

Rci, Lci denote output resistance and inductance values.

From (3.13)-(3.15), it is clear that the intermediate variables v̇odi, L
2
Fi
hi(xi) and LgiLFi

hi(xi)

mainly consist of three different parts, measurable variables, immeasurable variables and param-

eters. To fully investigate the effects of the existing disturbances, we consider three correspond-

ing uncertain factors: measurement noise, exogenous disturbance and parameter perturbation.

For the secondary voltage control of MG, the influence of measurement noise cannot be ignored

as such noise can be amplified by inductance and capacitance values that are relatively small

(order of magnitude: 10−3 or 10−6). Exogenous disturbance from immeasurable variables and

parameter perturbation can bring deviation to L2
Fi
hi(xi) and LgiLFi

hi(xi), thus reducing system

controlling accuracy. Moreover, for those measurable variables such as voltages and currents

inside the inverters, if the intermediate variables by (3.13)-(3.15) are introduced in the control

system, a large number of measurement units need to be deployed for direct measurements.

Therefore, to overcome negative effects of the aforementioned disturbance, an extended state

observer is employed to observe accurate values of v̇odi, L
2
Fi
hi(xi) and LgiLFi

hi(xi).

The linearised model considering system disturbance for the ith DG (3.9) can be extended as:



ẏi,1 = yi,2

ẏi,2 = ξi + gi,0ui

ξ̇i = ψi

yi = yi,1 = vodi

(3.16)

where

gi = gi,0 +∆gi = LgiLFi
hi(xi) (3.17)

ξi = L2
Fi
hi(xi) + ∆giui (3.18)

[yi,1 yi,2]
T is the original state vector, while ξi is the extended state; gi,0 and ∆gi denote nominal

value and the deviation caused by parameter perturbation of gi respectively.
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Through introducing ξi, the effect of the uncertainty in gi is removed by using the constant

nominal value. More importantly, the extended state ξi represents the sum of DG inner control

loops’ dynamics and total uncertainties caused by exogenous disturbance, parameter pertur-

bation and the measurement noise. As a result, the problem of calculating the three variables

(3.13)-(3.15) is converted to obtain the values of ξi and yi,2, which can be directly obtained

as the state variables in the system (3.16) by filtering out the influence of zero-mean and

high-frequency measurement noise.

3.3.3 Multi-Disturbance Resilient Extended State Observer Design

Based on Kalman-Bucy Filter

The extended state system model (3.16) can be written in a matrix form:



 ẋv,i

ξ̇i

 =

 A E

0 0


 xv,i

ξi

+

 B

0

ui +
 0

ψi

+wi

yi =

[
C 0

] xv,i

ξi

+ νi

(3.19)

where xv,i = [vodi v̇odi]
T denotes original state vector in the second-order system; wi = [wx,i 0]

T

and νi respectively represent the process noise and the observation noise; the corresponding

constant matrices are

A =

 0 1

0 0

,B =

 0

gi,0

,C =

[
1 0

]
,E =

 0

1

.

To simplify the observer design, system (3.19) can be expressed as


ẋex,i =Aexxex,i +Bexui +Ψi +wi

yi =Cexxex,i + νi

(3.20)
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where

xex,i =

 xv,i

ξi

,Ψi =

 0

ψi

,Aex =

 A E

0 0

,Bex =

 B

0

,Cex =

[
C 0

]
.

Assumption 3.1: The process noise and the observation noise are energy limited:

E{wx,iw
T
x,i} ≤ Qx (3.21)

E{νiν
T
i } ≤ Rx (3.22)

where Qx > 0 and Rx > 0; Qx and Rx are upper bounded.

Assumption 3.2: The unknown dynamics are upper bounded: E{ψiψ
T
i } ≤ Qξ and Qξ > 0.

To design multi-disturbance resilient observer based on the model (3.20), a novel observer,

combining extended stated observer with Kalman-Bucy filter, can be fomulated as follows:


ˆ̇xex,i =Aexx̂ex,i +Bexui +Ki(yi −Cexxex,i)

Ṗi =AexPi + PiA
T
ex −KiCexPi +Qi

Ki =PiC
T
exR

−1
i

(3.23)

where

Qi =

 Qx 0

0 Qξ

,Ri = Rx

It is noted that the estimation error of the initial state is bounded, and the initial parameter Pi,0

is selected by satisfying E{(xex,i − x̂ex,i)(xex,i − x̂ex,i)
T} ≤ Pi,0, Furthermore, the conditions in

Assumption 3.1 and Assumption 3.2 can be met due to the limited power of the systems in

practice [101]. Thus, parameters Qi,Ri can be selected accordingly, supported by the simple

dynamics of the extended system (3.19).
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3.4 Distributed Robust Fast Terminal Sliding Mode Sec-

ondary Voltage Control

In this section, a distributed fast terminal sliding mode (FTSM) control strategy is introduced

to select the appropriate voltage control input Vni to guarantee the voltage magnitude of DGs

following the voltage reference vref , vo,magi = vodi → vref . The proposed FTSM control strat-

egy can address the consensus tracking problem of linear second-order system (3.11) with the

reference vref . Then, to realize the trade-off between voltage regulation and accurate reactive

power sharing, the extension of the proposed FTSM control strategy is also provided.

3.4.1 Voltage Regulation

The corresponding reference with regard to the second-order system (3.11) is


y0 =vref

ẏ0 =0

(3.24)

which is commonly accessible to one DG node, thus the tracking errors of local neighborhood

state for the ith DG node can be denoted as
ei,1 =

∑
j∈Ni

aij(yi,1 − yj,1) + bi(yi,1 − y0)

ei,2 =
∑
j∈Ni

aij(yi,2 − yj,2) + biyi,2

(3.25)

To solve the above tracking control problem, the following FTSM surface is designed

si = ei,2 + ce
m/n
i,1 + de

p/q
i,1 (3.26)

where c, d > 0, and m,n, p, q are positive odd integers satisfying m > n, p < q. The nonlinear

terminal attractors e
m/n
i,1 and e

p/q
i,1 are applied to improve the convergence rate. More especially,
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the term e
p/q
i,1 can improve the convergence rate when the system is close to the equilibrium [102].

To solve the sliding mode surface (3.26), nonlinear function sig(x)a = sgn(x) |x|a with signum

sgn(x) [103] is employed to design the control law for the system (3.11) as follows:

zi =

(∑
j∈Ni

aij + bi

)−1 [∑
j∈Ni

aijzj − αsig(si)2 − βsgn(si)−
(
c
m

n
e
m/n−1
i,1 + d

p

q
e
p/q−1
i,1

)
ei,2

]
(3.27)

where α, β > 0.

Using the control law (3.27) under the sliding model surface (3.26), the distributed secondary

voltage regulation problem can be solved with the stability guaranteed.

Proof. To verify the system stability under the control law (3.27), consider the following Lya-

punov candidate function:

V =
1

2

N∑
i=1

s2i (3.28)

and the time derivative of V can be obtained as

V̇ =
N∑
i=1

siṡi =
N∑
i=1

si

[
ėi,2 +

(
c
m

n
e
m/n−1
i,1 + d

p

q
e
p/q−1
i,1

)
ei,2

]

=
N∑
i=1

si
(
−αsig(si)2 − βsgn(si)

)
= −α

N∑
i=1

(
s2i
) 3

2 − β
N∑
i=1

(
s2i
) 1

2

(3.29)

Based on Lemma 3.3 and Lemma 3.4 in [99], we obtain

V̇ ≤ −αN− 1
2

(
N∑
i=1

s2i

) 3
2

− β

(
N∑
i=1

s2i

) 1
2

≤ −αN− 1
2 (2V )

3
2 − β (2V )

1
2 (3.30)

Since V > 0, V̇ < 0, following Lemma 4.1 in [99], the convergence of (3.28) towards 0 is

guaranteed. Thus, s = 0 will be maintained under the control law (3.27).

After the sliding mode surface has been reached, the dynamics of tracking errors ei,1 can be
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described by

si = ėi,1 + ce
m/n
i,1 + de

p/q
i,1 = 0 =⇒ ėi,1 = −cem/n

i,1 − de
p/q
i,1

(3.31)

Based on the stability proof of system (3.31) in [102], the stability of the designed FTSM

secondary voltage control is proved.

3.4.2 Trade-off between Voltage Regulation and Reactive Power

Sharing

The exact voltage restoration and accurate reactive power sharing cannot be achieved simulta-

neously due to the line impedance effect [92], except for a perfectly symmetric configuration [7].

However, the exact voltage regulation and accurate reactive power sharing could compromise

with each other based on the practical circumstances. For the cases that sensitive loads require

operation at the nominal voltage or the overloading of DGs is not the primary concern, voltage

regulation should be prioritised [7, 41, 88, 92, 93]. However, if the concerned system has low

ratings of DGs, small electrical distances between DGs or limited capacitive compensation, the

reactive power sharing needs to be maintained to prevent overloading [65, 104–106]. Thus, in

this subsection, the extension of the proposed secondary control scheme is provided for the case

that a trade-off between voltage regulation and accurate reactive power sharing needs to be

achieved.

The FTSM surface (3.26) and the control law (3.27) can be respectively modified as

si =ei,2 + ce
m/n
i,1 + de

p/q
i,1 + cqe

m1/n1
qi + dqe

p1/q1
qi

eqi =
∑
j∈Ni

aij(nQiQi − nQjQj)
(3.32)

67



zi =

(∑
j∈Ni

aij + bi

)−1 [∑
j∈Ni

aijzj − αsig(si)2 − βsgn(si)−
(
c
m

n
e
m/n−1
i,1 + d

p

q
e
p/q−1
i,1

)
ei,2

]
(3.33)

where cq, dq > 0, and m1, n1, p1, q1 are positive odd integers satisfying m1 > n1, p1 < q1

similarly.

To express the control trade-off, the Laplacian matrix of the distributed system is redefined as

LV and LQ:


LV = LV + BV

[ei,1]N×1 = LV [yi,1]N×1 + BV [yi,1 − y0]N×1

[ei,2]N×1 = LV [yi,2]N×1 + BV [yi,2]N×1

(3.34)

[eqi]N×1 = LQ [nQiQi]N×1 (3.35)

where [∗]N×1 denotes the column vector composed of states of all DG units. If LV ̸= 0,LQ = 0,

the control system is the same as that only emphasizes voltage regulation. If LV = 0,LQ ̸=

0, the control system is the same as that only emphasizes accurate reactive power sharing.

However, LV = 0 could lead to poor voltage regulation. Let LV = 0,LQ ̸= 0,BV ̸= 0,

the accurate reactive power sharing is guaranteed, while the voltages are regulated all around

the reference. Regarding this trade-off, how to select an optimal BV would be an interesting

problem, and we will consider this by an optimization algorithm in the future work.

3.5 Controller Implementation for MGs

The diagram of the proposed ESKBF-based distributed robust voltage control of MGs is de-

tailed in Figure 3.2. The ESKBF only requires the local voltage information to observe the

corresponding information related to the inverter’s dynamics. Once the observed informa-

tion against disturbance and uncertainties is obtained and transmitted to its neighbors, the

nominal control input Vni can be updated to respond to system operation changes through
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Figure 3.2: Block diagram of the proposed distributed robust FTSM voltage control.

the FTSM-based secondary voltage control law accordingly. Similarly, if the reactive power

sharing is considered, the control implementation should also be modified as that analyzed in

Section 3.4.2.

3.6 Simulation and Experimental Results

In this section, to verify the effectiveness of the proposed ESKBF-based distributed FTSM

secondary voltage control method, both simulation and experimental studies are developed.

More specifically, the proposed control scheme is firstly tested on a 4-DG islanded MG. Then,

the scalability and practical performance of the proposed method are evaluated by a modified

IEEE 37 bus system and an experimental MG testbed respectively.
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The 4-DG islanded MG, as shown in Figure 3.3, is developed in the MATLAB/Simulink and

parameters are detailed in Table 3.1. In this 4-bus MG system, the following simulation scenario

is designed to evaluate the performance of the proposed voltage control strategy:

Figure 3.3: Diagram of a 4-bus MG.

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

(b)

300

310

320

V
m

a
g
(V

)

DG1 DG2 DG3 DG4

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

(c)

290

300

310

320

V
m

a
g
(V

)

DG1 DG2 DG3 DG4

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

(a)

290

300

310

320

V
m

a
g
(V

)

DG1 DG2 DG3 DG4

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

(d)

Time(sec)

0

5

10

15

Q
 (

k
V

a
r)

DG1 DG2 DG3 DG4

Figure 3.4: General performance evaluation of ESKBF-based distributed voltage control: (a)
noise-free environment without observer, (b) noise-containing environment without observer, (c)
noise-containing environment with ESKBF, (d) reactive power output in the noise-containing
environment with ESKBF.
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Table 3.1: Parameters of the Tested 4-bus MG System for ESKBF-Based Distributed FTSM
Control Simulation [7]

DG1 DG2 DG3 & DG4

DG power ratings 40kW, 30kVar 27kW, 20kVar 20kW, 15kVar

DGs

mP 6.28× 10−5 9.42× 10−5 12.56× 10−5

nQ 0.5× 10−3 0.75× 10−3 1× 10−3

Rf 0.1 Ω 0.1 Ω 0.1 Ω

Lf 1.35 mH 1.35 mH 1.35 mH

Cf 47µF 47µF 47 µF

Rc 0.02 Ω 0.02 Ω 0.02 Ω

Lc 2 mH 2 mH 2 mH

KPv 0.05 0.05 0.1

KIv 390 390 420

KPc 10.5 10.5 15

KIc 1.6× 104 1.6× 104 2× 104

Lines

Line1 R = 0.23 Ω, L = 318 µH

Line2 R = 0.35 Ω, L = 1847 µH

Line3 R = 0.23 Ω, L = 318 µH

RL Loads

Load1 R = 4 Ω, L = 9.6 mH

Load2 R = 8 Ω, L = 12.8 mH

Load3 R = 6 Ω, L = 12.8 mH

Load4 R = 12 Ω, L = 25.6 mH

Control Parameters

c = 600,m = 13, n = 11

d = 100, p = 3, q = 5

α = 100, β = 400, vref = 311 V

1. t = 0.0 s: simulation initialization period, when only the primary controller is applied

with constant control input Vni = 311V, and Load2 is not connected into the MG.

2. t = 1.0 s: the proposed ESKBF-based distributed robust FTSM secondary voltage control

is activated;

3. t = 1.5 s: Load2 is connected into the MG (100% increment of the load);
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Figure 3.5: ESKBF-based observer performance evaluation: (a) vodi, (b) v̇odi, (c) L
2
Fi
hi(xi).

4. t = 2.0 s: Load3 is decreased (50% decrement of the load);

5. t = 2.5 s: DG4 is disconnected (plugged out);

6. t = 3.5 s: DG4 is re-connected (plugged in).

3.6.1 General Performance Analysis

To demonstrate the negative effects of ignoring measurement noise when designing the con-

troller, we simulate the MG system operation with the controller designed without considering

the measurement noise in both noise-free and noise-containing environments. In the noise-

containing environment, the additive measurement noise with σ2 = 0.01 is added throughout

the simulation. In the case without noise, the controller accurately regulates the system volt-

age according to the reference (Figure 3.4(a)). However, as demonstrated in Figure 3.4(b),

although the noise amplitude is very small, the voltage control performance is significantly

degraded, which is mainly driven by amplification effect of the linearised model.

In the same noise-containing environment, simulation results of the proposed ESKBF-based
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distributed robust FTSM voltage control are detailed in Figure 3.4(c), and the corresponding

reactive power output is shown in Figure 3.4(d). At the initial phase, the secondary control

is not activated, causing a static voltage deviation. Once the proposed secondary control is

applied at t = 1 s, the voltage is restored to its reference. Then, at t = 1.5 s and t = 2 s, the

control system rapidly responds to the change of load, and the voltage is accurately regulated

to the reference. When DG4 is plugged out and in at t = 2.5 s and t = 3.5 s respectively, the

voltage restoration can be guaranteed as well. Although some transient still occurs when DG4

is re-connected, the voltage can be rapidly regulated to the reference.

By employing the proposed ESKBF, the negative effects of the disturbance can be eliminated,

as shown in Figure 3.5. More specifically, the impact of ESKBF-based observer is emphasized

by the comparisons among true values, ESKBF observed values and disturbance contaminated

values that are obtained from indirect measurement. If the MG voltage controller operates

without ESKBF, the control performance will degrade as Figure 3.4(b), where the voltage

fluctuation is undesired and unacceptable.

3.6.2 Robustness against Different Disturbance Scenarios

To illustrate the robustness of the proposed control method against uncertainties, different

levels of measurement noise, σ2 = 0.01, σ2 = 0.1, σ2 = 1 are employed in the system. For the

sake of simplification, only ESKBF-based observation performance of DG1 is selected, and the

corresponding comparisons are shown in Figure 3.6. Although the noise variance is varying, the

ESKBF remains effective to filter out the additive noise. Moreover, as shown in Figure 3.7(d),

the proposed ESKBF-based observer enables the voltages being accurately regulated in all

cases, demonstrating the robustness of proposed control strategies against unknown level of

bounded noise. If ESKBF-based observer is not activated in the secondary voltage controller,

the voltages will degrade as Figure 3.7(a), (b), (c) respectively.

73



1 2 3 4 5
300

310

320

V
o

d
(V

)

Disturbance Contaminated Values True Values ESKBF

1 2 3 4 5
300

310

320

1 2 3 4 5
290

300

310

320

1 2 3 4 5
-5

0

5

d
(V

o
d

)/
d

t

10
4

1 2 3 4 5

-1

0

1

10
5

1 2 3 4 5
-5

0

5
10

5

1 2 3 4 5

Time(sec)

(a)

-7.8

-7.6

-7.4

L
F2

10
9

1 2 3 4 5

Time(sec)

(b)

-7.8

-7.6

-7.4

10
9

1 2 3 4 5

Time(sec)

(c)

-8

-7.5

-7
10

9
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3.6.3 Control Performance of Distributed FTSM Secondary Voltage

Control

To show the faster convergence of the proposed distributed FTSM secondary voltage control, we

compared it with the existing MG distributed finite-time control law [92]. Take DG1’s control

performance as an example, the comparison is detailed in Figure 3.8, where both consensus

convergence rate and undesired control dynamics are improved by employing the proposed

secondary voltage control method, although there may be a slight overshoot when system

operation conditions change. It is also worth noting that during plug-in operation at 3.5s, the

control performance achieves the most significant improvement, demonstrating the merit of the

proposed control framework in supporting plug-and-play operation.

3.6.4 Trade-off between Voltage Regulation and Reactive Power

Sharing

To show the conflict between voltage regulation and accurate reactive power sharing and to

demonstrate the effectiveness of the proposed control framework under alternative control ob-

jectives, this subsection compares the performance in the noise-containing environment (load
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Figure 3.9: Voltage regulation and reactive power sharing: (a) voltage regulation without
reactive power sharing, (b) accurate reactive power sharing with tight voltage regulation around
reference value.

change at 2 s and 3 s; plug-and-play at 4 s and 5 s) under the control laws that emphasize either

voltage regulation or reactive power sharing. Compared to Figure 3.9(a) that only guarantees

exact voltage regulation without considering reactive power sharing, the results in Figure 3.9(b)

demonstrate the feasibility to achieve the accurate reactive power sharing with tight voltage

regulation around reference value.

3.6.5 Scalability Test

The scalability of the proposed control method is investigated in the modified IEEE 37 bus

system [107], as shown in Figure 3.10. Before t = 1.5 s, the 37-node MG system operates in

the islanded model with the total loads of 122.10 kW and 70.35 kVar, and DGs are controlled

under the primary control only. After t = 1.5 s, the proposed secondary voltage control is

activated. The loads of 15.75 kW and 7.88 kVar are increased and decreased on node 2 at t = 3

s and t = 4.5 s respectively, and DG4 is disconnected and re-connected at t = 6 s and t = 7.5

s respectively.
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Figure 3.10: Diagram of the modified IEEE 37-bus system.
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Figure 3.11: Scalability evaluation: (a) voltage magnitude, (b) reactive power output.

As shown in Figure 3.11, by applying the proposed secondary voltage control method, the

output voltages of DGs can be regulated to the reference when load change and plug-and-play

occur. Moreover, the performance of ESKBF is similar to that in the 4-bus MG system, so for

the sake of simplification, only the observation performance of DG1 is shown in Figure 3.12.
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Figure 3.13: Experimental testbed of the MG with three inverters.

3.6.6 Experimental Verification

To validate the effectiveness of the proposed control method in a practical scenario, an exper-

imental MG testbed, as shown in Figure 3.13 with three inverters has been developed to test

the control performance. The topology of the MG testbed is shown in Figure 3.14, and the

parameters of the inverter are the same as the Table I in [108] (vref = 381 V).

Two experimental cases are designed, including load change and plug-and-play capability test.

The control performance is detailed as in Figure 3.15 when load change occurs. Throughout

the whole experiment, the active power load (Load3) connected at DG3 is 3 kW. DG2 and
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Figure 3.14: Topology of the experimental testbed.
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Figure 3.15: Voltage control performance in the experimental scenario with load change.

DG3 are switched in and started up during the periods 8.5 − 10 s and 14 − 16 s respectively.

A capacitance (50 µF ) is connected to the grid at t = 24 s, driving the increase of the output

voltages of DG2 and DG3 due to the capacitive reactive power output. The voltages of two DGs

are regulated to the reference when the proposed secondary control is activated at t = 28.5 s.

At t = 36 s, the capacitance is disconnected from the MG, and the voltages are restored as well.

The performance of ESKBF during this experiment is detailed in Figure 3.16, demonstrating

its fast convergence tracking property.

The voltage control performance of the plug-and-play capability test is shown in Figure 3.18,

and the corresponding ESKBF-based observer performs as in Figure 3.17. Three DGs are

switched in and started up during the periods 16− 18 s, 20− 22 s and 26− 27.5 s respectively.

The proposed secondary control is activated at t = 32.5 s, when the voltages of three DGs
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Figure 3.16: ESKBF performance in the experimental scenario with load change.
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Figure 3.17: ESKBF performance of plug-and-play capability test in the experimental scenario.

start to synchronized to the reference. The DG1 is disconnected at t = 42 s, after a very short

transient, the voltages are correctly restored. The re-connection of DG1 occurs from t = 61 s to

t = 64.5 s, including the re-connection of LCF and the re-activation of DG1 inner control loops.

The corresponding voltage restoration illustrates the effectiveness of the proposed secondary
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Figure 3.18: Voltage control performance of plug-and-play capability test in the experimental
scenario.

voltage control when the plug-in process occurs.

3.7 Conclusion

This chapter proposes a distributed secondary voltage control method for the resilient operation

of an islanded microgrid, where each inverter-based DG is modeled as an agent and the MG is

seen as a multi-agent system by using the sparse communication network. Firstly, a Kalman-

Bucy filter based extended state observer is designed to overcome the disturbance caused by

three different sources, namely measurement noise, parameter perturbation and immeasurable

variables. The ESKBF locally observes the control variables that are related to MG secondary

voltage control. Then, based on the locally observed states of the DGs and distributed commu-

nication network, the proposed FTSM control employs nonlinear terminal attractors to enhance

the consensus convergence rate of the system. Finally, the effectiveness of the proposed control

method is illustrated by simulation and experimental studies.
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Chapter 4

Event-Triggered Distributed MPC for

Resilient Voltage Control of An

Islanded microgrid

4.1 Introduction

A microgrid (MG) is a single controllable entity with interconnected loads and distributed

energy resources [33,74,75]. Combining these physical plants with indispensable measurement

and control loops, MG has been investigated as a typical cyber-physical system (CPS) [109]. A

MG can connect and disconnect from the grid to operate in either grid-connected or islanded

mode [75,110]. When in the islanded mode, MG control architecture can be divided into three

parts: primary control, secondary control and tertiary control [64, 111]. The primary control

is implemented locally, whereas the secondary and tertiary control coordinate the controllable

distributed generators (DGs) in the MG to achieve respective control objectives: commonly the

objective of the secondary control is to regulate the voltage/frequency to its references and to

guarantee the accurate power sharing, while the objective of the tertiary control is to achieve

the economic dispatch [33,80,111].
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This chapter focuses on the secondary control of the MGs. Initial research on this topic investi-

gates the centralized control strategies [82], where DGs receive control commands from a centre

controller. However, due to the fact that the centralized control structure suffers communication

delays and requires extensive communication and computation infrastructure, the distributed

control strategies, which allow each DG to communicate only with neighbouring DGs, have

received increasing attention [85, 86]. In particular, distributed control strategies such as lin-

ear feedback control [88, 105, 112], finite-time control [93, 113], fixed-time control [114], have

been applied to improve the secondary control in the MG with sparse communication network.

Model predictive control (MPC) [115] has been recently introduced to distributed MG voltage

control and demonstrated its superior performance. However, MPC algorithm exacerbates the

burden on the online computation and real-time communication due to its prediction mecha-

nism. Most of existing distributed secondary control methods of the MG [7,43,93,114] are still

designed and implemented in a time-triggered fashion, where the measuring and the controlling

are conducted periodically. The time-triggered control could lead to inefficient utilization of

computation and communication resources as many data transmissions and calculations are

not actually essential to guarantee the control performance.

In this context, the event-triggered control has been proposed for distributed model predictive

control (DMPC) to achieve a better trade-off between the control performance and communi-

cation and computation burden [116–118]. The event-triggered mechanism can ease the burden

on the communication and even keep resilient against reduced communication resources caused

by cyber contingency. So far, several event-triggered secondary control methods have been

developed in the MG system with droop-based DGs. However, several problems still remain:

(i) the triggering conditions for simultaneously reducing computation and communication have

not been fully considered; (ii) the resilience brought by the prediction mechanism of the DMPC

to the possible cyber events has not been fully discussed; (iii) the existing event-triggered MG

control methods [105, 119] are designed with the assumption that the system state informa-

tion are fully available, which may not be the case for certain system configuration or requires

continuously running of an observer.

To mitigate the aforementioned problems, a distributed resilient voltage control of an islanded
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MG is designed based on an event-triggered DMPC and an adaptive non-asymptotic observer.

The main contributions of this chapter are as follows:

(i) A novel distributed event-triggered DMPC framework is proposed to restore the voltage for

islanded MGs in the secondary control level, which is resilient to the random packet loss and

communication failure. The prediction model of the DMPC also can compensate the effect of

communication failure to enhance the system resilience by the update principle of the prediction

sequence. In addition, two event triggering conditions which can be easily embedded into the

DMPC are designed respectively to reduce computation and communication burden in the

cyber layer.

(ii) An adaptive non-asymptotic observer is designed to facilitate a cost-effective output-based

control framework, which, unlike the Luenberger-like observer [67, 96], can operate in an in-

termittent way due to its deadbeat convergence property; Moreover, the integrated control

framework that coordinates the proposed DMPC voltage regulator and the non-asymptotic

observer is designed from a timing sequence perspective.

The remainder of this chapter is organized as follows. Section 4.2 is concerned with the cyber-

physical modelling of the islanded MG and the corresponding problem formulation. In Sec-

tion 4.3, the DMPC with specific event-triggered mechanism and the adaptive non-asymptotic

observer are detailed. The corresponding simulation cases are provided in Section 4.4, and the

conclusions are collected in Section 4.5.

Primary notations and definitions are given as follows. The set of real numbers is denoted by R.

For any vector x, ∥x∥ denotes the Euclidean norm and ∥x∥Q =
√

xTQx stands for Q-weighted

norm, where Q is a matrix with appropriate dimension. The notation Q > 0 denotes that Q

is a positive definite matrix. For any set N , |N | denotes the number of elements in N . For

any nth order differentiable y(t), y(n)(t) denotes the nth order differential value. The notation

1n ∈ Rn denotes a column vector with all elements being ones, i.e., 1n = [1, 1, · · · , 1]T . The

notation In denotes the nth order identity matrix.
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Figure 4.1: Distributed control structure of a cyber-physical coupling MG.

4.2 Problem Formulation

In this section, the model for designing distributed control method of an islanded microgrid is

detailed from a cyber-physical coupling system perspective. The physical system contains the

electrical topology of the MG and its local controllers, while the cyber layer of the MG can be

modelled as a graph with edges being interconnecting communications, as shown in Figure 4.1.

4.2.1 Physical System

The MG physically contains multiple DGs that are interconnected through the electrical net-

work. If there is a line between DG i and DG j with the impedance Zij = Rij + jXij, due to

the inductive impedance [105,106], the output active power and reactive power of DG i can be
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expressed as follows:

Pi = PiL +

Ni∑
j=1

ViVj
Xij

sin (θi − θj) (4.1)

Qi = QiL +

Ni∑
j=1

[
V 2
i

Xij

− ViVj
Xij

cos (θi − θj)
]

(4.2)

where PiL and QiL are active and reactive power of the load at bus i; and Vi and θi are the bus

voltage and the angle at bus i. In practice, the electrical network connecting DG i and DG j is

usually more complicated. However, it is reasonable to model each single MG system by using

approximate modelling approaches, where the line impedance is modelled as the equivalent

impedance of the network [120,121].

Due to the fact that the phase difference (θi − θj) is small [65], sin (θi − θj) ≈ (θi − θj) and

cos (θi − θj) ≈ 1, which means the active and reactive power can be controlled by the difference

of phase angle and voltage magnitude respectively. Thus, the conventional droop control can

be obtained:

ωi = ωni −mPiPi (4.3)

Vi = v∗odi = Vni − nQiQi (4.4)

where ωi, Vi are the angular frequency and the voltage magnitude provided for the inner control

loops. mPi, nQi are droop coefficients and are selected based on the active and reactive power

ratings of each DG [64]. ωni, Vni are the nominal references of the primary control, which can

be generated from the secondary control. It should be noted that each DG is controlled under

itself d-q (direct-quadrature) axis, which guarantees the voltage magnitude Vi is equivalent

to the d-axis voltage vodi, which means v∗oqi = 0. Through the droop control principle, each

inverter is controlled with its rotating angular reference. To model the MG in a uniform frame,

a specifically chosen DG is considered as the common reference ωcom, and the angular frequency
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Figure 4.2: Block diagram of the primary control loops in the inverter-based DG.

difference of the ith DG can be denoted by δi:

δ̇i = ωi − ωcom (4.5)

Combining detailed models in the DG control loops as shown in Figure 4.2 (including models of

inner loops detailed in [7,88,93]), the large-signal dynamic model of the ith DG can be detailed

as the following multi-input multi-output (MIMO) nonlinear system:

ẋi = fi(xi) + gi(xi)ui + ki(xi)di(xj) (4.6)

with the state vector

xi = [δi Pi Qi ϕdi ϕqi γdi γqi ildi ilqi vodi voqi iodi ioqi]
T ,

where the system input is denoted by ui = [ωni Vni]
T with ωni and Vni the input variables for

frequency control and voltage control, respectively. di(xj) = [ωcom vbdi vbqi]
T represents the

interconnection with other DGs, modelled as a disturbance in a single DG system, and vbdi, vbqi

denote the d-q-axis voltages at the connection bus in Figure 4.2, which reflects the external

disturbance acting on DG i.
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4.2.2 Cyber System

To realize the implementation of the secondary controllers, we assume each DG is equipped

with a transceiver for information exchange among sparsely distributed DGs. Thus, as depicted

in Figure 4.1, the communication network in the multi-DG MG can be modelled as a weighted

graph Gc = {Vc, Ec}, where Vc = {v1, v2, . . . , vN} is a set of nodes, Ec ⊆ Vc × Vc is a set

of edges, and N is the number of controllable DG nodes. An edge (vj, vi) means that the

ith node can receive information from the jth node and vj is a neighbour of vi. The set of

neighbours of node i is described by Ni = {j : (vj, vi) ∈ Ec. The corresponding adjacency

matrix A = [aij] ∈ RN×N is denoted by aii = 0; aij > 0 if (vj, vi) ∈ Ec, otherwise cij = 0. For

the graph representing a MG, there exists a virtual leader (reference node), whose adjacency

matrix is denoted by B = diag{bi} ∈ Rm×m, and the Laplacian matrix L = D −A+ B, where

D = diag{
∑

j∈Ni
aij} [7, 84].

The objective of the secondary voltage control designed in the cyber system is to regulate the

output voltage magnitude Vi of each DG to a unified reference vref through a leader-following

scheme, in the sense that vref,1 = vref and vref,i = Vi−1,∀i > 1. In other words, each DG

tracks its neighbours’ voltage to achieve the reference tracking. In the cyber layer design, it

is meaningful and desirable to limit the computation and communication, especially with the

wireless embedded control systems [116]. From this point of view, this chapter proposes an

event-triggered control framework, where, as opposed to the conventional control with contin-

uous (or periodic) observation and control of the system, control tasks are executed only when

certain conditions are met in order to minimise the computation and communication costs.

4.3 Linear DMPC Based Resilient Voltage Control Al-

gorithm Design

The proposed control scheme, as shown in Figure 4.3, is mainly consisted of three parts: dis-

tributed model predictive control (DMPC) based voltage regulator, event triggering mechanism
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Figure 4.3: Scheme of the DMPC based noise-resilient voltage control.

design and adaptive non-asymptotic observer. The voltage regulator is designed based on the

DMPC framework, where the event-triggered mechanism can be easily embedded to alleviate

the computation burden. In addition, the information exchange among DGs is also governed

by the event-triggered scheme in order to reduce communication cost. Finally, to reduce sen-

sor cost, an adaptive non-asymptotic observer is utilized for the reconstruction of internal and

output signals. Owing to its fast convergence property, the observer can be operated in an

intermittent way, and consequently, it can be integrated into the overall event-triggered control

framework.

4.3.1 DMPC-Based Voltage Restoration

The system model (4.6) is a MIMO nonlinear system, but when voltage control is considered,

instead of using such a sophisticated model, feedback linearization [88] is utilized to simplify

the model into a linearized form:
ẏi,1 = v̇odi = yi,2

ẏi,2 = v̈odi = fi(xi) + giui

yi,o = yi,1 = vodi

(4.7)
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fi(xi) = L2
Fi
hi(xi), gi = LgiLFi

hi(xi)

where fi(xi) represents the system non-linearity.

Let us define an auxiliary control variable ξi = fi(xi) + giui, then ui = (gi)
−1(ξi − fi(xi)) and

the dynamic system (4.7) can be rewritten as


ẏi = Ayi +Bξi

yi,o = Cyi

(4.8)

yi =

 yi,1

yi,2

 ,A =

 0 1

0 0

 ,B =

 0

1

 ,C =

[
1 0

]

The distributed voltage regulation problem is to find appropriate input ξi to achieve yi,o −→

vref,i. To implement DMPC, the discrete-time model of (4.8) is obtained through Euler dis-

cretization: 
yi(k + 1) = Azyi(k) +Bzξi(k)

yi,o(k) = Czyi(k)

(4.9)

where Az = I + ATs,Bz = BTs,Cz = C and Ts denotes the sampling time interval. How-

ever, after feedback linearization, the dynamics of the discretized system and the real system

inevitably differ. An increase in sampling rate will increase the model accuracy whereas compu-

tational efficiency degrades. To balance the model accuracy and the computational complexity,

we design a two-time-scale DMPC model where two time intervals Ts, T
mpc
s are defined. Ts

denotes the discretization time interval, while Tmpc
s denotes the sampling time interval of the

DMPC algorithm, and Tmpc
s = rTs, r ∈ Z+. Define h = 1, 2, · · · , H as the prediction time steps

of the DMPC, the full model-based prediction at the time-step k (tk+1−tk = Tmpc
s ) is expressed
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
yi,o(k + 1|k)
yi,o(k + 2|k)
· · ·

yi,o(k +Hr|k)

 =


CzAz

CzA
2
z

· · ·
CzA

Hr
z

yi(k)

+


CzBz

CzAzBz CzBz
...

...
. . .

CzA
Hr−1
z Bz CzA

Hr−2
z Bz · · · CzBz




ξi(k|k)
ξi(k + 1|k)
· · ·

ξi(k +Hr − 1|k)


(4.11)

Yi,o(k) =


yi,o(k + r|k)
yi,o(k + 2r|k)

· · ·
yi,o(k +Hr|k)

 =
(
IH ⊗

[
01×(r−1) 1

]) 
yi,o(k + 1|k)
yi,o(k + 2|k)
· · ·

yi,o(k +Hr|k)



=
(
IH ⊗

[
01×(r−1) 1

]) 
CzAz

CzA
2
z

· · ·
CzA

Hr
z

yi(k)

+
(
IH ⊗

[
01×(r−1) 1

])


CzBz

CzAzBz CzBz
...

...
. . .

CzA
Hr−1
z Bz CzA

Hr−2
z Bz · · · CzBz

 (IH ⊗ 1r)


ξi(k|k)

ξi(k + 1|k)
· · ·

ξi(k +H − 1|k)


= Fiyi(k) +GiΞi(k)

(4.12)

as

yi,o(k + hd|k) = CzA
hd
z yi(k) +

hd−1∑
i=0

CzA
hd−i−1
z Bzξi(k + i|k), hd = 1, 2, · · · , Hr (4.10)

where hd denotes the detailed prediction time steps with length Hr for the discretization model,

and the model (4.10) also can be expressed in a matrix form (4.11).

However, only the prediction at each DMPC time step k = r, 2r, . . . is required, and therefore

the order of the model-based prediction can be reduced and expressed as (4.12), where Yi,o ∈

RH×1,Fi ∈ RH×2,Gi ∈ RH×H and Ξi ∈ RH×1, and more specifically

[ξi(k|k) ξi(k + 1|k) · · · ξi(k +Hr − 1|k)]T = (IH ⊗ 1r)Ξi(k) (4.13)
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This guarantees the dimension of prediction model (4.12) does not increase, although the full

prediction model (4.11) is applied to ensure the prediction accuracy of discretization model.

In other words, the prediction sequence Yi,o(k) can be obtained directly from (4.12) instead of

(4.11), and this can save the computation for both prediction and optimization. Due to the

fact that the proposed DMPC tracking voltage reference by eliminating the difference between

local and neighbouring DGs’ voltage magnitudes, the objective function is designed as follows:

min
Ξi(k)

Ji(yi(k),Ξi(k)) =

∥∥∥∥∥ 1

|Ni|
∑
j∈Ni

Yi,o(k)− Yj,o(k)

∥∥∥∥∥
2

Q

+ ∥Ξi(k)∥2R (4.14)

where |Ni| denotes the neighbour number of the ith DG; the weighting matrix Q > 0,R > 0

are designed to balance the tracking performance and the control effort. It is noteworthy that

when solving the optimization problem, the output of the virtual leader (reference node) is a

constant vector Y0,o(k) = 1Hvref . The synchronization of the voltage signals represents the

main target of the application addressed in this chapter. For this reason, the weighting factors

Q,R are selected to emphasize the former term in (4.14).

Finally, the DMPC framework is completed by the following constraint

0.97p.u. ≤ Vi ≤ 1.03p.u. (4.15)

which restricts the voltage tracking error to 3% so as to enable fast restoration of the voltage

to the acceptable range. This constraint can maintain the control performance especially under

an exceptional circumstance (e.g., a huge voltage drop or an overvoltage). According to IEEE

standard 1547, it is not necessary for the power system to strictly fulfil the constraint (4.15)

during the operation. However, the tracking error is not permitted to exceed the 3% limit for

more than T̄ = 0.166s. In order to meet this requirement, the two sampling interval Ts and

Tmpc
s calibrated, such that Tmpc

s is reasonably smaller than T̄ to ensure smooth operation of

the system. The optimization problem (4.14) is solved recursively at each time step k subject

to (4.15), and the first control input ξi(k|k) of the optimal control sequence Ξi(k) is applied at

the ith DG.
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Figure 4.4: Event-triggered DMPC scheme.

4.3.2 Event Triggering Condition Design

Traditionally, the DMPC-based voltage regulation algorithm relies on the iterative finite-horizon

optimization and information exchange among DGs at each time step k, which heavily increase

the computation and communication burdens. In this connection, an event-triggered scheme is

designed and integrated into the DMPC framework to effectively save computation and com-

munication power without sacrificing control performance. The overall scheme of a single DG

is shown in Figure 4.4. To better demonstrate the event triggering mechanisms, two sets of

samples, are defined: O = {k|Φ(k)} collects the time steps when the DMPC optimization is

triggered, where Φ(k) and Ψ(k) denote the event-trigger rules for optimization and communi-

cation, respectively. The design of these rules is introduced next.

The event-trigger conditions for the DMPC optimization is discussed at first. With the aim of

reducing the number of optimization iterations, the DMPC can be made active only when the

control performance is not satisfactory. Considering the DMPC is triggered at kmth step (km ∈

O), then for any k > km the DMPC is disabled unless 1) the prediction of the system behaviour

based on the previously calculated control is not reliable any more, or 2) the maximum horizon
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is reached:

Φ(k) : ∥yi,o(k)− yi,o(k|km)∥ ≥ eopt OR k ≥ km +H (4.16)

where eopt > 0 is the user designed threshold for the prediction error. By using this event-

triggered optimization mechanism (4.16), the stability proof has been discussed in [117] and

the tracking error is bounded. Assuming the DMPC is reactivated at km + nth step with

1 ≤ n ≤ H, the control input is not updated by optimization for any steps in between (i.e.,

km +m, 1 ≤ m < n). Without loss of generality, the input sequence Ξi(km +m) is updated by

1 ≤ m < n ≤ H, Ξi(km +m) =

[
ξi(km +m|km) · · · ξi(km +H − 1|km) 0 · · · 0

]T
(4.17)

and based on (4.17) the output predictions are reevaluated by (4.12).

On the other hand, to eliminate unnecessary date exchange, the communication between DGs is

also regulated by an event-triggered mechanism. Considering the fact that the communication

is not required when the consensus among voltage signals of each DG is achieved, after any

communication triggered time step kl, the communication is enabled only when the prediction

error meets the following condition:

Ψ(k) : ∥Yi,o(k)− Yi,o(k|kl)∥∞ ≥ ecom, k > kl (4.18)

⋆ :=
[
Yi,o(kl)

T
]
, Yi,o(k|kl) = [⋆(k − kl + 1) · · · ⋆ (H) · · · ⋆ (H)]T (4.19)

where [∗] (i) denotes the ith element of the vector. If the communication is not triggered, the

neighbours can update the voltage prediction sequence using (4.19). This can avoid unneces-

sary communication if a slight change between two consecutive voltage prediction sequences is

captured. As such, if the condition (4.18) is triggered at klth time step (kl ∈ C), the voltage

predictions Yi,o(kl) are updated through the communication network. For any j ∈ Ni, the

differences between the voltage of DG i and the information transmitted to DG j in the DMPC

algorithm are bounded by the threshold ecom for all t.
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It should be noted that the voltage prediction remains updated by (4.19) in presence of com-

munication failure (caused by e.g. packet loss) between neighbours as the failure interrupts

the communication (i.e. communication is not triggered). In such case, the control terminal

value will be the last value in the prediction sequence, which can maintain the performance

and enhance the system resilience.

Based on the discussion above, the event-triggered DMPC-based voltage regulation algorithm

is illustrated in Algorithm 4.1. The impacts of the event triggering thresholds eopt and ecom on

the system behaviour will be numerically investigated in Section 4.4 to provide further insights

into the selection of the thresholds.

Algorithm 4.1: Event-Triggered Voltage Regulation Algorithm

1 foreach Time step k do
2 foreach DG i do
3 Collect yi(k),Yj,o(k), j ∈ Ni,Ξi(k − 1) (update Yj,o(k) from Yj,o(k − 1) as (4.19)

if there is no data received);
4 if (4.16) holds then
5 Solve (4.14) and (4.15) to update the control input sequence Ξi(k) and the

voltage magnitude output sequence Yi,o(k);

6 else
7 Update Ξi(k),Yi,o(k) according to (4.17) and (4.12) respectively;
8 end
9 Apply ξi(k|k) to DG i;

10 if (4.18) holds then
11 Transmit Yi,o(k) to the neighbours through the communication network;

12 end

13 end

4.3.3 Finite-time Adaptive Observer Design for Enhancing Noise-

Resilience

The mismatch between the continuous-time system (4.8) and the discretized system (4.9) is

highly influenced by the non-linearity fi(xi) embedded in ξi due to the variation of fi within

two samples. As such, the evaluation of the yi(k+1) based on the given control input at k+1

may be inaccurate, and in turn, affects the upcoming optimization and prediction. In addition,

after generating the auxiliary control variable ξi, the actual control input ui is obtained by
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ui = (gi)
−1(ξi−fi(xi)), where the term fi(xi) need to be evaluated, and additional sensors may

be required to monitor the internal states, such as vodi, voqi. In fact, to obtain the state yi and

the term fi(xi), a more cost-effective solution is to use a system observer for reconstructing the

real-time state yi and the time-varying variable fi(xi), where the influence of measurement noise

can also be highly attenuated [67]. The linearized model (4.7) considering system disturbance

for the ith DG can be rewritten as: 
ẏi,1 = yi,2

ẏi,2 = f ′
i(xi) + gi,0ui

yi,o = yi,1 = vodi

(4.20)

gi = gi,0 +∆gi = LgiLFi
hi(xi), f

′
i(xi) = fi(xi) + ∆giui

where [yi,1 yi,2]
T is the original state vector; gi,0 and ∆gi denote nominal value and the deviation

caused by parameter perturbation of gi, respectively. Moreover, f ′
i(xi) represents the system

uncertainty that collects the dynamics of DG inner control loops fi(xi), total uncertainties

caused by exogenous disturbance, parameter perturbation and the measurement noise.

In the sequel, to streamline the notation, let us consider yi(t) = z(t) = [z0(t) z1(t)]
T and

yi,o(t) = y(t). Then, the single DG system (4.7) can be rewritten in the following observer-

canonical form:
ż(t) = Az(t) +Bu(t) +Bww(t)

y(t) = Cz(t)

A =

 a1 1

a0 0

 ,B =

 b1

b0

 ,C =

[
1 0

]
, Bw =

 α1

α0

 =

 0

f ′(x(t))

 , w(t) = 1

(4.21)

with a0 = a1 = b1 = 0, b0 = 1.

Motivated by a recently proposed deadbeat adaptive observer [122], which offers nearly in-

stantaneous convergence property with high noise immunity, the intermittent (over short time-
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interval) state and parameter estimation can be enabled to cooperate with the proposed DMPC

algorithm. Assuming the short time-interval can guarantee that f ′(x(t)) can be seen as a

constant parameter, we can convert the linear time-varying (LTV) system (4.21) to a linear

time-invariant system (LTI) with an unknown parameter α0 = f .

To proceed with the analysis, the state-space system (4.21) is expressed as the combination of

the input-output derivatives:

y(n)(t) =
n−1∑
i=0

aiy
(i)(t) +

n−1∑
i=0

biu
(i)(t) +

n−1∑
i=0

αiw
(i)(t) (4.22)

zr(t) = y(r)(t)−
r−1∑
j=0

an−r+jy
(j)(t)−

r−1∑
j=0

bn−r+ju
(j)(t)−

r−1∑
j=0

αn−r+jw
(j)(t) (4.23)

where n = r = 2 and
∑k

j=0 {·} = 0, k < 0. y(n)(t) denotes the nth differential value of y(t) and

zr(t) denotes the rth element of the state in (4.21).

Let us introduce the Volterra integral operator VK induced by a bivariate function K(t, τ) to

the output and its derivatives:

[VKy
(i)](t) ≜

∫ t

0

K(t, τ)y(i)(τ)dτ, ∀i ∈ {0, · · · , n} (4.24)

where K(t, τ) is the nth order non-asymptotic kernel [123] subject to

K(i)(t, 0) = 0,∀i ∈ {0, · · · , n} (4.25)

After some algebra, we get:

[VKy
(i)](t) =

i−1∑
j=0

(−1)i−j−1y(j)(t)K(i−j−1)(t, t) + (−1)i[VK(i)y](t) (4.26)

which can be obtained by applying the integral by parts and (4.25). If i = 1,

[VK(1)y](t) = y(t)K(t, t)− [VKy
(1)](t) (4.27)
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Replacing y(t) with y(n−1)(t), (4.27) becomes

[VK(1)y(n−1)](t) = y(n−1)(t)K(t, t)− [VKy
(n)](t)

which can be further expanded by substituting (4.22)

(−1)n−1[VK(n)y](t) = −
n−2∑
j=0

(−1)n−2−jy(j)(t)K(n−j−1)(t, t) + y(n−1)(t)K(t, t)

−
n−1∑
i=0

ai[VKy
(i)](t)−

n−1∑
i=0

bi[VKu
(i)](t)−

n−1∑
i=0

αi[VKw
(i)](t)

(4.28)

Substituting (4.26) and its same forms with u(t), w(t) into (4.28), we obtain

(−1)n−1[VK(n)y](t) +
n−1∑
i=0

(−1)iai[VK(i)y](t) +
n−1∑
i=0

(−1)ibi[VK(i)u](t)

= −
n−1∑
i=0

(−1)iαi([VK(i)w](t) +
n−1∑
r=0

(−1)n−r−1K(n−r−1)(t, t)zr(t)

(4.29)

where the state variables zr(t) and the unknown parameters αi appear explicitly, and can be

obtained by the casual filtering of the signals y(t), u(t).

Considering the specific parameters of (4.21), the following expression can be inferred from

(4.29):

(−1)[VK(2)y](t) + [VKu](t) = f [VKw](t) + (−1)K(1)(t, t)z0(t) +K(t, t)z1(t) (4.30)

To estimate the state and unknown parameter, let us define

λ(t) ≜ (−1)[VK(2)y](t) + [VKu](t) (4.31)

γ(t) ≜
[
[VKw](t), (−1)K(1)(t, t), K(t, t)

]
(4.32)
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Then, (4.30) can be rewritten as

λ(t) = γ(t)

 f

z(t)

 (4.33)

To find the estimates of

[
f z(t)

]T
(of dimension 3), we can apply three different non-

asymptotic kernel functions to augment (4.33) into three linearly independent equations

Λ(t) = Γ(t)

 f

z(t)

 (4.34)

where Λ(t) = [λ0(t), λ1(t), λ2(t)]
T and Γ(t) =

[
γT
0 (t),γ

T
1 (t),γ

T
2 (t)

]T
, and λh(t),γh(t), h ∈

{0, 1, 2} are (4.31) and (4.32) induced with the kernel functions respectively. The three kernel

functions are designed as follows [123]:

Kh(t, τ) = e−ωh(t−τ)(1− e−ϖτ )2, h ∈ {0, 1, 2} (4.35)

which meets the non-asymptotic condition (4.25). Finally, the estimates are obtained by:

 f̂

ẑ(t)

 = Γ−1(t)Λ(t),∀tϵ < t < tϵ +∆t (4.36)

where tϵ is the observer initialization time to guarantee the invertibility of Γ(t) (Γ(0) = 0) and

∆t is the active time of the observer. The observer ensures finite and instantaneous convergence

of the state estimates to the true state with high level of noise immunity. The detailed discussion

about the robustness of the observer is show in [124].

The non-asymptotic observer is sampled at Ts, and it cooperates with the event-triggered

DMPC voltage regulation in a periodical manner, as shown in Figure 4.5. To ensure the

estimates, f̂i and ŷi, available for the voltage regulator at each DMPC sampling instant. The

observer is always enabled ∆t+ tϵ seconds ahead of an MPC step. For example, assuming the

time at the k-th MPC step is tko , the proposed observer is enabled at tko −∆t − tϵ, and after
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Figure 4.5: Time-sequence cooperation between the event-triggered DMPC and the non-
asymptotic observer.

the holding time tϵ the estimates start updating. Both estimates f̂i(tko) and ŷi(tko) are fed to

the voltage regulator at tko when the observer is disabled.

4.4 Simulation Results

In this section, the proposed event-triggered control method is tested on a simple MG configu-

ration with 4 DGs and on the modified IEEE-13 test system.

Figure 4.6: Diagram of the tested 4-bus MG system.

4.4.1 Case 1: 4-DG MG system

The single line diagram of the 4-DG MG and its communication topology is shown in Figure 4.6.

The parameters of the tested MG system and the proposed controllers is shown in Table 4.1.

The simulation test involves a few representative scenarios by which the effectiveness of the

proposed methodology can be reflected.
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Figure 4.7: Voltage control performance by using event-triggered mechanism: (a) voltage track-
ing performance with time-triggered mechanism; (b) voltage tracking performance with event-
triggered mechanism; (c) event-triggered time of DMPC optimization; (d) event-triggered time
of neighbouring communication.

Scenario 1: Load Change and Plug-and-Play Capability Test

In this Scenario, the control performance of the proposed control is illustrated under load change

and DG’s plug-and-play operation: in the beginning, Load2 is disconnected from the system

and only primary control is applied; at t = 1s, the proposed secondary control is activated;

Load2 and half of Load3 are connected and disconnected at t = 2s and t = 3s respectively, and

DG4 is disconnected and re-connected at t = 4s and t = 5s respectively. The performance of

voltage tracking is shown in Figure 4.7 and the reductions of computation and communication

are detailed in Table 4.2.

101



Table 4.1: Parameters of the Tested 4-bus MG System for DMPC Simulation (Tmpc
s = 0.05s,

Ts = 0.01s)

DG1 DG2 DG3 & DG4

mP 6.28× 10−5 9.42× 10−5 12.56× 10−5

nQ 0.5× 10−3 0.75× 10−3 1× 10−3

Rf 0.1 Ω 0.1 Ω 0.1 Ω

Lf 1.35 mH 1.35 mH 1.35 mH

Cf 47µF 47µF 47 µF

Rc 0.02 Ω 0.02 Ω 0.02 Ω

Lc 2 mH 2 mH 2 mH

KPv 0.05 0.05 0.1

KIv 390 390 420

KPc 10.5 10.5 15

KIc 1.6× 104 1.6× 104 2× 104

Line1 R = 0.23 Ω, L = 318 µH

Line2 R = 0.35 Ω, L = 1847 µH

Line3 R = 0.23 Ω, L = 318 µH

Load1 R = 2 Ω, L = 6.4 mH

Load2 R = 4 Ω, L = 9.6 mH

Load3 R = 6 Ω, L = 12.8 mH

Load4 R = 6 Ω, L = 12.8 mH

DMPC vref = 311(220
√
2), H = 10

Thresholds eopt = 0.1, ecom = 0.1

Observer ϖ = 2.5, [ω0, ω1, ω2] = [1, 2, 3]

Table 4.2: Computation and Communication Reductions Using Event-Triggered Mechanism

DG1 DG2 DG3 DG4 Average

Computation Reduction 77% 80% 68% 66% 72.75%

Communication Reduction 92% 86% 74% 69% 80.25%

By using the event-triggered mechanism, the sacrifice of control performance is limited, whereas

the computation and communication are both considerably reduced. By employing the pro-
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Figure 4.8: Non-asymptotic observer performance (base value of f(x): 7.35× 109).

Figure 4.9: Voltage control performance with intermittent operating Luenberger-like observer.

posed non-asymptotic observer, the negative effects of the disturbance can be eliminated, as

shown in Figure 4.8. The performance of the proposed observer is emphasized by the com-

parisons among true values, observed values and disturbance contaminated values that are
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obtained from indirect measurement in the noisy environment. Compared to the previous

Luenberger-like extended state observer [67], the proposed non-asymptotic observer benefits

from its intermittent operating characteristic. The performance comparisons between intermit-

tent operating Luenberger-like observer and the proposed non-asymptotic observer is shown in

Figure 4.9, where we can see that Luenberger-like Observer cannot estimate the state precisely

when the system responses to the physical events. If the Luenberger-like extended state ob-

server is working intermittently as the proposed non-asymptotic observer, the voltage tracking

performance will degrade as Figure 4.9(b).

To further illustrate the resilient performance of the DMPC-based algorithm, an extreme con-

dition with a dramatic voltage drop has been simulated. At t=2s, DG4 is disconnected from

the MG while the loads increase, thus the DG output voltage may drop to the unacceptable

sections (out of the constraint (4.15)). Figure 4.10 compares the control performance between

DMPC-based and PIC (Proportional Integral Control)-based algorithms. When using DMPC-

based algorithm, the voltage magnitudes are restored into the constraints faster due to the

voltage constraints. However, the PIC-based algorithm, as a linear control method, cannot

handle such a voltage drop efficiently.

Figure 4.10: Voltage control performance under the extreme condition.

Scenario 2: Control Performance with Different Event Triggering Thresholds

The control performance of proposed event-triggered mechanism may be influenced by the

selection of thresholds for both computation and communication event generators. Therefore,

in Scenario 2, case studies as Scenario 1 are carried out with different triggering thresholds.

The control performance with fixed ecom (ecom = 0.1) but different thresholds eopt is detailed
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Figure 4.11: Event-triggered condition with fixed ecom (ecom = 0.1) but different thresholds eopt:
(a) eopt = 0.05; (b) eopt = 0.1; (c) eopt = 0.15; (d) eopt = 0.2.

Table 4.3: Computation and Communication Reductions with Fixed ecom (ecom = 0.1) but
Different Thresholds eopt

eopt DG1 DG2 DG3 DG4 Average

Computation

0.05 24% 24% 34% 34% 29%

0.1 77% 80% 68% 66% 72.75%

0.15 83% 84% 83% 81% 82.75%

0.2 87% 84% 85% 83% 84.75%

Communication

0.05 95% 89% 84% 84% 88%

0.1 92% 86% 74% 69% 80.25%

0.15 88% 77% 65% 64% 73.5%

0.2 86% 78% 64% 65% 73.25%

in Figure 4.11 and Table 4.3. As eopt increases, the optimization computation of each DG

controller decreases largely, but from Figure 4.11, we can also see the control performance will

clearly degrade when eopt = 0.2 and eopt = 0.3. Thus, the selection of eopt is a trade-off between

the tracking performance and the computation reduction. The control performance with fixed

eopt (eopt = 0.1) but different thresholds ecom is detailed in Figure 4.12 and Table 4.4. As

ecom increases, the communication among DGs is reduced with the gradually degraded control

performance.
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Figure 4.12: Event-triggered condition with fixed eopt (eopt = 0.1) but different thresholds ecom:
(a) ecom = 0.05; (b) ecom = 0.1;(c) ecom = 0.15; (d) ecom = 0.2.

Table 4.4: Computation and Communication Reductions with Fixed eopt (eopt = 0.1) but
Different Thresholds ecom

ecom DG1 DG2 DG3 DG4 Average

Computation

0.05 77% 79% 69% 71% 74%

0.1 77% 80% 68% 66% 72.75%

0.15 79% 80% 73% 64% 74%

0.2 78% 75% 69% 71% 73.25%

Communication

0.05 67% 42% 42% 41% 48%

0.1 92% 86% 74% 69% 80.25%

0.15 96% 91% 81% 80% 87%

0.2 96% 93% 86% 88% 90.75%

Scenario 3: Effects of Information Update Frequency and Prediction Horizons

In Scenario 3, the effects of information update frequency and prediction horizon on the con-

trol performance are investigated, shown in Figure 4.13. Figure 4.13(a) illustrates the voltage

response for different update intervals (Tmpc
s = 0.05s, 0.1s, 0.15s). Although the voltage con-

trol performance degrades slightly on convergence time as the update interval increases, the

computation and communication (Tmpc
s = 0.15s) are reduced significantly by 32.1% and 68.4%
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respectively compared to that of Tmpc
s = 0.05s. The effect of the prediction horizon is shown on

the voltage control performance as prediction horizon decreases. It can be noted that the de-

clining prediction horizon leads to degrading control performance and at the same time higher

computation and communication rates (increasing by 70.6% and 81.0% respectively as horizon

decreases from 10 to 2).

Figure 4.13: Effects of information update frequency and prediction horizon.

Scenario 4: Communication Topology Change

Figure 4.14: Physical and cyber events of the 4-DG MG system: value ”1” represents that the
communication channel between DG3 and DG4 is unavailable; the load change occurs at 2s, 4s
and 5s respectively.

In Scenario 4, we consider communication interruptions which may occur in the distributed

operation, and the physical and cyber events is shown in Figure 4.14. In the cyber layer, the

communication change mimics the failure and recovery of cyber links. In practice, the recovery

of communication links takes a finite period of time depending on the numbers of attacked

nodes and broken communication links [125]. In this scenario, from 2s to 6s, several failure and

recovery events occur. The corresponding control performance is shown in Figure 4.15. The
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Figure 4.15: Voltage control performance with cyber and physical events.

voltage tracking performance is maintained during the whole event, although DG4 does not

always have the neighbouring information over the time period 2s < t < 6s. This is due to the

prediction mechanism in the DMPC algorithm, under which DG4 can update the neighbouring

information according to the information received before the communication failure occurs.

In other words, the prediction model in the event-triggered DMPC helps maintain the control

performance in this extreme condition, which enhances the operational resilience. However, the

PIC-based control can only use the last received information before the communication failure,

so it could lead to the tracking error if the system has not entered into the steady state at the

time instant when the communication failure occurs. Due to that communication failure can

be caused by many practical reasons such as actual fault, it is reasonable that there exists load

change during the communication failure, thus the proposed DMPC-based control will show

better resilience in practice.

4.4.2 Case 2: Modified IEEE-13 bus system

A real MG system is utilized to further test the effectiveness of the proposed method. The

electrical and communication topology of the modified IEEE-13 bus test system [126] is shown

in Figure 4.16, where there is a breaker between node 671 and 692. The parameters of 6 DGs
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Figure 4.16: Diagram of modified IEEE-13 bus MG system

are the same as those shown in Table 4.1 (DG5 is the same as DG4, DG6 is the same as DG1).

The controller parameters remain the same as well. Due to the fact that this subsection focuses

on the scalability and especially the resilience against potential system reconfiguration. The

event triggering thresholds are set to eopt = 0.1, ecom = 0.1 by following a similar tuning process

elaborated in subsection 4.1.2.

Scenario 1: Scalability Test

In this Scenario, the breaker between nodes 671 and 692 is always switched on, and the scal-

ability of the proposed control is illustrated by load change and DG’s plug-and-play scenario:

loads at bus 645 and bus 675 are decreased and increased at t = 2s, 3s respectively; and DG4 is

disconnected and re-connected at t = 4s and t = 5s respectively. The voltage tracking perfor-

mance is shown in Figure 4.17 and the average reductions of computation and communication

are 57.42% and 88.48%.

Scenario 2: Resilience Illustration with System Reconfiguration

To evaluate the resilience of the proposed voltage regulation method when the system recon-

figuration occurs on both physical and cyber layers, we design the physical and cyber events

(including breaker switched off and on) as shown in Figure 4.18. The corresponding control per-
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Figure 4.17: Voltage control performance of modified IEEE-13 bus MG system: (a) voltage
tracking performance with time-triggered mechanism; (b) voltage tracking performance with
event-triggered mechanism; (c) event-triggered time of DMPC optimization; (d) event-triggered
time of neighbouring communication.

Figure 4.18: Physical and cyber events of modified IEEE-13 bus MG system

formance is shown in Figure 4.19. Although there are both physical and cyber events, similar to

the subsection 4.1.4, the voltage tracking performance is guaranteed by using event-triggered
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DMPC method, and the average reductions of computation and communication are 63.94%

and 88.03%. The oscillations at t = 5s are incurred by the re-synchronization after the break

is switched on.

Figure 4.19: Voltage control performance with system reconfiguration in the modified IEEE-13
bus system

4.5 Conclusion

This chapter proposes an event-triggered DMPC for secondary voltage control scheme in a

cyber-physical coupled MG system, which explicitly considers the model non-linearity and the

system noise-resilience. In the control design, based on the event-triggered DMPC, two thresh-

olds are designed to trigger the local DMPC computation and neighbouring communications

among DGs. To facilitate a cost-effective and noise-resilient control, an adaptive observer that

features the non-asymptotic convergence characteristic is utilized, and this designed adaptive

non-asymptotic observer can be coordinated with the DMPC voltage regulator in a timing

sequence. Finally, the effectiveness of the proposed control method is verified on a 4-DG MG

system and the modified IEEE-13 system.
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Chapter 5

Cyber-Resilient Self-Triggered

Distributed Control of Networked

Microgrids Against Multi-Layer DoS

Attacks

5.1 Introduction

The energy source has been transforming from traditional fossil fuel based power generations

to inverter-based renewable energy resources driven by the development of low/zero-carbon

societies [9]. Rapidly developing inverter-based distributed energy resources (DERs) gradually

dominate power systems [36, 127]. Reconstructing high-DER-penetrated power systems into

multi-microgrids, i.e., networked microgrids (MGs) is one of the significant pathways of im-

proving the resilience [14,128]. However, the integration of increasing DERs (using the concept

of networked MGs) has lead to more complicated information flows and tighter cyber-physical

fusion [129] between DER devices and information systems in order to support efficient control

logic. The large scale integration of distributed DERs restricts the applicability of traditional

centralised control methods due to the communication constraints and vulnerability against
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single-point failure, which drives the rapid development of distributed control methods [41,43].

Such cyber-physical system has inevitably left multi-MG systems exposed to uncertainties from

the physical environment and malicious cyberattacks from cyberspace. One of the most signifi-

cant cyber-layer issues is known as denial-of-service (DoS) or jamming attacks, which intend to

disrupt communication and data exchange among networked MG information systems to de-

teriorate control and operation performance. Therefore, resilient distributed control has been

receiving significant attention in recent years. Various control methods have been proposed to

enhance the resilience of cyber-physical MGs against DoS attacks, including time-varying sam-

pling strategies [130–132], Lyapunov-based analysis [133–135], H∞ control [136, 137], switched

system design [138–140] and reinforcement learning [141]. To efficiently manage the information

flow, the concept of event-/self-triggered control strategies [116] is developed to enable aperi-

odic communication, sensing and actuation [142]. With the event-/self-triggered framework, a

class of effective DoS countermeasures are designed by constructing suitable triggering mech-

anisms inferred from Lyapunov arguments [1–4, 131, 132]. For instance, the works presented

in [131,132] propose an adaptive sampling mechanism whereby the impact of DoS attacks can

be mitigated by increasing the sampling rate under attacks.

Existing literature on DoS attacks can be generalised into two categories: 1) attacks only

over neighbouring communication links, 2) attacks over the sensing-communication-actuation

chain. The neighbouring communication links admittedly are the most vulnerable to attackers

as discussed in [3, 4, 130–132, 135, 139]. Ref. [2], though mentioning multi-layer DoS attacks,

still focuses on the effects on communication channels. However, the sensing and actuation

channels are also worthy of consideration. Some recent works start to investigate the attacks

over sensing-communication-actuation chains, by either focusing on the single-layer sensing

and actuation channels while ignoring communication channels [133], or simply regarding DoS

attack effects on the chains as overdue input updates [134, 137, 138]. In this context, there is

still a lack of understanding of the diverse impact of DoS attacks against different layers of the

sensing-communication-actuation chain in a hierarchical control framework of power systems.

In fact, a hierarchical control framework adopted by networked MGs relies on more complex
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information network. On this occasion, each DG involves remote (e.g., telemetered) sensing and

control actuation with its MG centre controller (MGCC). Hence, cyberattacks could simulta-

neously occur on communication links for inter-MG data sharing, measurement and actuation

channels for intra-MG aggregation and distribution respectively. In particular, the adversary

can erase the data sent to actuators or to block the sensor measurement. This motivates the

resilience enhancement against multi-layer DoS for networked MGs within a hierarchical con-

trol framework. In this context, this chapter proposes a novel scheme that, for the first time,

addresses multi-layer DoS attacks targeting the neighbouring communication, sensor measure-

ment and control actuation channels of networked MGs with hierarchically controlled DERs.

The main contributions are summarised as follows:

1. To characterise multi-layer DoS attacks within different data flow channels among net-

worked MGs, we propose a unified notion of Persistency-of-Data-Flow (PoDF). The notion

PoDF is of significance in evaluating the effects of multi-layer DoS attacks.

2. With an edge-based control logic, the proposed self-triggered ternary controller enables

asynchronous data collection and processing for each MG from all its neighbours as op-

posed to existing methods that relies on synchronous communication. This remarkable

feature of asynchronous data collection and processing turns out to be of major signifi-

cance to ensure consensus properties in the presence of multi-layer DoS attacks.

3. An adaptive scheme of the control and communication policies is devised by utilising

timestamps of successful information exchange attempts in different information network

links. As such, the conservativeness of the edge-based self-triggered control designed from

a global perspective can be significantly reduced.

The remainder of this chapter is organized as follows. In Section 5.2, the cyber-physical model

of networked MGs and the self-triggered consensus concept are provided. Section 5.3 introduces

the adaptive distributed self-triggered consensus controller with reduced conservativeness that

is proved to be resilient against multi-layer DoS attacks. Simulation results are presented in

Section 5.4 and Section 5.5 concludes this chapter.
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5.2 Preliminaries and Problem Formulation

Figure 5.1: Hierarchically controlled networked MGs.

5.2.1 Problem Statement

The networked MGs discussed in this chapter are controlled under a hierarchical framework, as

shown in Figure 5.1, where each MG employs one central coordinator called MGCC to aggregate

the measured information and to distribute the calculated commands. In each MG shown in

Figure 5.1(a), one MGCC manages all dispatchable DERs and aggregates their operational

states. Each MGCC exchanges its own aggregated state information with other neighbouring

MGCCs through a distributed communication network, to enable distributed coordination, as

depicted in Figure 5.1(b).

The basic idea of such a hierarchical framework is to aggregate DGs, with small capacities but in

large quantities inside one MG to support system operation. Such a hierarchical framework [143]

avoids a curse of dimensionality within a fully centralised control, while modularized distributed

control avoids the large-scale complex communication network of a fully distributed framework.

To effectively regulate each MG, an aggregated dynamic model can be built through some

equivalent methods [128, 144, 145], even if there exist nodes without DGs (refer to [121]). To
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summarise, consider a droop-controlled equivalent modelling, for each MG i, we have the equiv-

alent parameters

mPi =
1∑

j∈Ci
1

mPj
i

, ωi =

∑
j∈Ci

ωj
i

ωcm
Pj
i∑

j∈Ci
1

ωcm
Pj
i

(5.1)

where Ci contains all DGs of MG i. In MG i, mPj
i , ωj

i denote the frequency droop coefficient

and angular frequency of DG j, and mPi, ωi are respectively the equivalent frequency droop

coefficient and the equivalent angular frequency of MG i (similar to the concept of the Center

of Inertia). ωc denotes the cut-off frequency of low-pass filter in the inverter control loop.

The objective is to enable each MG to participate frequency synchronisation using

ωni = ωi +mPiPi (5.2)

where ωni is the nominal set point for frequency regulation; Pi is the summation of active power

output of the ith MG.

The primary control through (5.2) can not eliminate the frequency deviations from the reference,

and the secondary control is employed to achieve frequency synchronisation and accurate active

power sharing, i.e.,

lim
t→∞
|ωi − ωj| = 0, lim

t→∞
ωi = ωref (5.3)

lim
t→∞

∣∣∣∣ Pi

Pmax,i

− Pj

Pmax,j

∣∣∣∣ = 0 (5.4)

where Pmax,i denotes the active power ratings of the ith generator, and (5.4) is equivalent to

limt→∞ |mPiPi −mPjPj| = 0 by approximately setting frequency droop coefficients.

To formulate the control problem, we differentiate (5.2) and choose the changing rates of fre-

quency and active power output as control variables ω̇ni = ω̇i+mPiṖi = uωi+uPi with uωi, uPi

being the auxiliary control inputs that have been widely utilised in [66,92]. Such that, we can
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obtain

ẋω = uω, ẋP = uP (5.5)

where xω = [ω1, . . . , ωn]
⊤, xP = [mP1P1, . . . ,mPnPn]

⊤, uω = [uω1, . . . , uωn]
⊤ and uP =

[uP1, . . . , uPn]
⊤. Owing to the similar formulation of modelling (5.5) for frequency and ac-

tive power, we hereafter omit the subscript ω, P , i.e., xi := ωi or xi := mPiPi, to design the

control algorithm that can be applied to both frequency regulation and active power sharing.

The communication topology of networked MGs can be modelled by an undirected graph

G = {I, E}, where I = {1, 2, . . . ,m} is a set of MGs, E ⊆ I × I is a set of edges, and m is the

number of MGs. An edge (j, i) means that the ith MG can receive information from the jth MG

and j is a neighbour of i. The set of neighbours of MG i is described byNi = {j : (j, i) ∈ E} with

di = |Ni| denoting the cardinality ofNi. The corresponding adjacency matrixA = [aij] ∈ Rm×m

is formed by aii = 0; aij > 0 if (j, i) ∈ E , otherwise aij = 0. The communication topology

is denoted by the matrix A, which is assumed to be connected to guarantee the consensus

performance [146].

As shown in Figure 5.1, different channels, i.e., measurement, communication and actuation

are vulnerable to cyberattacks due to the hierarchical structure. In this chapter, we consider

data unavailability issues affecting all channels. Under multi-layer DoS attacks, the frequency

synchronisation problem based on dynamics (5.5) becomes: how to design efficient control laws

to update input vectors uω,uP to reach both (5.3) and (5.4) under DoS attacks?

5.2.2 Preliminary of Distributed Ternary Control

System (5.5) can be recast in the form of (5.6), which has been addressed in the literature by a

distributed ternary control mechanism. Some basic concepts concerning the ternary control are

presented below with more detailed discussion in [4] and [1]. The system is formed by a triplet

of n-dimensional variables (x, u, θ) ∈ Rn×Rd×Rd, where x, u, θ are the vectors of node states,

controls and clock variables respectively. u, θ are both edge-based variables with d :=
∑n

i=1 di
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defined in Section 5.2.1. The system dynamics of distributed ternary control are governed by:

ẋi = ui =
∑
j∈Ni

uij (5.6)

xi(t) = xi(t
−) ∀i ∈ I

uij(t) =


signε (Dij(t)) , if (i, j) ∈ J (θ, t)

uij(t
−), otherwise

θij(t) =


fij (x(t)) , if (i, j) ∈ J (θ, t)

θij(t
−), otherwise

(5.7)

where i ∈ I, j ∈ Ni. The control input ui aggregates contributions of all edges (j, i) ∈ E ,

and uij represents the control action on node i of the communication link from node j to

node i. Through (5.7), uij, θij are updated only when the clock variable θij reaches zero, i.e.,

(i, j) ∈ J (θ, t) = {(i, j) : j ∈ Ni ∧ θij(t−) = 0} where θij(t−) = limτ→t θij(τ). Specifically,

fij (x(t)) = max

{
|Dij(t)|

2(di + dj)
,

ε

2(di + dj)

}
Dij(t) = xj(t)− xi(t)

signε(z) :=


sign(z), if |z| ≥ ε

0, otherwise

(5.8)

with ε > 0, a user designed sensitivity parameter (consensus error bound); uij ∈ {−1, 0, 1}

from a quantiser signε(z).

5.3 Resilient Frequency Regulation of MGs Against Multi-

Layer DoS Attacks

In this section, we design a DoS-resilient control strategy for global consensus to mitigate

the joint impacts of multi-layer DoS attacks in the networked MGs frequency control. We

firstly model the multi-layer DoS attacks and analyse the effects on the data flow serving
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for the frequency regulation. Inspired by the concept of self-triggered control, the adaptive

distributed self-triggered control is proposed, and its consensus stability and convergence time

are theoretically analysed. Before proposing the DoS-resilient control, we give a comprehensive

modelling of multi-layer DoS attacks.

5.3.1 Denial-of-Service Attacks Modelling

To model DoS attacks, Ξ(t1, t2) and Θ(t1, t2) are respectively defined as the under-attack

and healthy subsets of the time interval [t1, t2). By n(t1, t2) denoting the incidence of DoS

inactive/active transitions within the time interval [t1, t2), the following assumption are in-

troduced [2, 4], where a more comprehensive information on DoS frequency and duration is

provided.

Assumption 5.1 (DoS Frequency and Duration). There exist η ∈ R≥0, κ ∈ R≥0 and τ f ∈

R≥0, τ
d ∈ R≥0 such that

Frequency : n(t1, t2) ≤ η +
t2 − t1
τ f

, (5.9)

Duration : |Ξ(t1, t2)| ≤ κ+
t2 − t1
τ d

. (5.10)

To model multi-layer DoS attacks in a unified form, the Persistency-of-Communication (PoC)

in [4] is generalised and extended to a notion of PoDF owing to the independence of DoS on

diverse channels of data transmission.

Proposition 5.1 (Persistency-of-Data-Flow (PoDF)). For any transmission channel µ ∈ {I ∪

E}1 serving for the distributed control, if multi-layer DoS sequences satisfy Assumption 5.1 re-

spectively with coefficients τ fµ , τ
d
µ , such that ϕµ(τ

f
µ , τ

d
µ ,∆

∗
µ) :=

1
τdµ
+

∆∗
µ

τfµ
< 1, where ∆∗

µ := min∆µ.

Then, for any unsuccessful data transmission attempt tkµ, at least one successful transmission

occurs within the time interval [tkµ, t
k
µ + Φµ] with Φµ :=

κµ+(ηµ+1)∆∗
µ

1−ϕµ(τ
f
µ ,τdµ ,∆

∗
µ)
.

1µ := ij, communication channel (i, j) ∈ E : j ∈ Ni; µ := i, measurement channel of subsystem i ∈ I;
µ := i0, control actuation channel of subsystem i ∈ I.
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Proof. The proof is similar to that in the Appendix A of [4], thus omitted here.

Proposition 5.1 describes the impact of multi-layer DoS attacks on each data flow channel.

∆∗
µ denotes the minimum time interval between two sequential attempts of data flow, which

is different for the three different types of data transmissions. In practice, ∆∗
µ can be known

a priori, though conservatively, based on the specification of the system. More specifically,

∆∗
i ,∆

∗
i0 depend on the performance of each MGCC, while ∆∗

ij is determined by (5.13), which

is introduced later.

Assumption 5.2. Assuming that both local-level DoS attacks (measurement and control ac-

tuation DoS) occur with similar chance, which is less frequent than that on the neighbouring

communication channels, such that τ fi ≈ τ fi0, τ
d
i ≈ τ di0 =⇒ Φi ≈ Φi0 and Φi ≤ Φij,Φi0 ≤ Φij

according to the definition in Proposition 5.1 and its footnotes.

5.3.2 DoS Resilient Consensus Control Algorithm

The distributed control protocol (5.6)–(5.8) is based on the hypothesis that the MGCC has

access to both local state xi(t) and neighbouring state xj(t) at the triggering time, and therefore

not valid for multi-layer DoS attacks. To ensure the cyber-resilient consensus in such a scenario,

we design an adaptive self-triggered control protocol to achieve resilience under multi-layer

DoS attacks (the corresponding stability criteria will be discussed later in Section 5.3.3 and
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Section 5.3.4). The nominal discrete transition (5.7) is modified as follows:



xi(t) = xi(t
−) ∀i ∈ I

uij(t)=


signε (Dij(t̄)) , (i, j)∈J (θ, t)∧t∈Θij(0, t)

0, (i, j)∈J (θ, t)∧t∈Ξij(0, t)

uij(t
−), otherwise

θij(t)=



fij (x(t̄)) , (i, j)∈J (θ, t)∧t∈Θij(0, t)

εij
2(di + dj)

, (i, j)∈J (θ, t)∧t∈Ξij(0, t)

θij(t
−), otherwise

(5.11)

with asynchronous clock rate across all network links θ̇ij(t) = −Rij and individual sensitivity

parameters εij satisfying:

0 < ε ≤ εij. (5.12)

where ε represents the minimally acceptable consensus error that avoids Zeno-behaviour of all

edges. The utilization of Rij and εij, for each edge as opposed to the uniform parameters used

in the nominal scheme (5.6)-(5.8) is a remarkable feature, and it turns out to be useful in the

context of consensus performance as will be discussed in Section 5.3.4. The map fij : R2 → R>0

is defined as fij (x(t̄)) = max
{

|Dij(t̄)|
2(di+dj)

,
εij

2(di+dj)

}
.

Let {tkij}k∈Z≥0
be the sequence of communication-triggering attempt. It is immediate to show

that a dwell-time property is ensured between consecutive sequences:

∆ij := tk+1
ij − tkij ≥

εij
2Rij(di + dj)

≥ ε

4Rijdmax

(5.13)

where dmax = maxi∈I di. This ensures the adaptive self-triggered control (5.11) to be Zeno-free.

The item Dij(t̄) of (5.11) is designed to mitigate the cooperative impacts of multi-layer DoS,

i.e., Dij(t̄) = xj(t̄j)−xi(t̄i), where “t̄” denotes the latest time instant when the state is available.
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For the sake of further analysis, we define

Definition 5.1 (Secure Consensus). Given the system (5.6), a graph G and a distributed self-

triggered resilient consensus controller with edge-based control uij, the networked systems are

said to be consensus under multi-layer DoS attacks if for any initial condition, x(t) converges

in finite time to a point belonging to the set by defining δ = ε(n− 1)

{x ∈ Rn : |xi(t)− xj(t)| < δ ∀(i, j) ∈ I × I}. (5.14)

Remark 5.1. The consensus error bound of the distributed system δ derives from edges and

can be designed appropriately as small as possible to ensure the system consensus performance,

i.e., frequency regulation and active power sharing accuracy, just for being Zeno-free.

In the following, the distributed control system stability will be analysed in terms of parameter

design, followed by the convergence analysis in line with (5.14). The network behaviour of the

networked system (5.6), (5.11)-(5.13) is analysed in the presence of multi-layer DoS attacks.

The analysis is carried out in two steps: 1) we assume uniform clock rate and consensus error

bound, such that Rij = R, εij = ε, ∀i ∈ I, j ∈ Ni and provide the stability condition in a

global sense, and 2) with the additional degrees of freedom endowed by εij and Rij, we provide

less conservative design criteria by which the consensus remains guaranteed.

5.3.3 Control Parameter Design and Stability Analysis

After the MGCC i updates the associated input uij related to its neighbour j by (5.11), its

transmission through the actuation channels could also be blocked due to DoS attacks. To

better demonstrate the effects of DoS attacks on the actuation channels, two sequences of time

instants for any (i, j) ∈ E are defined: {tkij : k ∈ N} and {skij : k ∈ N}. The sequence tkij denotes

the time instants at which both local and neighbouring states are updated after (i, j) ∈ J (θ, t)

satisfies, while the sequence skij denotes the corresponding time instants at which transmission

attempts of control actuation from (5.11) are successful. Then, two sequences have the property

of 0 ≤ skij − tkij ≤ Φi0.
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Theorem 5.1. Consider the distributed control system (5.6), (5.11) subject to multi-layer DoS

attacks. If Assumption 5.1 and Assumption 5.2 hold and

ε > 2dmaxΦ
max
I+2I0, R >

ε

2
[
ε− 2dmaxΦmax

I+2I0
] (5.15)

with Φmax
I+2I0 = Φmax

I +2Φmax
I0 , Φmax

I = maxi∈I Φi,Φ
max
I0 = maxi∈I Φi0, then x(t) reaches consensus

in finite time as described in (5.14).

Proof. Consider any time t, there exists two successive time instants of successful control ac-

tuation that satisfy skij ≤ t < sk+1
ij . During the time period [skij, s

k+1
ij ), the control input that is

updated through (5.11) at the time instant tkij will be applied. For each (i, j) ∈ E : j ∈ Ni, we

have the following inequality:

t− tkij ≤
fij(x(t̄

k
ij))

R
+ 2Φi0 (5.16)

Then if Dij(t̄
k
ij) ≥ ε,

Dij(t) = xj(t)− xi(t)
(a1)

≥ Dij(t
k
ij)− (di + dj)(t− tkij)

(a2)

≥ Dij(t̄
k
ij)− diΦi − djΦj − (di + dj)(t− tkij)

(a3)

≥ Dij(t̄
k
ij)(1−

1

2R
)−di(Φi+2Φi0)−dj(Φj+2Φi0)

(5.17)

where (a1) derives from identifiable neighbours and control inputs, and (a2), (a3) are from

Proposition 5.1 and (5.16) respectively, then (5.17) can be expressed as

Dij(t) ≥ Dij(t̄
k
ij)(1−

1

2R
)− 2dmaxΦ

max
I+2I0 > 0 (5.18)

If Dij(t̄
k
ij) ≤ −ε, an analogous inequality holds

Dij(t) ≤ Dij(t̄
k
ij)(1−

1

2R
) + 2dmaxΦ

max
I+2I0 < 0 (5.19)
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Define error terms as ei = xi − 1
n

∑n
i=1 xi and e = [ei]N×1. Consider a candidate Lyapunov

function V (t) = 1
2
eTe and define S := |Dij(t̄

k
ij)| ≥ ε∧ tkij ∈ Θij(0, t), then the derivative of V (t)

under the controller (5.11):

V̇ (t) =
n∑

i=1

eiėi =
n∑

i=1

ei
∑

j∈Ni:S

signε (Dij(t̄))

= −1

2

∑
(i,j)∈E:S

Dij(t)signε (Dij(t̄))

≤ −1

2

∑
(i,j)∈E:S

[
ε

(
1− 1

2R

)
− 2dmax(Φ

max
I + 2Φmax

I0 )

]
(b)
< 0

(5.20)

where (b) derives by applying (5.15) in Theorem 5.1. As a result, (5.20) shows the convergence

of Theorem 5.1. Thus, secure consensus defined in Definition 5.1 can be reached.

Based on the results stated in Theorem 5.1, the convergence time can be characterised.

Corollary 5.1 (Convergence Time). Consider T⋆ as the convergence time of the distributed

control system (5.6), (5.11). It holds that

T⋆ ≤
2ε(dmax + dmin) + 8RdmaxdminΦ

max
IJ+2I0

εdmin

[
ε(1− 1

2R
)− 2dmaxΦmax

I+2I0
] V (0) (5.21)

where Φmax
IJ+2I0 = Φmax

IJ + 2Φmax
I0 , Φmax

IJ = maxi∈I,j∈Ni
Φij, dmin = mini∈I di.

Proof. Consider the Lyapunov function based stability analysis (5.20), for any successful com-

munication attempt tkij with |Dij(t̄
k
ij)| ≥ ε, the function V decreases at least with the rate of

ρ := 1
2

[
ε(1− 1

2R
)− 2dmaxΦ

max
I+2I0

]
by at least (ε/4Rdmax) units of time (as inferred from (5.13))

under the enhanced adaptive controller (5.11).

We consider any t > 0 the consensus has not yet been reached and u⋆ij(t) = 0, thus the

next communication attempt through edge (i, j) ∈ E will occur at the following time period

[t, t+ ε/4Rdmin]. The most conservative scenario is that over this time period u⋆ij = 0. Due

to the effect of DoS on communication channels, one successful communication attempt will

certainly occur before (t+ ε/4Rdmin + Φij) even at the most conservative scenario.
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Then, we consider the effect of DoS on control actuation channels. After uij is updated at tkij, the

successful control actuation attempt u⋆ij(s
k
ij) = uij(t̄

k
ij) occurs at s

k
ij ∈

[
tkij, t

k
ij + Φi0

]
. The time-

duration of u⋆ij(s
k
ij) contributing to the consensus is determined by the next successful control

actuation attempt, which can be defined as sk+1
ij ∈

[
tk+1
ij , tk+1

ij + Φi0

]
. We assume u⋆ij(s

k
ij) will be

lasting for at least (ε/4Rdmax +∆t) with 0 ≤ ∆t ≤ Φi0, thus, we conclude that V decreases by

at least [ρ(ε/4Rdmax +∆t)] every (Φij + ε/4Rdmin + ε/4Rdmax +∆t) units of time. Therefore,

the convergence time

T⋆ ≤
ε/4Rdmin + Φij + Φi0 + ε/4Rdmax +∆t

ρ(ε/4Rdmax +∆t)
V (0)

≤ ε/4Rdmin + Φij + 2Φi0 + ε/4Rdmax

ρε/4Rdmax

V (0)

≤
2
(
ε/4Rdmin + ε/4Rdmax + Φmax

IJ + 2Φmax
I0
)[

ε(1− 1
2R
)− 2dmax(Φmax

I + 2Φmax
I0 )

]
ε/4Rdmax

V (0)

=
2ε(dmax + dmin) + 8Rdmaxdmin(Φ

max
IJ + 2Φmax

I0 )

εdmin

[
ε(1− 1

2R
)− 2dmax(Φmax

I + 2Φmax
I0 )

] V (0)

(5.22)

5.3.4 Conservativeness Mitigation under DoS Attacks

The global consensus criteria (5.15) given in Theorem 5.1, though can be designed offline, are

inferred from the global worst case analysis in terms of PoDF (uniform bounds across all the

MGCC nodes), thereby being conservative and could lead to degraded consensus accuracy. In

this section, under the procedure of DoS resilient control protocol summarised in Algorithm 5.1,

less conservative criteria are derived from a local perspective (Theorem 5.2) to further improve

the control performance.

Theorem 5.2. Consider the distributed system (5.6) subject to multi-layer DoS attacks and

the edge-based control (5.11). If each subsystem can individually choose its parameters εij and
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Algorithm 5.1: DoS Resilient Distributed Consensus Control

1 Initialisation: for all i ∈ I and j ∈ Ni, set θij(0
−) = 0, uij(0

−) = 0, u⋆ij(0
−) = 0;

/* Local State Update from Sensors to Controllers */

2 foreach i ∈ I do
3 if t ∈ Θi(0, t) then
4 i updates xi(t̄) = xi(t);
5 end

6 end
/* Edge-Based Control Update in Controllers */

7 foreach i ∈ I do
8 foreach j ∈ Ni do
9 while θij(t) > 0 do

10 i applies the control ui(t) =
∑

j∈Ni
uij(t);

11 end
12 if θij(t) ≤ 0 ∧ t ∈ Θij(0, t) then
13 i updates uij(t) = signε(Dij(t̄));
14 i updates θij(t) = fij(x(t̄));

15 else if θij(t) ≤ 0 ∧ t ∈ Ξij(0, t) then
16 i updates uij(t) = 0;
17 i updates θij(t) =

εij
2(di+dj)

;

18 end

19 end

20 end
/* Control Actuation */

21 foreach i ∈ I do
22 if ui(t) is updated ∧ t ∈ Θi0(0, t) then
23 u⋆i (t) = ui(t);
24 end

25 end
// note: ui(t) denotes the desired control output, while u⋆i (t) denotes

the actual control input of the subsystem. ui(t) = u⋆i (t) if the

actuation channel is not attacked.

Rij, such that ∀ i ∈ I,∀ j ∈ Ni,

εij > di(Φi + 2Φi0) + dj(Φj + 2Φi0)

Rij >
εij

2 [εij − di(Φi + 2Φi0)− dj(Φj + 2Φi0)]

(5.23)

then the global consensus (5.14) can be guaranteed.
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Proof. From the proof of Theorem 5.1, the inequality (5.18) and (5.19) can be replaced by



Dij(t) ≥ Dij(t̄
k
ij)(1−

1

2Rij

)− di(Φi + 2Φi0)

− dj(Φj + 2Φi0), if Dij(t̄
k
ij) ≥ εij

Dij(t) ≤ Dij(t̄
k
ij)(1−

1

2Rij

) + di(Φi + 2Φi0)

+ dj(Φj + 2Φi0), if Dij(t̄
k
ij) ≤ −εij

(5.24)

Then, (5.20) can be replaced by

V̇ (t) ≤ −1

2

∑
(i,j)∈E:S

[
εij(1−

1

2Rij

)− di(Φi + 2Φi0)− dj(Φj + 2Φi0)

]
< 0 (5.25)

which shows the convergence using (5.23) in Theorem 5.2. Thus, the secure consensus (5.14)

is achieved.

For the reason that the cyber vulnerability of different links may vary, there exists Φi ≤

Φmax
I ,Φi0 ≤ Φmax

I0 ,∀i ∈ I, thus the condition (5.23) is less conservative than (5.15). Further-

more, although Proposition 5.1 gives bounded time interval Φµ that can be utilised to design

parameters, not every attack attempt leads to the worst data flow block, i.e., the time to achieve

a successful data flow would not be Φµ all the time. Using the bounds to stabilise the system

as Theorem 5.1 may lead to excessive conservativeness. Therefore, a self-adaptive scheme is

utilised to mitigate the conservativeness.

For the controller of each subsystem i, assume the kth communication attempt is successful at

tkij, we define the following time instants:

tki,i := tkij − t̄ki , tki,j := tkij − t̄kj , tki0 := skij − tkij (5.26)

where tki,i, t
k
i,j are available at tkij whereas tki0 is not know until t = skij. To estimate tki0, let

us consider an unsuccessful control actuation attempt at s̆ij ∈ [tkij, s
k
ij) and t̂

k
i0 the estimate of

tki0. As we know that the next attempt will be made at s̆ij + ∆∗
i0, we keep updating t̂ki0 via

t̂ki0 = s̆ij+∆∗
i0−tkij until the next successful attempt. As such, there always exists a time instant
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t̄ < skij, such that for all t ∈ [t̄, skij), t̂
k
i0 = tki0. It implies that tki0 is known prior to skij.

Proposition 5.2. For any control actuation during [skij, s
k+1
ij ), the following control inputs are

equivalent to the system:

u′ij(t) = signε

(
Dij(t̄

k
ij)
) ϑk

ij

ϑk
ij + Φi0

, skij ≤ t < sk+1
ij

⇐⇒ uij(t) =


signε

(
Dij(t̄

k
ij)
)
, skij ≤ t < tk∗ij

0, tk∗ij ≤ t < sk+1
ij

(5.27)

where ϑk
ij =

θkij
Rk

ij
=

fij(x(t̄
k
ij))

Rk
ij

and skij +
(ϑk

ij)
2

ϑk
ij+Φi0

≤ tk∗ij ≤ tk+1
ij .

Proof. By the inequality sk+1
ij − tk+1

ij = tk+1
i0 ≤ Φi0 and t

k+1
ij − skij = ϑk

ij, if signε

(
Dij(t̄

k
ij)
)
= 1⇒

u′ij(t) > 0, t ∈ [skij, s
k+1
ij ),

∫ sk+1
ij

skij

u′ij(t)dt ≤
∫ tk+1

ij +Φi0

skij

u′ij(t)dt (5.28)

if signε

(
Dij(t̄

k
ij)
)
= −1⇒ u′ij(t) < 0, t ∈ [skij, s

k+1
ij ),

∫ sk+1
ij

skij

u′ij(t)dt ≥
∫ tk+1

ij +Φi0

skij

u′ij(t)dt (5.29)

Combining (5.28) and (5.29), the contribution of control actuation during [skij, s
k+1
ij ) is limited:

∫ sk+1
ij

skij

∣∣u′ij(t)∣∣ dt ≤ ∣∣signε

(
Dij(t̄

k
ij)
)∣∣ϑk

ij =

∫ tk+1
ij

skij

∣∣signε

(
Dij(t̄

k
ij)
)∣∣ dt+ ∫ sk+1

ij

tk+1
ij

0 dt (5.30)

Thus, from (5.30), we can know if u′ij is actuated, it has the equivalent contribution of

uij(t) =


signε

(
Dij(t̄

k
ij)
)
, skij < t < tk∗ij

0, tk∗ij < t < sk+1
ij

where skij +
(ϑk

ij)
2

ϑk
ij+Φi0

≤ tk∗ij ≤ tk+1
ij . In particular, tk∗ij = skij +

(ϑk
ij)

2

ϑk
ij+Φi0

implies tk+1
ij = sk+1

ij .

Although the consensus error bound εij guaranteed in Theorem 5.2 is less conservative than
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(5.15), it still relies on the PoDF conditions, which is inevitably conservative. Next, we show

that a tighter consensus error bound can be achieved if an online self-adaptation mechanism of

εij and Rij is permitted after each successful communication attempt.

Corollary 5.2 (Self-Adaptive Scheme). Consider the distributed system (5.6) subject to multi-

layer DoS attacks and the edge-based control (5.11) with control input u′ij in Proposition 5.2, if

εij and Rij can be adapted after each successful communication attempt, such that

εkij > Γk
ij, R

k
ij >

εkij

2
[
εkij − Γk

ij

] (5.31)

where Γk
ij = di(t

k
i,i+t

k
i0)+dj(t

k
i,j+t

k
i0) with t

k
i,i, t

k
i0, t

k
i,j defined in (5.26), then the secure consensus

condition (5.14) can be preserved.

Proof. If Dij(t̄
k
ij) ≥ εkij, (5.17) in Theorem 5.1 can be modified as the following

Dij(t) ≥ Dij(t
k
ij)− (di + dj)(t− tkij)

(c)

≥ Dij(t̄
k
ij)−ditki,i−djtki,j−(di+dj)(tki0+ϑk

ij)−0×Φi0

= Dij(t̄
k
ij)(1−

1

2Rk
ij

)− di(tki,i + tki0)− dj(tki,j + tki0)

where (c) comes from Proposition 5.2. Followed by the similar process as (5.18)-(5.20), we

obtain V̇ (t) < 0 remains guaranteed with (5.31). Similarly, secure consensus (5.14) is achieved.

After the kth successful communication attempt of edge (i, j) ∈ E : j ∈ Ni, Γ
k
ij is already known

before the control actuation attempt. Then we can choose appropriate εkij, R
k
ij to satisfy (5.31),

and the corresponding clock variable θkij and control variable ukij = u′ij can be obtained from

(5.11) and (5.27) respectively. To make the proposed self-adaptive scheme clear, we summarise

it in Algorithm 5.2.

Remark 5.2. The conditions shown in (5.31) are equivalent to εkij >
[
1 + 1

2Rk
ij−1

]
Γk
ij, R

k
ij >

0.5, which explicitly shows the relationship between two designed parameters. The selection of

εkij, R
k
ij is subject to a trade-off between consensus accuracy and computation burden. More
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specifically, smaller εkij leads to more accurate consensus performance in terms of (5.12) but

requires larger Rk
ij, which means more frequent communication between MGCCs. Hence, the

parameter selection in practice should consider both the communication capability and accuracy

requirement of networked MGs case-by-case.

Algorithm 5.2: Self-Adaptive Scheme for DoS Resilient Distributed Consensus Con-
trol

1 foreach (i, j) ∈ E do
2 foreach communication attempt k do
3 if attempt is unsuccessful then
4 apply (5.11) and Algorithm 5.1 to the unsuccessful solution;
5 else if attempt is successful then
6 design εkij, R

k
ij using (5.31);

7 calculate θkij as (5.11) and u
k
ij = u′ij as (5.27);

8 end

9 end

10 end

Remark 5.3. Under Corollary 5.2, the adverse effects of multi-layer DoS attacks can be clas-

sified as “identifiable” and “non-identifiable” depending on the extent to which the converva-

tiveness of global consensus criteria (5.15) can be mitigated, as shown in Figure 5.2. More

specifically, the “identifiable” means those DoS attacks can be noticed before control command

calculation by the definition of (5.26) (e.g., communication and measurement DoS), while the

“non-identifiable” means the actuated commands are not updated as desired due to DoS at-

tacks that block the next actuation attempt (e.g., actuation DoS). The “non-identifiable” effects

always come with actuation DoS attacks and are mitigated by using Proposition 5.2, which

brings extra conservativeness. Besides the desired effects, such separation of identifiable and

non-identifiable effects can effectively avoid the over conservative design using the fully worst

scenario owing to intensive DoS attacks are a low-frequency event.

Remark 5.4. Compared to [2–4], the main contributions of the proposed method are: 1) con-

sideration of the multi-layer DoS attacks in all channels of local measurement, neighbouring

communication and control actuation, 2) consideration of asynchronous data collection and

processing, as major significance, to ensure consensus properties in the presence of multi-layer

DoS attacks, 3) the proposed adaptive scheme can significantly reduce the conservativeness in-
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volved in the algorithm [4]. These contributions lead to a dedicated resilient control design

with rigorous analysis for resilience guarantees. To show the superior of the proposed method,

comprehensive comparisons with [1–4] will be provided in Section 5.4.1.

Figure 5.2: Sequential control scenarios under multi-layer DoS attacks.

5.4 Results

Figure 5.3: A networked MGs topology modified by IEEE 37 bus test system.

To verify the effectiveness of the proposed DoS resilient control of networked MGs, a modified

IEEE 37 nodes system [67] with four MGs is established in MATLAB/Simulink as shown in
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Figure 5.4: τ f and τ d values among networked MGs: (a) measurement and control actuation;
(b) neighbouring communication.

Table 5.1: Power Ratings of DGs

MG 1 MG 2 MG 3 MG 4

DG 1 20 kW DG 6 20 kW DG 11 15 kW DG 15 10 kW

DG 2 15 kW DG 7 20 kW DG 12 20 kW DG 16 10 kW

DG 3 15 kW DG 8 15 kW DG 13 20 kW DG 17 15 kW

DG 4 15 kW DG 9 15 kW DG 14 15 kW

DG 5 15 kW DG 10 10 kW

Figure 5.3. The network topology follows

A =

 0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0


, which satisfies the consensus requirement discussed in Section 5.2.1 . Each MG incorporates

several inverter-based DGs, the power ratings of which are detailed in Table 5.1. In the sim-

ulation, the proposed secondary controller is activated at t = 5 s, and before only the primary

controller is used, which tends to lead to larger frequency synchronous deviations. Furthermore,

the load changes (prevalent in the power networks) are introduced at t = 30 s and t = 45 s,

respectively. Finally, multi-layer DoS attacks acting on local and neighbouring links of the
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power network are illustrated in Figure 5.4.

Figure 5.5: Performance evaluation of frequency synchronisation and active power sharing. 1st
row, i.e., (a), (b), (c) are using (5.7) designed without considering any DoS attacks [1]; 2nd
row, i.e., (d), (e), (f) are using ternary control (5.7) designed only considering neighbouring
DoS attacks [2–4]; 3rd row, i.e., (g), (h), (i) are using the proposed resilient control designed
considering multi-layer DoS attacks; 1st column, i.e., (a), (d), (g): none DoS attacks exist; 2nd
column, i.e., (b), (e), (h): only communication DoS attacks exist; 3rd column, i.e., (c), (f), (i):
multi-layer DoS attacks exist.

Figure 5.6: Frequency synchronisation and active power sharing inside MGs.

5.4.1 Validation of the Proposed Method

To show the impact of multi-layer DoS attacks and the performance of the proposed resilient
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Figure 5.7: Conservativeness validation of Theorem 5.1. (a): intensive DoS attacks using
controller satisfying Theorem 5.1; (b) and (c): less intensive DoS attack using controllers
satisfying Theorem 5.1 and Corollary 5.2, respectively.

Figure 5.8: Performance comparisons with decreased DoS attacks on three type of channels
separately: measurement (Scenario 1, 1st column), communication (Scenario 2, 2nd column)
and actuation (Scenario 3, 3rd column).

secondary control strategy which is based on Corollary 5.2, we compare the performance with

existing methods [1–4]. The results are shown in Figure 5.5, where each row corresponds to

a typical controller and the three columns (from left to right) indicate the three simulation

cases of different DoS attacks. As it can be seen, control performance deteriorates under either

neighbouring DoS attacks or local DoS attacks (see (a) to (b)), and the degradation becomes

more significant when local DoS attacks are introduced (see (b) to (c)). Considering only the

neighbouring-communication-attack can not nullify the effects of local DoS attacks (see (e) to

(f)). The resulting undesired oscillations may trigger the power grid protection mechanism, and

consequently, lead to large-scale load shedding or power outage. Hence, the resilience against

multi-layer DoS attacks is of great significance for enhancing the reliability of the networked
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MGs. The results presented in the third row (i.e., (g), (h) and (i)) show that system resilience

is preserved by the proposed DoS-resilient control method although the multi-layer DoS attacks

slow down the frequency convergence speed. Moreover, frequency synchronisation and active

power sharing are shown by equivalence inside each MG in Figure 5.6, where the accuracy

is also guaranteed in a hierarchical framework. Take MG 2 as an example, the active power

sharing is kept at all stages by a fixed ratio 4 : 4 : 3 : 3 : 2, as specified by their power ratings.

5.4.2 Benefits of the Self-Adaptive Scheme

Under the DoS attacks of Figure 5.4, we evaluate the performance of the controller designed in

line with the global consensus criteria (see Theorem 5.1), which considers the worst scenario of

DoS attacks by PoDF. The results are shown in Figure 5.7(a). In contrast to Figure 5.5(i) that

is obtained using the self-adaptive scheme, the steady state consensus error in Figure 5.7(a)

is much greater due to the fact that the sensitivity parameter, ε, has to be set to a conser-

vative value ε = 1.2624 (Φmax
I=I0 = 0.0526) to satisfy the global design criterion Eq. (5.15). If

DoS attacks become less severe and intensive, after re-designing the sensitivity parameter, the

consensus accuracy is improved for both control designs, as can be seen in Figure 5.7(b) and

Figure 5.7(c). However, enhanced consensus accuracy is guaranteed in both cases by the less

conservative design criteria given in Corollary 5.2.

5.4.3 Impacts of Attacks in Different Channels

The proposed DoS-resilient control framework gives different mitigation methods for identifiable

and non-identifiable DoS attacks as described in Remark 5.3. In order to evaluate the impacts

of both types of attacks and to what extent each attack can be mitigated, we successively

decrease the frequency and duration for measurement, communication or actuation DoS attacks

based on the original setting given in Figure 5.4. The resulting multi-layer DoS attacks are

characterised in the first row of Figure 5.8. The corresponding performances of each scenario

are shown in 2nd and 3rd rows of the same column. As discussed in Remark 5.3, the mitigation
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of the non-identifiable attacks is more conservative compare to that of identifiable ones. This is

explicitly reflected in Figure 5.8, as the extenuation (by frequency and duration reduction) of

the actuation attacks (which certainly bring non-identifiable effects) yields the most noticeable

improvements in terms of frequency tracking among the three cases (see Scenario 3). In other

words, under the proposed resilient self-triggered method based on Corollary 5.2, a sequence

of DoS attack that acts on actuation channels has the most significant impact on the control

performance, therefore, it is more beneficial to harden cybersecurity of actuation channels

compared to the other two.

5.5 Conclusion

In this chapter, we propose a DoS resilient distributed self-triggered control method of net-

worked systems. Multi-layer DoS attacks on different channels of data flow are considered:

DoS attacks on neighbouring communication, measurement and control actuation channels.

The quantitative description of such attacks, named by PoDF is employed to analyse the global

stability criteria and convergence time of the consensus evolution. Then, the conservativeness

induced by control design in the worst case is overcome by a self-adaptive scheme which clas-

sifies effects of DoS attacks into identifiable and non-identifiable parts. Through simulations

conducted by MATLAB/Simulink, the effectiveness of such a multi-layer-DoS resilient strategy

is illustrated with separate analysis of DoS attacks on local or neighbouring data transmissions.
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Chapter 6

Cyber-Physical Post-Contingency

Service Restoration of Power

Networks: A UAV Assisted

Communication Coverage Approach

6.1 Introduction

Existing climate change leads to an increase in the frequency, intensity and duration of severe

weather events [147]. Extreme weather conditions pose huge threats to power supply infras-

tructures, thereby leading to undesired power interruptions or blackouts. Hence, the concept

of resilience under contingencies has been gradually recognized as a key requirement for future

energy systems [12, 148]. The trend of cyber-physical power systems or power system digiti-

zation [10], which emphasizes the high interdependence of communication system and power

network, discloses that both communication infrastructure and power lines are vulnerable to

increasing disasters [12]. Therefore, a cyber-physical resilience should receive more attention

than before.
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Currently, there are several research directions trying to enhance cyber-physical power system

resilience. Network reconfiguration [149] is one of widely investigated methods but relies on

the operational information of power network. Once contingencies with adverse cyber-physical

effects occur, the lack of information exchange makes power-and-communication service restora-

tion difficult. Another method to enhance post-contingency cyber-physical resilience is the tech-

nology of microgrid (MG) [41, 43, 67]. During post-contingency periods, MGs with distributed

generators (DGs) could lose the centralized control owing to the disabled communication-system

functionality. Although MGs can be controlled only by the primary control of DGs in a local-

ized way without communication network [33], the optimality and sustainability are unable to

achieve due to the lack of information sharing among controllers of DGs and MGs. In other

words, MGs close to heavy load will consume more energy without appropriate power sharing

scheme, leading to localized and regional energy shortage. Therefore, a post-contingency critical

power supply through network reconfiguration or islanded MGs requires essential information

exchange that can ensure an operational optimality.

The power network cyber-physical collaborative recovery [150, 151] have already been investi-

gated to enhance cyber-physical power system resilience. A post-disaster cyber-physical interde-

pendent restoration scheduling framework is proposed based on ad-hoc wireless device-to-device

communication considering simultaneous damages on cyber and physical networks [151]. Com-

munication failure is mitigated by the utilization of drone small cells for wireless communication

recovery to enable power network reconfiguration after faults [151]. Such work considers one or

some cyber-physical dependencies during the post-contingency restoration period, yet a compre-

hensive ad-hoc communication network formation supporting cyber-physical service restoration

of power networks has not been fully investigated. Furthermore, during the post-contingency

response period, existing DGs installed in the power network have limited capability, hence the

portable storage of different carriers, e.g., mobile storage vehicles is utilized as an important

optional extension of power supply. Such time-varying dispatchable energy resources require

time-varying communication network topology to ensure an efficient coordination. Therefore,

the cyber-layer response should be emphasized as important as the power supply response itself,

especially the time-varying communication topology formation.
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This chapter introduces a UAV (Unmanned Aerial Vehicle)-aided cyber-physical response to

maintain critical power supply after adverse cyber-physical effects on power networks. The

UAV positioning problem prioritizes full coverage of all dispatchable DGs and also considers

the communication connectivity among networked MGs. Based on such UAV-assisted commu-

nication, a two-level event-triggered mechanism is proposed to regulate frequency and voltage,

as well as to achieve a prioritized capacity-based active power sharing. More specifically, in

each triggering instant, the bottom level dynamically updates the communication network and

corresponding control laws, while the upper level considers the potential communication failure

(caused by inter-MG long-distance data sharing) using a self-triggered request-then-response

data exchange. The main contributions are outlined:

1. A UAV-assisted interconnected communication network formation is proposed to enable

an effective data exchange both inside each MG and among networked MGs. The UAV

positioning problem considers two scenarios in terms of the sufficiency of UAVs. Adequate

UAVs can act as both base stations (BSs) and relay nodes to enable a full coverage, while

the UAV positioning will prioritize the BSs to enable intra-MG operations in case of UAV

insufficiency.

2. UAVs as mobile BSs enable event-based resource allocation considering mobile energy re-

sources (MERs), thus ensuring communication coverage among post-contingency power

network devices. UAV BSs, triggered by plug-and-play operations, update the communi-

cation topology and also design a prioritized capacity-based control law of each MG to

guarantee the stability under time-delayed communication.

3. UAVs, as relay nodes enable enough information circulations among networked MGs,

leading to effective power sharing among networked MGs. This can make the best of

MERs to supply all critical loads in the power network. In virtue of UAV BSs and relay

nodes, a self-triggered mechanism is employed to enable an energy-efficient UAV-based

information circulation.

The rest of this chapter is organized as follows. Section 6.2 introduces the proposed framework

and also details the UAV positioning problem, while Section 6.3 gives a two-level event-based
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control scheme. Simulation results are detailed in Section 6.4, and Section 6.5 concludes this

chapter.

6.2 Post-Contingency UAV-Assisted Cyber-Physical Ser-

vice Restoration Framework

The proposed post-contingency response framework focuses on the dynamic scheduling and

control of the cyber-physical power network that has been split into several islanded MGs owing

to damaged cyber-physical infrastructure. As shown in Figure 6.1, after contingencies (e.g.,

flooding and earthquake) occur, the power supply from the main grid is not available leading

to the blackout, and the communication network supporting power system operation is out of

service leading to information islands. Such cyber-physical out-of-service conditions normally

cannot be repaired and recovered immediately. Hence, depending on wireless communication

infrastructure (e.g., D2D wireless communication [14]), the power system dominated by power

electronic devices is split into multiple MGs to maintain the critical power supply. At this

stage, to enlarge the cyber-physical service coverage and to prolong the power supply, UAVs

are deployed to rapidly create ad-hoc communication owing to its flexible placement in the air,

thus supporting the operation of digitalized power networks. However, it is costly to deploy

UAVs restoring the full communication during the pre-contingency period. Thus, analyzing

the functionality of UAVs enabling its optimized deployment is necessary and economical. The

functions of UAVs are two aspects: base station UAVs (BS-UAVs) to schedule the cyber-

layer topology considering MERs in a regional MG (i.e., dynamically allocate communication

resource for D2D wireless communication), and relay UAVs (R-UAVs) to enable inter-regional

data exchange for further optimizing multi-MG operations.
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Figure 6.1: Diagram of UAV-aided post-contingency response.

6.2.1 Analysis of UAV functionality

In the post-contingency condition, there are two main wireless communication requirements

to enlarge power network service coverage, i.e., management and transmission. In the man-

agement scenario, BS-UAVs manage communication resource, i.e., bandwidth between D2D

users (DGs with D2D communication capability), while R-UAVs relay operational information

among different power supply regions in the transmission scenario.

Combining two functional UAVs, the problem of UAV deployment can be summarized as Fig-

ure 6.2. Meshed dots model geographical locations of network users (e.g., DG users, smart

load users, smart switches, ad-hoc plug-and-play points etc.), and red dots represent the UAV

service range with radius r. Besides UAV service covering local users in each MG, intercon-

nected network enabled by R-UAV of interconnection distance dij is considered. In addition,

the charging cost efficiency of UAVs is considered through charging distance dci to green-dot
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Figure 6.2: Post-contingency deployment of UAVs: r denotes the coverage radius of UAV; dij
denotes the maximal UAV interconnection distance between UAV i and j; dci denotes the re-
charging distance of UAV i.

charging points.

6.2.2 Post-Contingency Cyber-Physical Service Oriented UAV De-

ployment Optimization

As discussed in Section 6.2.1, we model the UAV deployment optimization with a meshed node

set, i.e., possible UAV placement N = {1, 2, . . . , n} and a UAV set U = {1, 2, . . . , u} that is

available to be deployed.

We first model the BS-UAVs covering aggregated local network users, and the coverage can be

expressed as

n∑
i=1

u∑
k=1

µikνij ≥Mj,∀j ∈ N (6.1)

where the binary variable µik = 1 if the placement i is deployed with the UAV k, otherwise

µik = 0; the binary variable νij = 1(νij = 0) if the placement j is inside(outside) the coverage

of the UAV deployed at placement i; Mj = 1 means that the placement j has a network user.

Eq. (6.1) ensures that each user is served by at least one BS-UAV.

In terms of post-contingency service cost, it is necessary to limit the number of the deployed
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UAVs. However, in the sense of resilience, the power network operator should guarantee the

critical power supply, leading to enough UAVs in the case of emergency use. Hence, we have

n∑
i=1

u∑
k=1

µik ≤ u (6.2)

where u equals to the cardinality if the set of U . To be more realistic, the pre-evaluation

planning or forecasting algorithms should be well designed to decide the UAV numbers.

Each UAV is assigned to at most one potential placement, while each potential placement is

deployed at most one UAV. This can be mathematically modelled by

n∑
i=1

µik ≤ 1,∀k ∈ U ,
u∑

k=1

µik ≤ 1,∀i ∈ N (6.3)

Eq. (6.1)–Eq. (6.3) mathematically summarize the network service coverage constraints. To

further ensure the interconnectivity as discussed before, more UAVs may be required to serve

as relay nodes in a large-scale power network. The intuitive method to express such intercon-

nectivity is to use the connected graph constraint as [57], where the connected graph constraint

is not linear, so that cannot be directly handled.

Hence, inspired by [152], we artificially set two successively indexed UAVs interconnected, which

can be modelled with an auxiliary binary variable ζijk = µikµj(k+1), ,∀i, j ∈ N , ∀k ∈ U \ {u}.

Only if µik = 1 and µj(k+1) = 1, ζijk = 1 means the potential placements i and j are both

deployed a UAV. Such nonlinearity can be easily linearized as


ζijk ≤ µik

ζijk ≤ µj(k+1)

ζijk ≥ µik + µj(k+1)

∀i, j ∈ N ,∀k ∈ U \ {u} (6.4)

Since the number of UAVs in service is lower than the available ones in U , the interconnection

may not exist if the UAVs that are in emergency use are not successively indexed as Eq. (6.5).
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The constraint (6.5) ensures that UAV k + 1 is deployed only if UAV k is also in service.

n∑
i=1

µik ≥
n∑

i=1

µi(k+1),∀k ∈ U \ {u} (6.5)

So far, Eq. (6.1)–Eq. (6.5) ensure that all users are covered in the communication service

while information exchange among deployed UAVs is feasible. Then, the objective of UAV

deployment optimization is to minimize the cost of UAV placement which is reflected by two

parts: total number of deployed UAVs and UAV total charging distances, i.e.,

min
µik

n∑
i=1

u∑
k=1

(wuµik + wcd
c
i) s.t. Eq. (6.1)− Eq. (6.5) (6.6)

where wu and wc are weighted factors of UAV deployment cost and UAV charging distance

respectively. The UAV deployment optimization (6.6) optimizes the UAV placement enabling

full service coverage of power users within an interconnected communication network. However,

the optimization result may result in few R-UAVs if power network users are geographically

centralized. This means that BS-UAVs can almost achieve information circulation without

R-UAVs.

The UAV deployment optimization is based on the assumption that UAVs are enough to enable

communication full coverage and connectivity as stated previously. However, if a more extreme

condition with limited UAVs occurs, i.e. the optimization (6.6) is infeasible, the MG coverage

should be guaranteed through giving up multi-MG power sharing, i.e., we transfer optimization

(6.6) to

min
µik

n∑
i=1

u∑
k=1

(wuµik + wcd
c
i) s.t. Eq. (6.1)− Eq. (6.3) (6.7)

which will lead to a network service coverage without connectivity. Furthermore, there may be

more extreme conditions that optimization problem (6.7) is infeasible, i.e., not all network users

can be covered by UAVs. Under this circumstance, it should be emphasized that users inside

the MGs with plug-and-play operation needs, which also can be solved by (6.7). To summarize,
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the UAV positioning algorithm is detailed in Algorithm 6.1. After UAV deployment in the cyber

layer, a two-level cyber-physical solution is required to be investigated and will be discussed in

Section 6.3.

Algorithm 6.1: Post-Contingency Service Oriented UAV Positioning Algorithm

1 Initialization: set a meshed grid and define parameters and variables;
2 Solve optimization problem (6.6);
3 if Problem in Line 2 is infeasible then
4 Solve optimization problem (6.7);
5 if Problem in Line 4 is infeasible then
6 Prioritize network users of MGs requiring plug-and-play operations;
7 Update and re-initialize optimization problem, i.e., return to Line 1;

8 end

9 end

6.3 A Two-Level Event Based Solution Assisted by UAVs

In this section, we design an event based control scheme to coordinate power network dis-

patchable resources, i.e. users, in two levels with the assistance of ad-hoc communication

network investigated in Section 6.2.2. According to two different functions of deployed UAVs,

a bottom-level solution (corresponding to BS-UAV) targets at coordinate local dispatchable

resources inside one MG, while an upper-level solution (relying on information circulation)

focuses on multi-MG energy-efficient cyber-physical operation with poor communication.

6.3.1 Bottom-Level: Event-Triggered Dynamic Bandwidth Alloca-

tion and Prioritized Distributed Control Design

Event-Triggered Cyber-Layer Dynamic Resource Allocation

A mobile BS-UAV acts as a bandwidth manager of the regional power network to dynamically

allocate communication resources considering time-varying physical-layer users [49]. The sce-

nario that requires dynamic communication network formation is originated from time-varying
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dispatchable power network resources caused by plug-and-play operations (e.g., mobile emer-

gency battery storage, electric vehicle cluster). Such add-on power injection is a pathway to

support energy-deficient regions. In addition, The static storage of MGs can switch between

charging state and discharging state to collaborate with the mobile one. In other words, mobile

energy storage plug-in operation can both support regional loads and work as a charger for the

localized static storage.

Once dispatchable devices vary among the power network, the BS-UAV re-schedules the topol-

ogy according to the geographical distances, as shown in Figure 6.3. Then, in order to reduce

the workload of bandwidth allocation under the post-contingency condition, the event-triggered

mechanism is designed, i.e., plug-and-play operation triggering dynamic communication net-

work formation. Specifically, the dynamic communication formation depends on efficient band-

width allocation algorithms that have been widely utilized in industrial applications, e.g., In-

ternet of Vehicles [60, 153] and disaster rescue [154]. After applying the bandwidth allocation

in the post-contingency power network recovery enabled by D2D neighbouring communication

technology [14], we can obtain event-varying delay τ in the cyber layer. Although the band-

width allocation for either distributed, centralized or hybrid structure can be achieved similarly,

such communication design is independent of UAV placement problems. In this chapter, we

apply the distributed structure [14] instead.

Figure 6.3: Communication topology re-scheduling with plug-and-play operations.
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Prioritized Distributed Control Design Considering Mobile Energy Resources

Depending on the time-varying delay τ obtained from bandwidth allocation, an adaptive dis-

tributed consensus based controller is designed to guarantee local stability of each MG. Apart

from plug-and-play operations, different generators have diverse post-contingency priorities,

e.g., the mobile energy storage enabling plug-and-play operation has higher service-providing

priority so that it can be consumed firstly to restore more energy capacity of static storage, fur-

ther extending the service of static storage. To be more specific, different from the traditional

distributed control considers the averaging consensus among DGs [33, 67], we use prioritized

droop coefficients to model the grid-forming inverter based DGs:

ωi = ωni −mPiPi, Vi = Vni − nQiQi (6.8)

where ωni, Vni are set points of primary frequency and voltage control; ωi, Vi are angular fre-

quency and voltage magnitude of DG i; Pi, Qi are respectively active and reactive power out-

puts of DG i; mPi, nQi are droop coefficients and are selected based on the power ratings and

priority levels. The primary controller consists of power control of Eq. (6.8) and inner con-

trol loops, through which the frequency and voltage deviations from the reference cannot be

eliminated without effectively adjusting set-points. Hence, the proposed control is employed

to achieve frequency regulation, accurate active power sharing, and voltage regulation, i.e.,

limt→∞ ωi = ωref , limt→∞ |mPiPi −mPjPj| = 0, limt→∞ Vi = Vref .

To achieve the control objective, an adaptive control law design adapting to time-varying delays

can be obtained by the procedure as Section 4.2 of [14], which is triggered by the dynamic

resource allocation. As a similar event-triggered manner, a prioritized active power sharing, i.e.,

frequency droop coefficient mPi also requires a reasonable update rule, which will be discussed

as follows.

Each DG unit has two-dimensional adjustable parameter state indicator si and frequency droop

coefficient mPi. si ∈ {−1, 0, 1} is the plug-and-play condition of DG i: −1 means the MG

charges DG units (normally energy storage); 0 means DG units are disconnected; DG units
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labelled 1 are those injecting power into the MG. The choice of mPi is determined by available

capacity static DG units with si = 1 and MERs. According to the backup requirements of

critical loads such as data center and telecommunication tower [155], coordinating BS-UAVs

can obtain these static DG units’ capacity. Together with the capacity of available MERs, we

can obtain the all available units’ capacity P c
i , which guides to choose mPi satisfying mPiP

c
i =

mPjP
c
j , ∀i, j ∈ N ∧si = 1∧sj = 1, which leads to the power injections of both static and MERs

shared by capacity availability.

Figure 6.4: Framework of bottom-level UAV-aided post-contingency response.

To summarize, the work flow of the bottom-level cyber-physical post-contingency response of

power networks is outlined in Figure 6.4. The UAV deployed for the bottom-level coordination

utilizes a plug-and-play-driven event-triggered mechanism to enable dynamic communication

topology and control law design, which is delay and priority driven. Such event-triggered

mechanism leads to an energy-efficiency that is really vital in a post-contingency condition.

Furthermore, BS-UAVs also acts interactive connector to enable upper-level multi-microgrid

(networked microgrids) coordination, which will be investigated in Section 6.3.2.

6.3.2 Upper-Level: Self-Triggered Information Circulation

As depicted in Figure 6.4, bottom-level MGs could coordinate with each other achieving global

energy sharing. However, such attractive aim cannot be reached directly without additional
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communication network coverage after contingencies. R-UAVs that have been deployed as

Section 6.2.2 enable an inter-MG information circulation for multi-MG optimal operation. To

allow multi-MG energy sharing, energy islands should be reconnected, which has been widely

developed through power network reconfiguration algorithms [149,151,156] if the power network

communication service is fully covered. Owing to the full communication coverage guaranteed

by optimization (6.6), reconnections of islanded MGs can be completed. Hence, we focus on

the communication-efficiency multi-MG coordination via a self-triggered scheme considering

communication failure caused by poor post-contingency environments.

Aggregated Modelling of Available Dispatchable Energy Resources in MGs

The multi-MG coordination relies on the aggregated model of each MG, which reflects its

dynamic capacity and performance. The aggregation model can be obtained by some equivalent

methods [144,157,158], and this chapter adopts the following one especially for (6.8):

PI =
∑
j∈CI

Pj,mPI =
1∑

j∈CI
1

mPj

, ωI =

∑
j∈CI

ωj

ωcjmPj∑
j∈CI

1
ωcjmPj

(6.9)

where subscript I indexes the number of MGs; a dynamic set CI obtained by the event-triggered

manner of the bottom level contains real-time dispatchable resources inside MG I; ωcj denotes

the cut-off frequency of low-pass filter in the inverter control loop of DG j [33]. Eq. (6.9) only

considers multi-MG frequency control and active power sharing, while the voltage regulation

is a local problem solved inside each MG [43]. Based on (6.9), the MG can be aggregated

as ω̇nI = ω̇I + mPIṖI = uωI + uPI with uωI , uPI being the auxiliary control inputs [66], i.e.,

ω̇I = uωI , mPIṖI = uPI . Then, the upper-level coordination adopts an adaptive self-triggered

mechanism [4,157] that will be discussed next.

Distributed Adaptive Self-Triggered Information Circulation With Ternary Control

The upper-level communication topology of UAVs as the top of Figure 6.1 can be modelled

by an undirected graph G = {I, E} [146], where I = {1, 2, . . . ,m} is a set of MGs, E ⊆ I × I
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is a set of edges, and m is the number of MGs. An edge (J, I) means that MG I can receive

information from MG J and J is a neighbour of I. The set of neighbours of MG I is described

by NI = {J : (J, I) ∈ E} with dI = |NI | denoting the cardinality of NI .

To make information circulation energy-efficient, a ternary control [4, 157] with (x, u, θ) ∈

Rm×Rd×Rd is utilized to binarize upper-level control law, thus reducing the data transmission.

x, u, θ are the vectors of node states (i.e., frequency ωI or active power ratio mPIPI), controls

and clock variables respectively. u, θ are both edge-based variables with d :=
∑m

I=1 dI . Then,

the control law is governed by

ẋI = uI =
∑
J∈NI

uIJ ,∀I ∈ I, J ∈ NI (6.10a)



xI(t) = xI(t
−) ∀I ∈ I

uIJ(t)=


signε (DIJ(t)) , (I, J)∈J1(θ, t)

0, (I, J)∈J0(θ, t)

uIJ(t
−), otherwise

θIJ(t)=



fIJ (x(t))

2(dI + dJ)
, (I, J)∈J1(θ, t)

ε

2(dI + dJ)
, (I, J)∈J0(θ, t)

θIJ(t
−), otherwise

θ̇IJ(t) = −R

(6.10b)

fIJ (x(t)) = max {|DIJ(t)|, ε} (6.10c)

DIJ(t) = xJ(t)− xI(t) (6.10d)

signε(z) :=


sign(z), if |z| ≥ ε

0, otherwise

(6.10e)

In (6.10), uI aggregates contributions of all edges (J, I) ∈ E , and uIJ represents the con-

trol action on node I of the communication link from MG J to MG I. Through (6.10b),

uIJ , θIJ are updated only when the clock variable θIJ reaches zero, i.e., (I, J) ∈ J∗(θ, t) =
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{(I, J) : J ∈ NI ∧ θIJ(t−) ≤ 0} (subscript ∗ denotes the communication availability) with

θIJ(t
−) = limξ→t θIJ(ξ). The clock rate across all network links R > 0 determines the trigger-

ing frequency that is designed according to UAV-assisted upper-level communication capability.

The consensus error bound ε > 0, a user designed sensitivity parameter represents the mini-

mally acceptable consensus error that avoids Zeno-behaviour of all edges. uIJ ∈ {−1, 0, 1} from

a quantizer signε(z). The stability of control law (6.10) for a specific interconnected communi-

cation network obtained by (6.6) is mainly dependent on communication failure frequency and

user designed parameters R, ε, and those interested in theoretical analysis can refer to [4,157].

Algorithm 6.2: Two-Level Cyber-Physical Framework With Detailed Upper-Level
Coordination

/* Cyber-Physical Functional Logic */

1 if Algorithm 6.1 ends at Line 4 then
2 Apply bottom-level control (frequency, voltage and active power sharing) designed

in Section 6.3.1 ;

3 else if Algorithm 6.1 ends at Line 2 then
4 Apply bottom-level voltage regulation designed in Section 6.3.1 ;
5 Apply upper-level frequency regulation and active power sharing by (6.10), i.e.,

/* Upper-Level Coordination */

/* begin
Initialization: for all I ∈ I and J ∈ NI, set θIJ(0

−) = 0,
uIJ(0

−) = 0;
foreach I ∈ I do

foreach J ∈ Ni do
while θIJ(t) > 0 do

MG I applies the control uI(t) =
∑

J∈NI
uIJ(t);

end
if θIJ(t) ≤ 0 then

MG I requests information from MG J;
Determine J∗(θ, t) by data availability;

MG I updates uIJ(t), θIJ(t) using (6.10b) according to J∗(θ, t);

end

end

end
*/

6 end

The procedure of the two-level coordination is detailed in Algorithm 6.2, where aggregated set-

points ωnI obtained from upper-level coordination are updated to each MG through one DG

and other DGs can be informed through multi-hop communication in the bottom-level. Line 5
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(upper-level coordination) in Algorithm 6.2 checks the data availability of upper-level data

exchange with a request-then-response mechanism. Such data availability could be induced by

random packet loss or R-UAV overload. Once the UAV deployment result of (Algorithm 6.1)

is solved by (6.7), i.e., forming an incomplete interconnected network, only the bottom-level

control regulates all dispatchable units instead of the upper-level coordination.

6.4 Case Study

Figure 6.5: Diagram of the test power network: MG1, MG2 and MG3 coloured by red, blue
and green respectively.

Figure 6.6: Result of UAV deployment optimization: (a) r = 2.5, (b) r = 3, (c) r = 3.5.

In this section, the proposed cyber-physical service restoration framework assisted by UAVs in

post-contingency conditions will be verified by the power network detailed in Figure 6.5, where
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three emergency MGs formed after contingencies [14]. The test power network is consisted of

12 potential dispatchable DGs (network users), although some may be ad-hoc plug-and-play

points. The results and performance of the proposed framework are discussed in details in

terms of UAV deployment, bottom-level and upper-level solutions respectively.

6.4.1 Discussion of UAV Deployment Result

The layout of the test power network as Figure 6.5 is modelled by 10 × 10 meshed dots. The

twelve (potential) dispatchable resources and three power grid interconnection switches are

denoted by red dots as cyber-layer network users, while one UAV charging point is represented

by a green dot. In practice, different geographical location and environments [159] (e.g., building

height) will affect the coverage of UAVs, thus we optimize UAV deployment with three different

coverage ranges r = 2.5, r = 3, r = 3.5 respectively, and the corresponding results are depicted

in Figure 6.6.

The communication range of each UAV r = 2.5 including five BS-UAVs and two R-UAVs.

More specifically, the blue-colour MG with DG5, DG6 and DG7 are served by only one BS-

UAV and the others are both covered through two BS-UAVs, while another two R-UAVs relays

the data among three MGs. The similar results are obtained for coverage ranges with r = 3

and r = 3.5 respectively, which are summarized in Table 6.1. All network users are covered by

BS-UAVs, while all UAVs are interconnected through R-UAVs. In the case of r = 3.5, the UAV

deployment (Figure 6.6(c)) shows only four UAVs required to be placed. Each MG is covered

by one BS-UAV, while interconnection between MG2 and MG3 requires one R-UAV to enable

network connectivity. The number of UAVs ensuring full coverage and connectivity decreases

as the coverage range increases.
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Table 6.1: Optimized UAV Numbers with Different Coverage Ranges

Coverage range Total number BS-UAV R-UAV

r = 2.5 7 5 2

r = 3 5 3 2

r = 3.5 4 3 1

Figure 6.7: Bottom-level event-triggered topology optimization result.

6.4.2 Bottom-Level Event-Triggered Dynamic Communication and

Control Design

Bottom-level communication-control design is a local management inside one MG, hence we

take MG1 as an example to evaluate the proposed bottom-level solution, of which the perfor-

mance is detailed in Figure 6.8. Once the plug-and-play operation after deploying BS-UAVs,

the distributed control law is updated based on the bandwidth-allocation induced delay and

capacity-driven priorities, of which the result is outlined in Table 6.2 and Figure 6.7. The

islanded MG operates using droop principles with secondary control to regulate frequency and

voltage, responding to the load disturbance during 0 < t ≤ 10. Then, DG1 is disconnected

and one MER is plugged into the grid at t = 10, t = 15 respectively. Besides topology update,

owing to the mobility, we prioritize its power output by updating m′
P1 = 0.5mP1, thus the

active power output of MER increases to accommodate more load demands after t = 15. After

t = 20, DG2 becomes load demand for charging to prolong the power supply service. As load

demand, the power output of DG2 becomes negative in Figure 6.8(b) and the active power ratio

becomes zero (i.e., not participating in intra-MG power sharing), leading to an increasing power

output of other three DGs. During the whole period, the control performance (i.e., frequency

regulation, active power sharing and voltage regulation) in the post-contingency period is all
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Figure 6.8: Bottom-level control performance of MG1: (a) frequency, (b) active power, (c)
active power ratio, (d) voltage.

reached, showing the effectiveness of the proposed bottom-level cyber-physical post-contingency

mitigation.

Table 6.2: Results of Dynamic Resource Allocation and Prioritized Control Design for MG1

Periods Delay Capacity ratio mPi ratio

Load disturbance 0 < t ≤ 10 87.5ms 2 : 1.5 : 1 : 1 1 : 1.33 : 2 : 2

DG1 disconnection 10 < t ≤ 15 102.6ms □ : 1.5 : 1 : 1 □ : 1.33 : 2 : 2

MER plug-in 15 < t ≤ 20 87.5ms 4 : 1.5 : 1 : 1 0.5 : 1.33 : 2 : 2

DG2 charging 20 < t ≤ 25 63.3ms 4 : □ : 1 : 1 0.5 : □ : 2 : 2
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6.4.3 Upper-Level Coordination

The upper-level coordination is evaluated based on the communication solution in Section 6.4.1

(i.e., Figure 6.6(b)) and the same scenario in Section 6.4.2. The upper-level coordination is

activated at t = 10, and the corresponding multi-MG power sharing is depicted in Figure 6.9

and Figure 6.10. Figure 6.9 outlines the power sharing comparison between the power network

governed by upper-level coordination and only bottom-level control. The inter-MG active

power sharing by bottom-level control is poor, hence more MERs are required to supply MGs

individually leading to higher emergency response cost.

Besides frequency and voltage regulations guaranteed as that by the bottom-level control,

the upper-level coordination achieves active power sharing through all DGs as Figure 6.10.

Although there are not any load changes and plug-and-play operations after t = 10 in both MG2

and MG3, the active power outputs are adjusted responding to the plug-and-play operations

in MG1. The MER plugging into the power network shares more load demands throughout

the power network, showed by a decrease of active power ratios (row (c) in Figure 6.10) after

t = 15. Therefore, through the upper-level coordination, plug-and-play operations such as

MERs’ connection and DGs’ recharging provide grid flexibility that is really important during

post-contingency emergency periods.

6.5 Conclusion

This chapter proposes a cyber-physical service restoration framework assisted by UAVs during

emergency periods caused by adverse cyber-physical contingencies. The proposed framework

employs UAVs to play two different roles, i.e., base station and relay node, thus forming an

interconnected communication network that covers all controllable resources. By virtue of the

information circulation, a two-level control scheme is designed to coordinate available resources

including onsite dispatchable resources and MERs. Due to limited UAVs resulting in an in-

completely full communication coverage, the UAV deployment optimization will prioritize the

functionality of BS-UAVs to enable small-scale plug-and-play operations inside MGs. As such,
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Figure 6.9: Active power sharing among MGs through upper-level coordination.

Figure 6.10: Upper-level coordination performance: row (a) frequency, row (b) active power,
row (c) active power ratio, row (d) voltage; first column MG1, second column MG2, third
column MG3.

the bottom-level control focuses on the intra-MG control, while the upper-level coordination

investigates the inter-MG power sharing if possible. Finally, we design a case study with com-

prehensive scenarios validating its effectiveness.

157



Chapter 7

Fixed-Time Convergent Distributed

Observer Design of Linear Systems: A

Kernel-Based Approach

7.1 Introduction

Large scale systems are encountered more frequently in real-world applications, such as power

networks, intelligent transportation systems and other cyber-physical systems. Such systems

have an increasing demand for flexibility and scalability. The continuous growth of communica-

tion technology has enabled the development of decentralised and distributed solutions, which

can perform collaborative tasks by using multi-agent communications. This has posed new

challenges in control theory, including distributed consensus control, distribution estimation

and so on [160,161].

State estimation represents one of the most important problems in control. Motivated by pre-

vious developments in the centralised observer, this chapter focuses on the distributed observer,

where the outputs of a large scale system are measured by a sensor network and only a small

portion of the system output is available at each sensor node. Therefore, the main challenge is
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that the state of the system is not fully observable at any sensor node. The goal is to design a

distributed observer, such that the full state of the system can be collaboratively reconstructed

by each agent using local measurement and proper neighbouring communication [162–165].

A variety of distributed linear time-invariant (LTI) state estimation approaches have been re-

ported in the literature under different formulations inherit from the centralised approaches,

including the Kalman filter and Luenberger observer. A comprehensive overview of existing

distributed observers can be found in [166]. It is noteworthy that the design of a distributed

observer is highly influenced by the communication graph. In [167], a distributed Kalman filter-

ing algorithm is proposed for an undirect and connected communication graph. With the same

assumption on the communication graph, a distributed Luenberger-type observer is presented

in [168]. More recently, research efforts are paid to more general directed graphs [5, 169–171].

Necessary and sufficient observability conditions for designing a distributed observer are stated

in [169,172,173]. The study [174], on top of the Luenberger observer based scheme, introduces

a multi-hop staircase decomposition mechanism, which makes it possible to lower information

exchange and to relax the common assumptions of strongly connected graphs compared to the

majority of distributed observers in the literature. Most of the existing methods are based on

the Luenberger observer, which permits a single-agent-based design and implementation and

ensures the local state estimate of each agent asymptotically converges the system state. On

the other hand, [6, 175] propose alternative solutions to distributed state estimation by using

the homogeneous technique [176]. As such, the state estimation error decays within a small

finite time.

An important challenge in distributed estimation that has not been extensively addressed is

the communication delay throughout the network. In the majority of existing works, the effect

of delays is omitted, while its presence may drastically influence the estimation performance.

Very recently, [177] proposes a time-delay distributed observer, which guarantees exponential

stability in the presence of time-varying but conservatively known (upper bound is available)

communication delays, and the convergence rate can be designed up to a maximum total delay.

In this chapter, we study the distributed observer problem of a continuous-time LTI system,
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where the communication between agents may involve time-varying delays, as assumed in [177].

The main contribution of the chapter lies in a novel fixed-time convergent distributed observer

based on a cross-agent information sharing mechanism. The method provides an example of

how distributed estimation systems can benefit from fixed-time convergence properties. The key

to the fixed-time observer is the Volterra integral operators with specialised kernel functions,

as inspired by the centralised counterpart [123]. In contrast to the majority of methods in the

literature that require the full-dimensional state estimates to be shared among neighbouring

nodes, the proposed scheme enables a reduction of the transmitted data over the communica-

tion links by invoking a rank-condition and the effect of delays in communication networks is

compensated. Finally, the robustness of the proposed method against measurement noise and

perturbations is characterised.

The outline of this chapter is as follows. The state estimation problem formulation and math-

ematical preliminaries are given in Section 7.2. Section 7.3 introduces the main algorithm, and

its robustness against disturbances and measurement noise is analysed in Section 7.4. Sim-

ulation examples are presented in Section 7.5, and concluding remarks and future work are

discussed in Section 7.6.

7.2 Problem Statement and Preliminary

7.2.1 Problem Setting

Notation: Let R, R≥0 and R>0 denote the real, the non-negative real and the strict positive

real sets of numbers, respectively. Given a vector x ∈ Rn, we denote |x| as the Euclidean norm

of x. Given a time-varying vector x(t) ∈ Rn, t ∈ R≥0, we will denote ∥x∥∞ as the quantity

∥x∥∞ = sup t≥0|x(t)|. Assuming x(t) is k-th order differentiable, the k-th order derivative

signal of x(t) is denoted by x(k)(t).

In this chapter, a directed graph is denoted by G = {N , E ,A}, where N = {1, 2, · · · , N} is

a set of nodes, E ⊆ N × N is a set of edges, and A = [aij] ∈ RN×N denotes the adjacency
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matrix. The element aij is the weight of the edge (i, j), and aij = 1 if and only if (i, j) ∈ E

and aij = 0 otherwise. Specifically, (i, j) ∈ E means that the i-th node can send information

to the j-th node. The set of neighbours of node j is described by Nj = {i : (i, j) ∈ E}. A

graph G is strongly connected if there exists a directed path between ∀i, j ∈ N , i ̸= j. Given a

set {G1,G2, · · · ,GN} of matrices with Gi ∈ Rm×n, we use col(G1,G2, · · · ,GN) to denote the

stacked matrix [G⊤
1 ,G

⊤
2 , · · · ,G⊤

N ]
⊤ ∈ RNm×n and diag(G1,G2, · · · ,GN) ∈ RNm×Nn to denote

the block diagonal matrix with the G’s along the diagonal. The following definitions will also

be used coli∈N (Gi) ≜ col(G1,G2, · · · ,GN) and diagi∈N (Gi) ≜ diag(G1,G2, · · · ,GN). |N |

defines the cardinality of the set. obsv(·, ·) and rank(·) are used to define the observability

matrix of the given system and matrix rank, respectively.

Consider the following continuous LTI system

ẋ = Ax, y = Cx (7.1)

where x ∈ Rn is the state and y ∈ Rm is the output, A ∈ Rn×n,C ∈ Rm×n. The system

(7.1) is sensed by N distributed agents yi = Cix with y = col(y1,y2, · · · ,yN) where yi ∈ Rmi ,∑N
i=1mi = m and C = col(C1,C2, · · · ,CN). For each node/subsystem i ∈ N , yi is the

only output that is available for node i. Neighbour relations between distinct pairs of agents

are characterised by a directed graph G. We assume throughout that Ci ̸= 0,∀i ∈ N and

Ci ̸= Cj, i ̸= j, i, j ∈ N . For the sake of further analysis, let O ≜ obsv(A,C) and Oi ≜

obsv(A,Ci) be the observability matrices of the pair (A,C) and (A,Ci), respectively. The

date transmission between agents may be impact by time-varying delays.

Assumption 7.1. The pair (A,C) is observable, but the pair (A,Ci) is not fully observable.

The problem investigated in this article is defined as follows.

Problem 7.1. Given the system (7.1) subject to a communication topology G, how to design a

distributed observer with the estimated state x̂i, ∀i ∈ N , such that the estimation error goes to

0 within a fixed time,

|x̂i(t)− x(t)| = 0, ∀t ≥ τ (7.2)
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where τ ∈ R>0 is a known finite time.

7.2.2 The Volterra Operator and BF-NK

Volterra operator and non-asymptotic kernel functions are the key tools to the observer design

in the chapter. To introduce later a distributed fixed-time observer, here we briefly recall the

basic concepts [123].

Given a function belongs to the Hilbert space of locally integrable function with domain R≥0

and range R, i.e., w ∈ L2
loc(R≥0), its image by the Volterra operator VK induced by a Hilbert-

Schmidt (HS) Kernel Function K : R× R→ R is denoted by [VKw] of the form

[VKw] (t) ≜
∫ t

0

K(t, τ)w(τ)dτ, t ∈ R≥0

Definition 7.1 (BF-NK). [123] If a kernel K ∈ HS which is at least (i− 1)th order differen-

tiable with respect to the second argument, verifies the conditions K(j)(t, 0) = 0, ∀t ∈ R≥0 and

K(j)(t, t) ̸= 0, ∀t ̸= 0 for all j ∈ {0, 1, · · · , i−1}, it is called an ith order Bivariate Feedthrough

Non-asymptotic Kernel (BF-NK).

Lemma 7.1. [178] For a given i ≥ 0, consider a signal defined as a function of time w ∈

L2(R≥0) that admits the ith derivative in R≥0 and a kernel function K ∈ HS, having the ith

derivative with respect to the second argument, denoted as K. After successive integral by parts,

it holds that

[
VKw

(i)
]
(t) =

i−1∑
j=0

(−1)i−j−1w(j)(t)K(i−j−1)(t, t)

+
i−1∑
j=0

(−1)i−jw(j)(0)K(i−j−1)(t, 0) + (−1)i [VK(i)w] (t) (7.3)

which shows the function
[
VKw

(i)
]
(t) is non-anticipative with respect to the lower-order deriva-

tives w,w(1), · · · , w(i−1).

Owing to the definition of the BF-NK, induced by a BF-NK Kh, the Volterra image (7.3)
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reduces to

[
VKw

(i)
]
(t) =

i−1∑
j=0

(−1)i−j−1w(j)(t)K(i−j−1)(t, t) + (−1)i [VK(i)w] (t) (7.4)

A typical class of δth order BF-NKs that we will use in this chapter have the form of

Kh(t, τ) = e−ωh(t−τ)
(
1− e−ωτ

)δ
which is parameterised by ωh ∈ R>0 and ω ∈ R>0. As it can be seen, all the non-asymptotic

conditions up to the δ-th order are met thanks to the factor (1− e−ω̄τ )
δ
regardless of the choice

of ωh and ω̄.

The Volterra image signal
[
V
K

(i)
h
w
]
(t),∀ i ∈ {1, 2, · · · , δ} can be obtained as the output of a

linear time-varying scalar system. Letting ξ(t) =
[
V
K

(i)
h
w
]
(t), we have that

ξ̇(t) = K
(i)
h (t, t)w(t) +

∫ t

0

(
∂

∂t
K

(i)
h (t, τ)

)
w(τ)dτ − ωhξ(t) +K

(i)
h (t, t)w(t) (7.5)

with ξ(0) = 0. Being K
(i)
h (t, t) bounded and ω strictly positive, it holds that the scalar dy-

namical system realization of the Volterra operators induced by the proposed kernels is BIBO

stable with respect to w.

7.3 Fixed-Time Convergent Distributed Observer

In this section, the solution method to Problem 7.1 is presented. In the first instance, data

transmission and communication delays within the sensor network are omitted. Under such a

condition, a new distributed observer framework is designed. Then, the algorithm is modified

to accommodate various network delays.
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7.3.1 Delay-Free Case

From Assumption 7.1, the state vector x is not fully observable from a single sensor node.

Nevertheless, by resorting to the commonly used observability decomposition technique of each

subsystem [5, 168, 175], it is possible to partially estimate x. Let ni denotes the rank of the

observability matrix of (A,Ci), that is ni ≜ rank(Oi) < n. There exists an orthogonal matrix

Ti ∈ Rn×n that enables the state transformation, x̄i = Tix, and x̄i admits the following

decomposition x̄i =

[
x̄io x̄iu

]⊤
=

[
Tio Tiu

]⊤
x, where x̄io represents the observable part

and x̄iu stands for the unobservable part. The dynamics of x̄i follows ˙̄xi = Āix̄i, yi = C̄ix̄i,

where

Āi = TiAT⊤
i =

Aio 0

Air Aiu

 , C̄i = CiT
⊤
i =

[
Cio 0

]
(7.6)

with Aio ∈ Rni×ni , Aiu ∈ R(n−ni)×(n−ni), Air ∈ R(n−ni)×ni , Cio ∈ Rmi×ni , , Tio ∈ Rni×n, Tiu ∈

R(n−ni)×n. Furthermore, (Aio,Cio) is observable, and the dynamics of the observer part is

governed by

˙̄xio = Aiox̄io, yi = Ciox̄io . (7.7)

Next, a finite and fixed time convergent observer [123] is applied to estimate the observable

part x̄io ∈ Rni , which will then be used to recover the full state vector through communication.

Thanks to the observability of (Aio,Cio), there exists a linear coordinates transformation zi =

Tizx̄io with Tiz ∈ Rni×ni such that the system (7.7) can be rewritten in the observer canonical

form with respect to zi

żi = Ai,zzi, yi = Ci,zzi (7.8)
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where

Ai,z = TizAioT
−1
iz =



ani−1 1 · · · 0

...
...

. . .
...

a1 0 · · · 1

a0 0 · · · 0



For simplicity, we herein assume (7.7) to be a single-output system, therebyCi,z =

[
1 0 · · · 0

]
.

However, the method is not limited to single-output systems as the state vector of a multi-

output observable system can be estimated by multiple observers individually designed for

each single output utilising, for example, the technique described in Lemma 9.4.4 of [179]. The

canonical-form subsystem (7.8) admits the following input-output realization

y
(ni)
i =

ni−1∑
p=0

apy
(p)
i (7.9)

Let us consider the Volterra integral operator induced by Ki = e−ωi,h(t−τ) (1− e−ω̄iτ )
ni , an ni-th

order BF-NK. Applying the Volterra integral operator introduced in Section 7.2.2 and recalling

(7.4) for (7.9), we obtain

ni−1∑
p=0

(−1)ni−p−1y
(p)
i K

(ni−p−1)
i (t, t) + (−1)ni

[
V
K

(ni)
i

yi

]
(t) =

ni−1∑
q=0

aq

(
(−1)q

[
V
K

(q)
i
yi

]
(t) +

q−1∑
p=0

(−1)p+q−1ypiK
q−p−1
i (t, t)

)
(7.10)

Then, for all r ∈ {0, · · · , ni − 1}, the r-th state variable of (7.8) has the form of zi,r =

y
(r)
i −

∑r−1
p=0 ani−r+py

(p)
i , in terms of which we rearrange (7.10) after cumbersome algebra

λi = γizi (7.11)
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λi ≜ (−1)ni−1
[
V
K

(ni)
i

yi

]
+

ni−1∑
p=0

ap(−1)p
[
V
K

(p)
i
yi

]
γi ≜

[
(−1)ni−1K

(ni−1)
i (t, t), · · · , Ki(t, t)

]

Eq. (7.11) cannot be solved directly due to the rank-deficiency. However, by using ni BF-NKs

Ki,h(t, τ) with different ωi,h, h ∈ {0, · · · , ni − 1} but identical ω̄i, it is possible to augment

(7.11) into a matrix form

Λi = Γizi (7.12)

where Λi = [λi,0, λi,1, · · · , λi,ni−1]
⊤ and Γi =

[
γ⊤
i,0,γ

⊤
i,1, · · · ,γ⊤

i,ni−1

]⊤
. In addition, all trans-

formed signals
[
V
K

(p)
i,h
yi

]
,∀h ∈ {0, · · · , ni−1},∀p ∈ {0, · · · , ni} can be computed by (7.5). The

invertibility of Γ is guaranteed for all t > 0 thanks to the properties of the BF-NK [124, 180].

Therefore, the observable state vector is estimated by (7.8):

ẑi = Γ−1
i Λi,∀t ≥ tδ (7.13)

where tδ is a small time instant, provided that Γi is invertible for any t ≥ tδ, so as to circumvent

the singularity Γi(0) = 0 asK
(h−1)
i,h (0, 0) = 0. Note that, in the proposed distributed observer, tδ

is set uniformly across all agents whereas the kernel functions for each agent are independently

designed.

From the coordinate transformations Tiα ≜ TizTio ∈ Rni×n, which is known, it is immediate to

obtain:

zi = Tiαx, ∀i ∈ N (7.14)

As Tiα is not invertible, the global state vector x can not be estimated from local state estimate

ẑ via (7.14) without further information. To establish the intercommunication requirements,

the following results are shown.

Lemma 7.2 (Sylvester inequality). [181] Let G ∈ Rm×n and H ∈ Rn×p, it holds that
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rank(G) + rank(H)− n ≤ rank(GH) ≤ min{rank(G), rank(H)}.

Proposition 7.1. For any subset Ns ⊂ N , the observable matrix obsv (A, coli∈Ns(Ci)) deter-

mined by (A, coli∈Ns(Ci)) satisfies the following condition:

rank
(
obsv (A, coli∈Ns(Ci))

)
= rank

(
coli∈Ns(Tiα)

)
.

Proof. From the definition of Tiα, we have coli∈Ns(Tiα) = diagi∈Ns
(Tiz)coli∈Ns(Tio). Owing to

the decomposition (7.6),

rank[coli∈Ns(Tio)] = rank[obsv(A, coli∈Ns(Ci))]

From Lemma 7.2 and the fact that Tiz is full rank, we have

rank[diagi∈Ns
(Tiz)] + rank[coli∈Ns(Tio)]−

∑
i∈Ns

ni

≤ rank[coli∈Ns(Tiα)] = rank[diagi∈Ns
(Tiz)coli∈Ns(Tio)]

≤ min{rank[diagi∈Ns
(Tiz)], rank[coli∈Ns(Tio)]}

⇓ (a)

rank[coli∈Ns(Tio)] ≤ rank[coli∈Ns(Tiα)] ≤ rank[coli∈Ns(Tio)]

⇓

rank[coli∈Ns(Tiα)] = rank[coli∈Ns(Tio)] = rank[obsv(A, coli∈Ns(Ci))]

where (a) comes from the fact that

max
i∈Ns

ni ≤ rank[coli∈Ns(Tio)] ≤ rank[diagi∈Ns
(Tiz)] =

∑
i∈Ns

ni

This completes the proof.

Proposition 7.1 bridges the gap between traditional observability conditions based on the system

matrices and the invertibility of the transformation matrix Tiα, which is instrumental for the

following analysis.
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Lemma 7.3. [182] For a given directed graph G = {N , E ,A}, C = [cij] ∈ RN× N = AL denotes

the Lth power of the adjacency matrix, then cij is equal to the number of available paths from

node i to node j in L steps (across L edges).

From Lemma 7.3, we define DL = bool
(∑L

i=1Ai
)
the L-step data flow matrix with bool(·) the

boolean function, and the non-zero elements in DL(:, i) (ith column of DL) indicate the nodes

available to node i in L steps. Let N L
i ⊆ N \ i, ∀i ∈ N be the L-step reachable set of node i

with N 0
i = ∅. Note that N L

i can be inferred from DL by N L
i = {i|DL(:, i) ̸= 0}.

Without considering the network delays, each subsystem i is able to acquire Tjα and up-to-date

local state estimate ẑj from any other sensor node j ∈ N L
i through cross-agent communication.

Next, we introduce a definition and a necessary assumption for the solvability of Problem 7.1.

Definition 7.2 (Complementary Neighbouring (CN) set). Assume CN i ⊆ N L
i , ∀L, it is said

to be a CN set of node i if the matrix

 Tiα

colj∈CN i
(Tjα)

 ∈ R(
∑

nj+ni)×n is full rank, i.e.,

rank

( Tiα

colj∈CN i
(Tjα)

) = n . (7.15)

Assumption 7.2. Each node i ∈ N of the system (7.1) has at least one CN set.

As it can be noticed, the common assumptions of strongly connected graphs [5, 6, 177] are

relaxed in this chapter by Assumption 7.2, which can hold in the absence of strong connectivity.

Assumption 7.2 guarantees the existence of a CN set for each node. Nevertheless, without

imposing further constraints, for any agent i, its CN set may not be unique and redundant

information might be exchanged. In sequel, we show how to find a class of optimised CN sets

CN opt = {CN opt
1 , · · · , CN opt

N } in terms of the communication cost for the proposed distributed

observer, and how to avoid redundant data exchange.

Assumption 7.3. The graph G modelling the communication network of the distributed system

(7.1) has an equal communication cost across all edges.
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Consider hLi the L-step neighbouring set of node i required for exchanging data (possibly cross-

agent) with agent i, min
∣∣CN opt

i

∣∣ is found according to

{h1i , h2i , · · · , hPi } = argmin
hL
i ⊆NL

i

∣∣CN opt
i

∣∣ , such thatrank

( Tiα

colj∈CN opt
i
(Tjα)

) = n (7.16)

provided P < |N | the minimum step value to ensure the rank condition, such that

rank

( Tiα

colj∈NP
i
(Tjα)

) = n > rank

( Tiα

colj∈NP−1
i

(Tjα)

),
It is worth noting that the optimisation problem (7.16) does not necessarily lead to the minimum∣∣CN opt

i

∣∣ in a global sense as a smaller
∣∣CN opt

i

∣∣ may be obtained by searching up to a step value

great than P . However, by constraining the outreach step value at P , it is beneficial for

mitigating the impact of cross-agent communication delay, as will be discussed later on in

Section 7.3.2. By (7.16), we provide the offline optimisation algorithm for the selection of

a CN set as summarised in Algorithm 7.1. It is noteworthy that under Assumption 7.3, the

solution to the optimisation problem (7.16) may not be unique unless additional constraints are

imposed. Moreover, in case that
∑

j nj > n − ni, j ∈ CN opt
i , the matrix

 Tiα

colj∈CN opt
i
(Tjα)


has more than n rows, which implies information redundancy. In this context, Algorithm 7.1

also extracts n − ni rows from colj∈CN opt
i
(Tjα) ∈ R

∑
j nj×n, such that the resulting matrix Tiα

colj∈CN opt
i
(T ∗

jα)

 ∈ Rn×n with T ∗
jα the extracted row elements from Tjα, is rank of n.

Remark 7.1. Algorithm 7.1 optimises the communication network under Assumption 3, which

assumes a uniform weight across all edges. A more general framework can be modelled by

utilising a weighted communication graph, where each edge is assigned a weight associated with

an individual communication cost. This calls for an optimisation of the information exchange

architecture to minimise the aggregated cost from 1-step reachable set to P -step reachable set

rather than the cost for the P th step only as (7.16), provided P the minimum step number to

render the full rank condition (7.15). A detailed discussion of this subject is beyond the scope
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Algorithm 7.1: Offline Optimisation of Data Acquisition Scheme

Input: system matrices A and C; graph adjacency matrix A; node number N
Output: optimised CN sets CN opt

1 Initialisation: iteration index k = 1, l = 1;
2 while CN opt is not obtained do
3 calculate Dl;
4 for k ← 1 to N do
5 if CN opt

k is not obtained then
6 calculate N l

k based on Dl;

7 optimise CN opt
k using (7.16) and identify T ∗

jα;

8 end

9 end
10 l = l + 1;

11 end

of the present article, but it is envisaged to be done in future work.

As T ∗
jα, ∀j ∈ CN

opt
i is determined offline, it is known to each node i when the communication

network is initialised. Furthermore, the data sets required by each node i in real-time for global

state observation is defined as

Iij = {ẑ∗
j }, ∀j ∈ CN

opt
i (7.17)

where ẑ∗
j the local estimate of the z∗

j that fulfils z∗
j = T ∗

jαx.

In view of the linear relation (7.14), each agent i can obtain the full state vector by

x̂i =

 Tiα

colj∈CN opt
i
(T ∗

jα)


−1  ẑi

colj∈CN opt
i
(ẑ∗

j )

 ,∀t > 0 (7.18)

provided the data sets Iij, ∀j ∈ CN opt
i via communication. Hence, the fixed-time convergent

condition (7.2) can be achieved. However, in practice, due to the various delays consist in the

network, (7.18) will not work without further provisions, which will be provided in the next

subsection.
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7.3.2 Delayed Case

We now have all the ingredients to propose our main algorithm for the practical case, where

network delays exist. For the sake of further analysis, let τij be the time-varying delay consists

in gathering the information set Iij from j.

Assumption 7.4. For any i ∈ N , the accumulated delay is bounded, such that
∑

j τij ≤ τ , ∀j ∈

CN opt
i , with τ a known positive constant.

Under Assumption 7.4, we assume that all the sensor nodes and observers have synchronized

clocks and include time-stamps in the date transmission [183]. As such, each node i can identify

at t ≥ τ a set of Iij(t− τ), ∀j ∈ CN opt
i with synchronized delay. Combined with ẑi(t− τ) the

distributed observer can be designed, as shown in the following theorem.

Theorem 7.1 (Distributed Fixed-Time Observer). Under Assumptions 7.1, 7.2 and 7.4, given

the distributed system (7.1), the fixed-time estimation scheme (7.13) and the intercommunica-

tion mechanism determined by Algorithm 7.1, for each node i ∈ N , the local state estimate

x̂i(t),∀t ≥ τ + tδ obtained by

x̂i(t) = eAτ

 Tiα

colj∈CN opt
i
(T ∗

jα)


−1  ẑi(t− τ)

colj∈CN opt
i
(ẑ∗

j (t− τ))

 (7.19)

for all t ≥ τ + tδ is equal to x(t), such that the condition (7.2) is fulfilled.

Proof. Thanks to the finite-time local observers (7.13) that is activated at t = tδ and the

information sets Iij received from the CN set, node i is able to reconstruct delayed estimates

 ẑi(t− τ)

colj∈CN opt
i
(ẑ∗

j (t− τ))

 =

 zi(t− τ)

colj∈CN opt
i
(z∗

j (t− τ))

 ,∀t ≥ τ + tδ.

Hence, from (7.18) and (7.1), it is immediate to show the following relationship by using (7.19)

x̂i(t) = eAτx(t− τ) = x(t), ∀t ≥ τ + tδ (7.20)
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which completes the proof.

Remark 7.2. In contrast to the existing distributed observers (e.g., Luenberger-like observers)

where agents only communicate with their neighbours (i.e., Ni), the proposed method relies on a

cross-agent communication strategy which enables an agent i to communicate with j /∈ Ni. This

feature enables the optimisation Algorithm 7.1, and the resulting data flow may turn out to be

efficient and useful in practice to reduce communication load. More specifically, in the proposed

distributed observer, the accumulated data flows into a node is of dimension (n− ni), thus the

dimension of the data flow through a communication channel (i.e., an edge, in one direction)

is below (n − ni). However, in Luenberger-like distributed observers [5], the data transmitted

along any edge is of dimension n, and each node has to manage to collect n|Ni|-dimensional

data. Despite the delay introduced by the cross-agent communication, the influence of a bounded

delay can be compensated using an open-loop prediction scheme.

Remark 7.3. With the proposed cross-agent communication strategy, the proposed estimation

scheme remains valid if the outputs yi are shared instead of the local state estimates ẑj (see

Proposition 7.1 that builds the connection between conventional observability and the invertibil-

ity of the coordinate transformation from x to z). Nevertheless, sharing the outputs directly

may sacrifice privacy-preserving properties of the method. Particularly, when one or more sen-

sors/communication links are attacked, it could expose more sensor nodes to the attacker. For

this reason, the state estimate sharing strategy is adopted in the proposed framework. Moreover,

the cross-agent communication strategy may be applied to either Luenberger-type asymptotic [5]

or finite-time [6] observers, which can also leads to reduced communication as discussed in

Remark 7.2.

7.4 Robustness Analysis of the Observer

This section analyses the robustness of the proposed observer against measurement and process

disturbances. Assuming the presence of the bounded model uncertainty and sensor disturbance,
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∥dx∥∞ ≤ dx, ∥dy,i∥∞ ≤ dy in (7.1), such that

ẋd = Axd + dx, yd = Cxd + dy (7.21)

where xd denotes state variable under the effect of dx(t). In this context, for ith subsystem it

holds that ˙̄xi,d = Āix̄i,d + Tidx, yi,d = C̄ix̄i,d + dy,i where x̄i,d = [x̄⊤
io,d x̄⊤

iu,d]
⊤. By analogy to

(7.8), the observable part follows

żi,d = Ai,zzi,d + dz,i,yi,d = Ci,zzi,d + dy,i, (7.22)

where dz,i ≜ Tiαdx = [dz,i,0, · · · , dz,i,ni−1]
⊤ ∈ Rni and the disturbance-effected state variable

satisfies the identity that

γi,hzi,d = λi,h,d (7.23)

with

λi,h,d =(−1)ni−1

[
V
K

(ni)

i,h

Ci,zzi,d

]
+

ni−1∑
p=0

ap(−1)p
[
V
K

(p)
i,h
Ci,zzi,d

]
+

ni−1∑
p=0

(−1)p
[
V
K

(p)
i,h
dz,i,ni−1−p

]
.

In the noisy environment, the state estimator (7.13) gives

ẑi,d = Γ−1
i Λ̂i,d,∀t ≥ tδ (7.24)

where Λ̂i,d =
[
λ̂i,0,d, λ̂i,1,d, · · · , λ̂i,ni−1,d

]⊤
and

λ̂i,h,d =(−1)ni−1

[
V
K

(ni)

i,h

yi,d

]
+

ni−1∑
p=0

ap(−1)p
[
V
K

(p)
i,h
yi,d

]
.

Comparing (7.23) and (7.24), the estimation error of zi,d takes on the form

ϵz,i ≜ zi,h,d − ẑi,h,d = Γ−1
i ϵΛ,i (7.25)
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where ϵΛ,i = [ϵλi,0, ϵλi,1, · · · , ϵλi,ni−1]
⊤, and

ϵλi,h ≜ λi,h − λ̂i,h =

ni−1∑
p=0

(−1)p
[
V
K

(p)
i,h
dz,i,ni−1−p

]
− (−1)ni−1

[
V
K

(ni)

i,h

dy,i

]
−

ni−1∑
p=0

ap(−1)p
[
V
K

(p)
i,h
dy,i

]
.

The effects of both measurement noise dy,i and model uncertainty dx are embedded in ϵΛ,i in the

form of Volterra images, i.e.
[
V
K

(p)
i,h
dy,i

]
≜ ϵdy,i,p,h and

[
V
K

(p)
i,h
dz,i,p

]
≜ ϵdz,i,p,h, p ∈ {0, · · · , ni}, h ∈

{0, · · · , ni − 1}. Recall the transformation of the Volterra operator, ϵdy ,p,h is the output of the

LTV system

ϵ̇dy ,p,h = −ωhϵdy ,p,h +K
(p)
i,h (t, t)dy (7.26)

Thanks to the Bounded-Input-Bounded-Output(BIBO) feature of (7.26), effects of the mea-

surement noise can be bounded by

|ϵdy,i,p,h| ≤
∣∣∣∣ 1ωh

dy,i sup
0<τ≤t

K
(p)
i,h (τ, τ)

∣∣∣∣ ≜ ϵdy,i,p,h

In the same line of reasoning, the Volterra images of the model uncertainty dz,i have the upper

bound ϵdz,i,p,h ≜ ∥Tiα∥∞
∣∣∣ 1
ωh
dx,i sup0<τ≤tK

(p)
i,h (τ, τ)

∣∣∣. Therefore, the overall upper bound of the

state estimation error ϵλi,h for all h ∈ {0, 1, · · · , ni − 1} can be written as

|ϵλi,h| ≤ ϵdy,i,n,h +

ni−1∑
p=0

|ap|ϵdy,i,p,h +
ni−1∑
p=0

ϵdz,i,p,h ≜ ϵλi,h.

As such, by stacking ϵλi,h induced by different kernels, one can obtain the vector bound as

ϵΛ,i ≜ [ϵλi,0, · · · , ϵλi,ni−1]
⊤. Consequently, the observation error defined in (7.25) is bounded by

ϵzi ≤ ∥Γ−1
i ∥∞ϵΛ,i.

Taking the communication delay into account, the compensation in (7.19) writes

x̂i,d(t) = eAτ

 Tiα

colj∈CN opt
i
(T ∗

jα)


−1  ẑi,d(t− τ)

colj∈CN opt
i
(ẑ∗

j,d(t− τ))

 (7.27)
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However, recalling (7.21), during the delay τ , dx introduce extra effects that can be expressed

as

ϵdx,τ =

∫ t

t−τ

eA(t−τ)dx(τ)dτ (7.28)

Being A Hurwitz, it is straightforward to conclude that ϵdx,τ is bounded with an upper bound

ϵdx,τ ≥
∥∥∥∥∫ t

t−τ

eA(t−τ)dx(τ)dτ

∥∥∥∥
∞
.

Notably, for any i ∈ N in (7.18), Γi and Tiα are not affected by model uncertainty and

disturbances. Therefore, the distributed observation of xi,d in (7.27) remains bounded as long

as dx, dy are bounded, i.e., for all t ≥ τ + tδ,

|ϵx̂i
| ≤

 Tiα

colj∈CN opt
i
(T ∗

jα)


−1  ϵzi

colj∈CN opt
i
(ϵz∗j )

+ ϵdx,τ , (7.29)

7.5 Numerical Examples

In this section, the effectiveness of the proposed distributed observer is examined by a few

numerical examples. Consider a linear system [5] of order n = 6 with four local sensors, i.e.,

N = 4 and [n1 n2 n3 n4] = [2 5 1 5]. System parameters are given as follows

A =



−1 0 0 0 0 0

−1 1 1 0 0 0

1 −2 −1 −1 1 1

0 0 0 −1 0 0

−8 1 −1 −1 −2 0

4 −0.5 0.5 0 0 −4


,C =



1 0 0 2 0 0

2 0 0 1 0 0

2 0 1 0 0 1

0 0 0 2 0 0

1 0 2 0 0 0

2 0 4 0 0 0


=



C1

C2

C3

C4


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with the communication network described by

A =



0 0 1 1

1 0 1 0

0 1 0 0

1 0 0 0


. (7.30)

From (7.30) and Algorithm 7.1, it is straightforward to obtain CN opt
1 = {2}, CN opt

2 = {3}, CN opt
3 =

Figure 7.1: State estimates of method [5] and the proposed method in the delay-free and noise-
free scenario.

{2}, CN opt
4 = {1}. It is noteworthy that the redundant communication links which are {4} in

CN 1 and {1} in CN 2 are removed at the design stage by Algorithm 7.1, thereby reducing the
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data transfer required by a distributed observer. Moreover, taking the subsystem 1 as an exam-

ple, it does not require the full observable states of the subsystem 2 owing to the information

redundancy n1 + n2 > n as discussed in Section 7.3.1.

In the first instance, the communication delay is neglected throughout the network, and both

process and measurement noises are not taken into account. The simulation results show

that the state estimates of all agents can reach consensus immediately after the activation time

tδ = 1s. For benchmarking purposes, the estimation results of the proposed method is compared

with a recently proposed Luenberger-like approach [5]. Taking the 1st subsystem as an example,

the comparative results are plotted in Figure 7.1. As it can be seen, all estimates of the proposed

method converge to the actual state within a fixed time, showing a much faster convergence

speed than the method in [5]. Next, a uniform delay is added to each network edge with an

Figure 7.2: State estimation errors of methods [5, 6] and the proposed method in the delayed
and noise-free scenario.

upper bound τ = 0.27s. In addition to [5], we further compare the proposed method with a

finite-time distributed observer that has been shown robust against communication delays [6].

The errors of the state estimates are given in Figure 7.2. Under the delayed network, the

asymptotic method [5] shows the non-convergent performance, while the error of the finite-

time observer [6] stays bounded. However, the proposed method demonstrates its advantage in

terms of dealing with network delays by showing the most accurate state estimation.

Finally, a noisy scenario is simulated where the outputs are corrupted by a uniformly distributed

random noise within [−0.2 0.2] and the system dynamic are perturbed by a sinusoidal uncer-

tainty 0.1 sin(50t). Under the effects of both disturbances and the same delay considered in

the previous example, the estimation error of all three methods are compared in Figure 7.3,
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Figure 7.3: State estimation errors of methods [5, 6] and the proposed method in the delayed
and noisy scenario.

Figure 7.4: State estimates of the proposed method in the delayed and noisy scenario.

where the proposed method outperforms the other two in terms of steady-state accuracy. From

the state estimates shown in Figure 7.4, the proposed method converges within a fixed time

tδ + τ̄ = 1.27s. This arises from that once the proposed observer is activated at tδ = 1s, it
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requires at most τ̄ to transmitting neighbouring information ensuring the fully observable in

each subsystem.

7.6 Conclusion

A fixed-time convergent observer is proposed for distributed state estimation of a large scale

system with directed communication typologies. The fast convergence properties enable the

data transmission delay being compensated a posteriori. As such, cross-agent communication is

utilised, and it yields a more effective data exchange mechanism with an optimised (minimised)

data flow. The boundedness of the estimation error has been confirmed subject to bounded

measurement and process disturbances. Numerical examples and comparisons with the existing

method have been shown to verify the effectiveness of the proposed method. It should be noted

that the property of fixed-time convergence needs high-frequency output sampling, which can

be achieved by advanced information and communication technology.
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Chapter 8

Conclusion

8.1 Summary of Thesis Achievements

This thesis investigates a resilient communication and control framework for cyber-physical

energy systems using a concept of “microgrid”. The proposed resilient framework tackles sev-

eral challenging problems with exhaustive numerical tests, simulation results and experimental

validations towards future “cyber-physical energy resilience” targeting at a zero-carbon so-

ciety, generally including a centralised-to-decentralised transitional framework, a systematic

analysis of cyber-resilient distributed control methods for networked MGs, a cyber-physical

post-contingency service restoration based on UAVs and a theoretical distributed dynamic sit-

uational awareness algorithm for large-scale systems.

• Chapter 2 answers a question that whether to utilise a centralised control solution or a

decentralised one to accommodate massive renewables, given their distinguished advan-

tages on optimality and resilience. Instead of choosing one, blending them under the

centralised-to-decentralised resilient control framework for energy systems is feasible and

of great benefits in terms of operational optimality, resilience and cost-effectiveness.

• Chapters 3 to 5 elaborate a systematic analysis of cyber-resilient distributed control meth-

ods for MGs against multiple uncertainty and disturbance, random communication failure
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and DoS attacks respectively. To be more specific, multiple uncertainty and disturbance

are handled by a unified and linearised control-oriented model for grid-forming inverters;

random communication failure is coped with a prediction horizon embedded with MPC;

DoS attacks are dealt with an intelligence of data flow and control logic by theoretical

proof.

• Chapter 6 utilizes mobile resources in both cyber side (i.e., UAV/drone) and physical side

(i.e., MER) to improve the cyber-physical service level. i.e., UAVs function as wireless

base station and relay while MERs provide incremental energy sources.

• Chapter 7 provides a kernel-based solution for fixed-time global state estimation in a

distributed manner, which explicitly analyses distributed observability in terms of com-

munication network topology.

8.2 Future Work

There are different areas that can be explored and investigated to enhance the research in this

thesis, the main directions are identified chapter-by-chapter as follows.

• Chapter 2 only enhances power supply resilience from a centralised framework to a decen-

tralised framework, corresponding to the stages of resistance and mitigation in Figure 1.3,

but has not fully considered a cyber-physical cooperative recovery process, restoring sys-

tem’s full functionalities and further enabling system upgrading in terms of resilience.

Hence, future research directions lie in post-contingency recovery and after-contingency

upgrading and rebuilding.

In the proposed centralised-to-decentralised framework of Chapter 2, the triggering con-

ditions of both cyber and physical layers are key to resilience enhancement, though the

seamless transition of MG islanding operation has been investigated widely. It still has

improvements in increasing the efficiency (e.g., contingency detection sensitivity and accu-
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racy) of the triggering conditions in not only physical islanding but cyber-layer emergency

communication formation.

• The multi-disturbance resilient observer in Chapter 3 based on the unified modelling

assumes the output measurement and system dynamics only containing Gaussian noise.

However, sensors may induce non-Gaussian noise which requires further research on adap-

tive and intelligent observer design.

• In Chapter 4, the prediction horizon in DMPC, which is critical to communication failure-

tolerance is determined based on the worst scenario of failure time. However, this is

a robustness design mechanism inducing conservativeness. Future work could consider

an intelligent, maybe learning-based decision-making method of prediction horizon to

minimise communication and computation burdens on cyber-layer devices.

• Chapter 5 assumes all channels in information systems vulnerable to DoS attacks. How-

ever, in some cases, if the attacker has limited resources, there is an optimization problem

to allocate attack resources to maximise/minimise the consequences, which in turn sug-

gests an optimization problem for the defender to allocate the defense resources.

Chapter 5 only investigates the system dynamics that are modelled by the first-order,

and it is interesting to conduct research on more accurately modelled networked MGs

and large-scale power systems, further comprehensively investigating cybersecurity issues

not only including DoS, but deception attacks such as false data injection (FDI).

• Chapter 6 improves the power network resilience after contingencies and a detailed two-

level design fully considers cyber-physical resource shortage to prioritize users and crit-

ical power supply of high importance. However, the proposed framework is service-

oriented only without full cost consideration. The response cost-effectiveness during

post-contingency periods could be a meaningful research direction in the future.

• Chapter 7 involves a fundamental distributed dynamic state estimation problem which

has many future directions: the current work conducts research on those systems with a

connected communication graph, while a time-varying communication graph or optimised
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communication topology design based on observability can be dug deeper; more general

nonlinear systems and cybersecurity issues can be considered theoretically; multifarious

applications in resilient energy systems can be further investigated.

• Beyond Chapters 2 to 7, although the cyber-physical interdependency has been consid-

ered, current work still models cyber-physical MGs as two layers, i.e. power transmis-

sion and data transmission. However, if we could model it as a whole named power-

communication unified transmission model for instance, the critical vulnerability could

be revealed and the globally optimal resilience could be achieved.

The comprehensive evaluation of cybersecurity issues is difficult in practice because we

are not willing to implement an intentional cyber attack in the real world, hence a cyber-

physical testbed validation is essential. For example, current power-hardware-in-the-loop

(PHIL) simulation can be extended through a practical communication network emulation

as a powerful tool.
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