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It is a critical mission for financial service providers to discover fraudulent borrowers in a supply chain. The 
borrowers’ transactions in an ongoing business are inspected to support the providers’ decision on whether 
to lend the money. Considering multiple participants in a supply chain business, the borrowers may use 
sophisticated tricks to cheat, making fraud detection challenging. In this work, we propose a multitask 
learning framework, MultiFraud, for complex fraud detection with reasonable explanation. The 
heterogeneous information from multi-view around the entities is leveraged in the detection framework 
based on heterogeneous graph neural networks. MultiFraud enables multiple domains to share embeddings 
and enhance modeling capabilities for fraud detection. The developed explainer provides comprehensive 
explanations across multiple graphs. Experimental results on five datasets demonstrate the framework’s 
effectiveness in fraud detection and explanation across domains. 

Fraud Detection, Supply Chain Finance, Graph Neural Network, Multitask Learning, Graph 
Explainability, Heterogeneous Graph, 

Introduction 

In recent years, the supply chain finance market has developed rapidly, effectively 
alleviating the financing difficulties of many small and medium-sized enterprises (SMEs). 
However, the supply chain is not just a linear chain composed of upstream and 
downstream enterprises. The transaction, social, and partnership relationships between 
enterprises constitute a complex supply chain network. The data in the supply chain 
consists of commercial flow, information flow, capital flow, and logistics. The multi-source 
and heterogeneous data and relationships in the supply chain bring challenges to fraud 
detection in supply chain finance. The length and complexity of transactions create 
opportunities for fraudsters(Katz 2016), even though they are processed by a set of 
technological solutions. Many previous works (West and Bhattacharya 2016; Hassan et al. 
2020; Albashrawi 2021) have utilized machine learning and deep learning methods to 
analyze fraud in individual enterprises or transactions. They have achieved limited success, 
as they pay little attention to studying the massive interactions between enterprises and 



their business transactions in the supply chain. Graph neural networks(Jianian Wang et al. 
2021) have attracted the attention of researchers from various fields due to their powerful 
ability to learn attributes and relationships. As a natural network, the supply chain can be 
effectively mined by combining graph neural networks. 

In supply chain finance, accounts receivable financing is the most widely used model(Hu et 
al. 2022). It has become popular in many countries, such as the United States and 
China(Yan et al. 2021). At the end of July 2023, accounts receivable of industrial 
enterprises in China amounted to RMB 23.11 trillion, reflecting a year-on-year increase of 
9.7%1. Supply chain accounts receivable is a financing method in which core enterprises 
transfer accounts receivable to banks and suppliers to obtain bank loans. Further, a supply 
chain financial services platform in China makes receivables detachable, holdable, and 
transferable with the help of blockchain technology. A supply chain accounts receivable can 
be split and transferred between multiple suppliers to increase flexibility and exposure. 

This research intends to address the following three challenges in fraud detection within 
supply chain finance: 

Firstly, effectively exploiting heterogeneous information from multiple views in fraud 
detection. Multi-view perspectives in supply chain finance contain different levels. Firstly, it 
contains the perspectives of multiple different entities. Secondly, each entity itself contains 
multiple different attributes and relationships. In the supply chain, there are 
heterogeneous types of information concerning a transaction, such as amounts, payment 
tokens, and payout time. Previous works(C. Liu et al. 2021; S. X. Rao et al. 2021) have 
constructed transaction graphs for fraud detection to capture interactions between 
transactions. However, unlike consumer finance, supply chains involve lengthy and 
complex transactions between enterprises, which contain plenty of information that can be 
exploited. There are heterogeneous types of information concerning an enterprise, such as 
registration time, registered capital, actual capital, shareholders, executives, legal persons, 
telephone numbers, and email addresses. Previous studies(Shuo Yang et al. 2020; Koh et al. 
2007; Malhotra, Gosain, and Sawy 2005) have analyzed and proved the strong correlation 
between supply chain relationships and SMEs’ financial risk through exploratory factor 
analysis. Constructing different graphs to capture various entities from different 
perspectives enhances the framework’s capability and flexibility for representation 
learning. 

Secondly, improving fraud detection performance by utilizing the correlations between 
multiple views. Fraud labels exist in different views. For example, in enterprises, it includes 
credit risks, bankruptcy, etc. In transactions, it mainly refers to fraudulent transactions and 
loan defaults. Fraud labels of different entities are correlated. For example, a company that 
has already lost credit will likely apply for a loan that will not be repaid. As well, a company 
with a record of multiple fraudulent transactions within the platform is less reputable. It 
should also be noted that class imbalance problem is more apparent in transactions(Z. Li et 
al. 2021; Somasundaram and Reddy 2019). Most previous fraud detection methods(C. Liu 

 

1 https://www.gov.cn/lianbo/bumen/202308/content_6900436.htm 



et al. 2021; S. X. Rao et al. 2021; Shuo Yang et al. 2020; Zheng et al. 2021) focused on only 
one of these tasks. Developing a model that leverages the richness and diversity of data in 
both domains is essential to enhance performance. 

Finally, providing explanations of fraud predictions across multiple views. Fraud detection 
is an aid to risk controllers as they need some understanding of the fraud before acting. 
Explainability is critical to supply chain finance fraud detection. Due to the multiple sources 
of information in supply chain finance, the explainer needs to provide richer content. While 
existing works(Ying et al. 2019; Luo et al. 2020; S. X. Rao et al. 2021) offer explainability, 
they are unsuitable for multiple graphs. 

To tackle these issues, we propose MultiFraud, a multitask framework for fraud detection 
and explanation based on heterogeneous graph neural networks. 

In order to address the challenges of handling multi-source, heterogeneous information, we 
construct heterogeneous graphs for different views separately to maintain their semantics. 
We utilize heterogeneous GNNs to capture characteristics and heterogeneous relationship 
properties fully. To construct correlations between views, we propose an attention-based 
component to share the embedding of entities. We develop an explainer component to 
generate feature and edge weighs on multiple graphs to provide explainability. 

The contributions are summarized as follows: 

1. To the best of our knowledge, we are the first to tackle fraud detection for multiple 
views simultaneously in supply chain finance. 

2. We propose a multitask learning framework, MultiFraud, with heterogeneous GNNs to 
detect fraud in supply chain finance. 

3. MultiFraud can provide comprehensive explanations on multiple heterogeneous 
graphs. 

4. We conduct experiments on five datasets to evaluate the effectiveness of MultiFraud. 
The results show that it outperforms the state-of-the-art methods. 

The rest of the paper is structured as follows: Section 2 introduces the business model. 
Section 3 surveys the related works and analyzes their limitations in supply chain fraud 
detection. Section 4 describes the heterogeneous graph construction and detailed 
components of the MultiFraud framework. Section 5 reports the experimental evaluation 
results. Section 6 concludes the work and highlights future research directions. 

Accounts Receivable Financing 

This section describes the detailed business process of supply chain accounts receivable 
financing. The Property Law of 2007, for the first time at the legal level, clarified the 
inclusion of accounts receivable as pledges in the scope of security for movable assets in 
China. Accounts receivable financing is a way for financial institutions to provide financing 
to SMEs based on actual transactions between core enterprises and upstream and 



downstream SMEs in the supply chain. This helps alleviate the financing difficulties and 
capital constraints of SMEs. We present the business model of accounts receivable 
financing in Fig. 1, which contains three main roles: financial institution, core enterprise 
and SME. The specific business processes are as follows: 

1. The SME signs a purchase contract with the core enterprise. 

2. The SME gets the accounts receivable from the core enterprise. 

3. The SME issues an application for supply chain accounts receivable financing to the 
financial institution. 

4. The financial institution conducts a pre-load investigation on accounts receivable, 
documents and credits. 

5. The financial institution signs a financial agreement to lend to the SME and informs the 
core enterprise of the receivable payment. 

6. The core enterprise pays accounts receivable back to the financial institution by the 
due date. 

7. The bank transfers the remaining funds to the SME. 

 

Business process of supply chain accounts receivable financing. 

Ouyeel, a supply chain financial service platform of China Baowu (one of the world’s top 
500 companies), has launched digital asset certificates in the form of accounts receivable. 
The transferable and detachable characteristics of digital assets allow the credit of core 
companies in the supply chain to extend to more SMEs. We provide an example in Fig. 2. On 
August 29, a core enterprise (an enterprise in the steel industry) opened a digital asset of 
RMB 5.97 million to its first-tier supplier (a trading service enterprise). As of September 
30, a total of 10 flowthroughs and partially transferred assets, as well as 5 financing 
operations have occurred for this digital asset. Fig. 2 shows a multi-level flow of accounts 
receivable with different tiers of suppliers and financing institutes. However, this 
transferable and detachable model makes the transaction pattern more complex(Chicha et 
al. 2021), and fraud is more likely to occur and harder to detect. 



 

An example of multi-level flow of accounts receivable. 

Literature 

[tab:freq] 

For risk management systems in supply chain finance, research(Song 2021) studies the 
establishment of a risk management system. It points out the importance of utilizing big 
data analysis and machine learning tools. Research(Conforti et al. 2013) proposes a 
distributed, sensor-based architecture to monitor risks in business processes. Another 
research(He and Tang 2012) builds a system for visualization of order, logistics and stock 
in supply chain finance. However, this system only visualizes business information and has 
not analyzed and visualized supply chain risks. Current risk management platforms(Wu, 
Liu, and Zhang 2021) mainly rely on expert rules and risk indicator models. 

Research(Deng and Yu 2017) summarizes risk assessment methods for the risk 
management of accounts receivable financing, including principal component analysis, 
artificial neural networks, analytic hierarchy processes, logistic regression analysis and 
fuzzy comprehensive evaluation. Another research(Aboutorab et al. 2021) assesses the 
suitability of the techniques used for risk identification to be effective in the current 
networked supply chain environment. Previous studies have adopted machine learning 
techniques for fraud detection in supply chain finance, including distributed CNN(Zhou et 
al. 2020), Rpart, C5, Random Forest, SVM(Constante-Nicolalde, Guerra-Terán, and Pérez-
Medina 2020), and XGBoost(Wan 2021). 

Graph neural networks have gained popularity in various domains, including knowledge 
graphs(Shuang Yang and Cai 2022), recommendations(Xiong et al. 2022), social 
networks(Ran et al. 2022) and traffic networks(Peng et al. 2020). GNNs have been used in 
fraud detection, which can be classified into homogeneous and heterogeneous graphs. 
FdGars(Jianyu Wang et al. 2019), GeniePath(Ziqi Liu et al. 2019), FD-NAG(C. Wang et al. 
2021) construct homogeneous graphs and employ GNNs for fraud detection. For 
heterogeneous graphs, GraphConsis(Zhiwei Liu et al. 2020), CARE-GNN(Dou et al. 2020), 
PC-GNN(Y. Liu et al. 2021) construct graphs containing one type of node and multiple 
relations. GAS(A. Li et al. 2019) incorporates a heterogeneous graph and a homogeneous 



comment graph to generate embeddings. GEM(Ziqi Liu et al. 2018), SemiGNN(D. Wang et al. 
2019), BotSpot++(Zhu et al. 2021), MAFI(Jiang et al. 2021) adopt heterogeneous graphs for 
fraud detection. The benefit of a heterogeneous graph is that it can model multiple-
dimensional information and the relationships in one graph for learning and viewing the 
results. Most previous works focused on consumer finance and spam review, in which 
users are individuals, not enterprises. They did not consider either complex transactions or 
complicated enterprise relations in their approaches. 

ST-GNN(Shuo Yang et al. 2020) conducts data analyses to reveal the impact of supply chain 
relationships on the financial risk analysis of SMEs. It proposes a spatial-temporal aware 
GNN to predict loan default. HAT(Zheng et al. 2021) predicts the bankruptcy of enterprises 
based on heterogeneous GNN with an attention mechanism. IHGAT(C. Liu et al. 2021) 
constructs intentions from user behaviors and designs a heterogeneous network, including 
transactions and intentions. xFraud(S. X. Rao et al. 2021) builds a heterogeneous 
transaction graph containing buyers, payment tokens, shipping addresses and emails to 
learn transaction representations. These GNN-based methods are targeted at single views 
and single tasks. 

Also, our work is related to fraud detection through a multitask framework. 
GraphRfi(Zhang et al. 2020) proposes to conduct recommendation and fraud detection by 
GCN and neural random forest. MvMoE(Liang et al. 2021) proposes solving credit risk and 
limit forecasting simultaneously by a mixture-of-experts network. It combines 
heterogeneous multi-view data, including user profiles, sequential behaviors, and social 
relations. MLP, bidirectional LSTM, and GNN are adopted to encode each view’s features. 
Current multi-task solutions are designed for the same node domain and cannot 
simultaneously handle tasks for different entities. Besides, they only integrate information 
from different views at the multi-task learning level. There is no direct interaction between 
multiple views. 

In terms of explainability, demand continues to rise as black-box methods are increasingly 
being employed(Barredo Arrieta et al. 2020), especially in regulated financial 
services(Bussmann et al. 2020). Compared with other domains such as image and text, the 
explainability of GNNs is at an early stage(Yuan, Yu, et al. 2020). The surveys(P. Li et al. 
2022; Yuan, Yu, et al. 2020) report several approaches proposed recently and analyze their 
pros and cons, including GNNExplainer(Ying et al. 2019), PGExplainer(Luo et al. 2020), 
SubgraphX(Yuan et al. 2021), XGNN(Yuan, Tang, et al. 2020), etc. For explainability in fraud 
detection, GCAN(Lu and Li 2020) uses co-attention weights derived from the model to 
generate explainability on evidential words of fake news. Know-GNN(Y. Rao et al. 2021) 
uses graph functional dependency(Fan and Lu 2019) rules to transfer expert rules to 
graphs. Another work(X. Li et al. 2019) extends the GNNExplainer by considering edge 
weights on Bitcoin OTC Data. xFraud(S. X. Rao et al. 2021) extends the GNNExplainer to 
heterogeneous graphs of different node and edge types. Current research cannot provide 
explainability on graphs from multiple views. 

The above analysis shows that the existing research cannot meet the challenges we laid out 
Section 1. In addition, no approach is available to address the three key required functions 
of fraud detection in supply chain finance (see Table [tab:freq]). They should be able to 



model different types of information via heterogeneous graphs, share learning via 
multitasking, and provide explainability to decisions. 

Methodology 

This section presents the technical details of our proposed model MultiFraud. The 
MultiFraud framework is shown in Fig. [fig:archi]. 1) Multi-view representation learning: 
utilizing heterogeneous graph neural networks to learn entity embeddings. 2) Multi-entity 
embedding sharing: utilizing an attention-based component to share embedding between 
entities. 3) Multi-task fraud detector: utilizing multitask learning to train fraud detection of 
multiple entities jointly. 4) Multi-view fraud explanation: providing node and edge 
explanation across multiple views. 

 

Heterogeneous Graph Construction 

We construct two heterogeneous graphs consisting of critical entities in supply chain 

finance: enterprises and transactions. Given enterprise graph 𝒢𝑒 = {{𝒱𝑝|𝑝 ∈ 𝒫}, {ℰ𝑞|𝑞 ∈

𝒬}} with |𝒫| types of nodes and |𝒬| types of edges. 𝒱𝑝 is the node set of type 𝑝 and ℰ𝑞 is the 

edge set of type 𝑞. The node type set 𝒫 = {𝑒, 𝑙, 𝑠, 𝑥, 𝑡,𝑚} in the heterogeneous enterprise 
graph includes nodes from enterprise, legal person, shareholder, executive, telephone and 
email, respectively; and the edge type set is 𝒬 = {𝑒𝑒, 𝑒𝑙, 𝑒𝑠, 𝑒𝑥, 𝑒𝑡, 𝑒𝑚}, where ℰ𝑒𝑒 includes 
all edges built through the enterprise being a shareholder of another enterprise. Other edge 
types represent that an enterprise is related to another node type in {𝑙, 𝑠, 𝑥, 𝑡,𝑚}. Each 
enterprise node carries features containing commercial information such as registration 
time, registered capital, paid-up capital, judicial information such as administrative 
penalties and legal proceedings, and business information such as bidding, certificates, etc. 

Similarly, a transaction graph $\mathcal{G}_t = \left \{ \left \{  
\textcolor{blue}{\mathcal{U}_p} |p \in  \mathcal{P}^{\prime} \right \},\left 



\{\mathcal{E}_q^{\prime} | q \in \mathcal{Q}^{\prime} \right \} \right \}$ is constructed. 
In order to predict the legitimacy of each transaction, we follow the same approach as 
described in (C. Liu et al. 2021; S. X. Rao et al. 2021), treating each transaction as a node in 
the graph. The node type set 𝒫′ = {𝑡, 𝑠, 𝑟, 𝑛, 𝑑} includes transaction, sender, receiver, 
network information, and device information, respectively; and the edge type set is 𝒬′ =
{𝑡𝑠, 𝑡𝑟, 𝑡𝑛, 𝑡𝑑}. If a transaction has a relationship with another type of node in 𝒫′ =
{𝑠, 𝑟, 𝑛, 𝑑}, we put an edge between those two nodes. Each transaction node carries node 
features containing information, including transaction amount, redemption period, etc. Due 
to the significantly larger number of transactions compared to the number of enterprises, 
the scale of the constructed transaction graph can be quite large. While current graph 
neural network models are capable of training on large-scale graphs, such as IHGAT(C. Liu 
et al. 2021) and xFraud(S. X. Rao et al. 2021), which respectively utilize transaction graphs 
with 1.76 million and 1.1 billion nodes, for resource control in practical applications, it is 
possible to specify a specific time frame for the transaction graph to reduce its size. For 
example, one can consider only the transaction records of enterprises within the past six 
months. 

Multi-view Representation Learning 

Multi-view representation learning aims to learn node embeddings for entities using 
heterogeneous graph neural networks. 

Multifraud is a flexible framework that allows for using different heterogeneous GNNs 
based on the characteristics of various entities. To validate the effectiveness of the 
framework, we employ metapath-based GCN models for learning. The formal definition of 
metapath is as follows: 

Definition 1. Metapath. A metapath P is defined as a path in the form of 

𝒫1 →
𝒬1

𝒫2 →
𝒬2

⋯ →
𝒬𝑙

𝒫𝑙+1(abbreviated as 𝒫1𝒫2 ··· 𝒫𝑙+1), which describes a relation 𝑄 = 𝒬1 ∘
𝒬2 ∘ ⋯∘ 𝒬𝑙  between node types 𝒫1 and 𝒫𝑙+1, where ∘ is the composition operator on 
relations. 

For the enterprise graph 𝒢𝑒 = {𝒱, ℰ}, each enterprise node 𝑣 ∈ 𝒱 is associated with a 
feature vector 𝑥𝑣. We apply preprocessing using a feedforward network to the node 
features to generate initial node representations, i.e., ℎ𝑣

0 = 𝐹𝐹𝑁(𝑥𝑣). The embedding of k-th 
layer is computed as follows: 

𝐡𝑣
𝑘 = 𝜎 (𝐖𝑘 ∑

𝐡𝑢
𝑘−1

√|𝑁(𝑢)||𝑁(𝑣)|
𝑢∈𝑁(𝑣)∪𝑣

) 

where 𝐖𝑘  is a learnable matrix, and 𝑁(𝑣) refers to the neighbors of 𝑣, 𝜎 represents the 
sigmoid function. 

For each metapath, We apply GCN of two layers with skip connections. The output 
embedding 𝐳𝑣 = 𝐡𝑣

𝐾 from 𝑀 different metapaths are concatenated: 



𝐳𝑣
𝐹 = ⨁𝐳𝑣

𝑖

𝑀

𝑖=1

 

where ⊕ represents the concatenation operation. 

For each transaction node 𝑢 in 𝒢𝑡 , we obtain 𝐳𝑢
𝐹 in the same way. 

Multi-entity Embedding Sharing 

To construct direct interaction between multiple views, we propose an attention-based 
component to share embeddings between multiple entities. Attention scores are further 
used in multi-view explanations. Different attention-based methods can be applied based 
on the characteristics of different entities. 

For transactions with time series, LSTM is a popular method to capture sequential 
information. To generate attention scores for every transaction, we apply attention-based 
bidirectional LSTM to learn the representation. We define the transaction history of the 
enterprise as 𝑇 = {𝑡𝑥𝑛1, 𝑡𝑥𝑛2, . . . , 𝑡𝑥𝑛𝑡}. The initial embeddings are 𝐙𝑢𝑇

𝐹 = {𝑧𝑢1
𝐹 , 𝑧𝑢2

𝐹 , . . . , 𝑧𝑢𝑡
𝐹 }. 

The LSTM layer computes as follows: 

𝑖𝑡 = 𝜎(𝑊𝑖𝑖𝑧𝑢𝑡
𝐹 + 𝑏𝑖𝑖 + 𝑊ℎ𝑖ℎ𝑡−1 + 𝑏ℎ𝑖)

𝑓𝑡 = 𝜎(𝑊𝑖𝑓𝑧𝑢𝑡
𝐹 + 𝑏𝑖𝑓 + 𝑊ℎ𝑓ℎ𝑡−1 + 𝑏ℎ𝑓)

𝑔𝑡 = tanh(𝑊𝑖𝑔𝑧𝑢𝑡
𝐹 + 𝑏𝑖𝑔 + 𝑊ℎ𝑔ℎ𝑡−1 + 𝑏ℎ𝑔)

𝑜𝑡 = 𝜎(𝑊𝑖𝑜𝑧𝑢𝑡
𝐹 + 𝑏𝑖𝑜 + 𝑊ℎ𝑜ℎ𝑡−1 + 𝑏ℎ𝑜)

𝑐𝑡 = 𝑓𝑡 ⊙ 𝑐𝑡−1 + 𝑖𝑡 ⊙ 𝑔𝑡

ℎ𝑡 = 𝑜𝑡 ⊙ tanh(𝑐𝑡)

 

where 𝑧𝑢𝑡
𝐹  is the input, ℎ𝑡  is the hidden state at time 𝑡, ℎ𝑡−1 is the hidden state of the layer at 

time 𝑡 − 1 or the initial hidden state, 𝑐𝑡 is the cell state, and 𝑖𝑡, 𝑓𝑡 , 𝑔𝑡, 𝑜𝑡 are the input, forget, 
cell, and output gates, respectively. 𝑊 are learnable weight matrices, and ⊙ represents the 
Hadamard product. 

The transaction sequences are processed in both directions: 

ℎ𝑖 = [ℎ𝑖
⃗⃗  ⃗ + ℎ𝑖

⃖⃗⃗⃗ ] 

The attention score 𝛼𝑖 is calculated through Softmax. We record the attention scores as 
𝐀𝐭𝐭𝑣 for explanation. The output is the weighted sum of the hidden states of all 
transactions: 

𝑢𝑖 = tanh(𝑊𝑎ℎ𝑖 + 𝑏𝑎),

𝛼𝑖 =
exp(𝑢𝑖)

∑ exp𝑖 (𝑢𝑖)
,

𝐳𝑣
𝐴 = ∑𝛼𝑖

𝑖

ℎ𝑖

 

The historical transaction embedding 𝐳𝑣
𝐴 is concatenated with 𝐳𝑣

𝐹: 



𝐳𝑣
𝑛𝑒𝑤 = 𝐳𝑣

𝐹 ⊕ 𝐳𝑣
𝐴 

For enterprises, we treat the enterprises involved in transactions equally, i.e., the attention 
scores are the same for enterprises. The embeddings of involved enterprises are 
concatenated with the embedding of the transaction 𝐳𝑢

𝐹: 

𝐳𝑢
𝑛𝑒𝑤 = 𝐳𝑢

𝐹 ⊕ 𝐳𝑣𝑠
𝐹 ⊕ 𝐳𝑣𝑟

𝐹  

We apply post-processing using a feedforward network to 𝐳𝑣
𝑛𝑒𝑤 and 𝐳𝑢

𝑛𝑒𝑤 to generate the 
final node embeddings separately and feed them into a Softmax layer to predict the node 
class. 

We use Algorithm 1 to illustrate the detailed process of the detector. The codes in line 1 
and 2 process the input features using feedforward networks. The codes between 3 and 14 
learn the embeddings of enterprise and transaction nodes. GCN is adopted on every 
metapath to generate embeddings. The embeddings are then concatenated. The codes 
between 15 and 17 concatenate embeddings of enterprise nodes with transaction 
embeddings generated by attention-based bidirectional LSTM. The codes between 18 and 
20 concatenate embeddings of transaction nodes with enterprise embeddings. The outputs 
are fed to the feedforward network and Softmax activation function to normalize them into 
a probability distribution to support decision-making. 

ℎ𝑣
0 = 𝐹𝐹𝑁(𝑥𝑣) 

ℎ𝑢
0 = 𝐹𝐹𝑁(𝑥𝑢) 

  𝐡𝑣 ← 𝜎 (𝐖∑
𝐡𝑣𝑎

√|𝑁(𝑎)||𝑁(𝑣)|𝑎∈𝑁(𝑣)∪𝑣 )  𝐳𝑣
𝐹 ← ⨁ 𝐳𝑣

𝑖𝑀
𝑖=1 ;  

  𝐡𝑢 ← 𝜎 (𝐖′ ∑
𝐡𝑢𝑏

√|𝑁(𝑏)||𝑁(𝑣)|𝑏∈𝑁(𝑢)∪𝑢 ) ;  𝐳𝑢
𝐹 ← ⨁ 𝐳𝑢

𝑖𝑀′

𝑖=1 ;  

 𝐳𝑣
𝑛𝑒𝑤 ← 𝐳𝑣

𝐹 ⊕ 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 − 𝐵𝐿𝑆𝑇𝑀(𝑧𝑢1
𝐹 , 𝑧𝑢2

𝐹 , . . . , 𝑧𝑢𝑡
𝐹 )  

 𝐳𝑢
𝑛𝑒𝑤 ← 𝐳𝑢

𝐹 ⊕ 𝐳𝑣𝑠
𝐹 ⊕ 𝐳𝑣𝑟

𝐹   

𝑆𝑣 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝐹𝑁(𝐳𝑣
𝑛𝑒𝑤)) 

𝑆𝑢 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝐹𝑁(𝐳𝑢
𝑛𝑒𝑤)) 

Multi-task Fraud Detector 

We use the supervised standard cross-entropy loss for node predictions of entities. The 
loss functions for enterprises and transactions are defined as follows: 

ℒ𝑒𝑛𝑡𝑒𝑟𝑝𝑟𝑖𝑠𝑒 = − ∑ [𝑦𝑣log(𝑆𝑣) + (1 − 𝑦𝑣)log(1 − 𝑆𝑣)]

𝑣∈𝒱𝑣𝑡

ℒ𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 = − ∑ [𝑦𝑢log(𝑆𝑢) + (1 − 𝑦𝑢)log(1 − 𝑆𝑢)]

𝑢∈𝒱𝑢𝑡

 



where 𝒱𝑣𝑡 and 𝒱𝑢𝑡 are the training sets of enterprise nodes and transaction nodes, 𝑦𝑣 and 
𝑦𝑢 are the labels of enterprise node 𝑣 and transaction node 𝑢. 

Different tasks are related to each other. The model shares representations of different 
entities between tasks. Therefore, we use the multi-task learning method to train the two 
tasks jointly. The combined loss function is defined as follows: 

ℒ = 𝜆ℒ𝑒𝑛𝑡𝑒𝑟𝑝𝑟𝑖𝑠𝑒 + (1 − 𝜆)ℒ𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛 

where 𝜆 is used to balance the importance of tasks. The default setting of 𝜆 is 0.5. 

Multi-view Fraud Explanation 

Under the multi-view setting, the explainer is responsible for explaining on multiple 
entities. We construct a multi-view fraud explainer based on attention and 
GNNExplainer(Ying et al. 2019). GNNExplainer is a model-agnostic approach for providing 
explanations of GNN’s predictions(Ying et al. 2019). 

Given 𝛷 as the trained fraud detection model, the prediction �̂� is given by 
𝛷(𝐺𝑐(𝑣), 𝑋𝑐(𝑣), 𝐼𝑐(𝑣)), where 𝐺𝑐(𝑣) represents structure information, 𝑋𝑐(𝑣) represents 
feature information and 𝐼𝑐(𝑣) represents information from other views. The multi-view 
fraud explainer component generates explanations as follows: 

�̂� = (𝐺𝑣𝑆, 𝑋𝑣𝑆
𝐹 , ∪ 𝐺𝑢𝑆𝑖

𝑖∈𝑘
, ∪ 𝑋𝑢𝑆𝑖

𝐹

𝑖∈𝑘
) 

where 𝐺𝑣𝑆 represents the subgraph of computation graph(Ying et al. 2019) containing the 
node for prediction, 𝐺𝑢𝑆 are subgraphs containing correlated nodes from other graphs. 𝑋𝑣𝑆

𝐹  

and 𝑋𝑢𝑆
𝐹  are masked node features by F, i.e., 𝑋𝑣𝑆

𝐹 = {𝑥𝑗
𝐹 ∣ 𝑣𝑗 ∈ 𝐺𝑣𝑆}, 𝑋𝑢𝑆

𝐹 = {𝑥𝑗
𝐹 ∣ 𝑣𝑗 ∈ 𝐺𝑢𝑆}). 

The explainer inputs the node index of the node-to-explain, enterprise node features, 
transaction node features, enterprise edge indexes, transaction edge indexes, enterprise 
edge types, and transaction edge types. Also, since GNNexplainer changes the original node 
index and our model needs to track the relationship between enterprise nodes and 
transaction nodes, the node mappings of enterprises and transactions are used as input. 
The output includes node feature masks and edge masks from two graphs. 

For enterprises, the explainer is applied to the enterprise node first to generate 𝑋𝑣𝑆
𝐹  and 𝐺𝑣𝑆 

of the enterprise. Secondly, due to the long transaction sequence of enterprises, providing 
too much explanation content will increase the complexity of understanding. Therefore, 
rather than providing explanations for every transaction, we provide the top 𝐻 
transactions with the highest attention scores(Vaswani et al. 2017). Then we apply the 
explainer for these transactions on the transaction graph to generate ∪ 𝑋𝑢𝑆𝑖

𝐹
𝑖∈𝑘  and ∪𝑖∈𝐻

𝐺𝑢𝑆𝑖 . The subgraphs derived from different views are interconnected to produce the 
ultimate explanation result. 

For transactions, the explainer is applied to the transaction node first to generate 
important features 𝑋𝑢𝑆

𝐹  and the subgraph 𝐺𝑢𝑆 of the transaction. Then the explainer is 



applied on the enterprise graph to generate meaningful features ∪ 𝑋𝑣𝑆𝑖
𝐹

𝑖∈2  and subgraphs 
∪ 𝐺𝑣𝑆𝑖𝑖∈2 . 

Algorithm 2 illustrates the detailed process of the explainer. In line 1, the explainer 
generates node feature masks and edge masks from the perspective of enterprise or 
transaction first. Related transactions(line 2 and 3) or enterprises(line 4 and 5) are picked 
based on the type of node-to-explain. Then the explainer generates node feature masks and 
edge masks from the other perspective(line 6 to 8). The edge masks are connected to form 
the final explanation subgraph(line 9 to 11). 

𝐺𝑣𝑆, 𝑋𝑣𝑆
𝐹 ← 𝐺𝑁𝑁𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑒𝑟(𝑣, 𝐷) 

Experiment 

To test the effectiveness of MultiFraud, we designed experiments on five datasets. We first 
introduce four synthetic datasets and a real-world dataset. Then, the comparing methods, 
experimental settings and implementation details are provided. We conduct experiments 
and case studies to answer the following questions: 

• Question 1: Can MultiFraud outperform the up-to-date and state-of-the-art baseline 
algorithms on fraud detection? 

• Question 2: Can the multitasking module effectively improve the performance of fraud 
detection? 

• Question 3: Can MultiFraud derive meaningful explanations from multiple graphs? 

Datasets 

We provide four synthetic and one real-world datasets to test whether our proposed 
framework is effective in fraud detection and explanation. We also use these datasets as 
benchmarks to compare our approach with existing ones. 



 

Synthetic dataset 

From investigating historical cases, government policies2 have identified that the common 
types of supply chain finance fraud are fraudulent transactions, self-financing, and repeated 
financing. We design the corresponding synthetic dataset for testing for each of the three 
main types of accounts receivable fraud. Meanwhile, we designed a mixed fraud dataset 
that contains all three fraud types. Each dataset contains an enterprise dataset and a 
transaction dataset. 

Many observed networks are in the class of scale-free networks, including enterprise and 
transaction networks. The Barabási-Albert(BA) model is an algorithm for generating scale-
free networks. We combine the BA model with motifs to generate synthetic datasets. The 
motif is used to represent a specific subgraph for transactions and enterprises in accounts 
receivable finance in Section 2. We first introduce the definition of the motif(Zhao et al. 
2018) as follows: 

Definition 2. Motif. A motif 𝑀 is a subgraph defined on 𝑛 nodes by a 𝑛 × 𝑛 binary 
adjacency matrix 𝐵𝑀. 

Fig. [fig:dataset] shows the critical components for generating synthetic datasets. The grey 
graphs represent the base graphs for generating data. Legal motifs in transaction datasets 
represent the legal business flow of accounts receivable financing. Fraud motifs represent 
the business flow of different fraud types, which are described in detail in Section 5.4. For 
enterprise datasets, only self-financing fraud has a specific motif. 

For transaction datasets, we start with a base BA graph. Every node in the BA graph 
represents a motif(business flow). We pick random nodes to expand to fraud motifs, and 

 

2 http://xkzj.mofcom.gov.cn/article/myszh/llyzc/202107/20210703179057.shtml 



the rest are expanded to legal motifs. The structure of fraud motifs is different for different 
fraud types. We construct these motifs based on the examples reported in Section 5.4. The 
structure of fraud transaction motifs in self-financing fraud is the same as legal transaction 
fraud motifs. The original edges are reserved to connect expanded motifs. We add 0.09N 
random edges to the graph. N is the number of edges in the current graph. For enterprise 
datasets, we start with a base BA graph. We pick random nodes to be fraudulent 
enterprises. For fraudulent transaction and repeated financing types, the neighboring 
nodes of these fraud nodes have a 40% probability of being fraudulent. For the self-
financing type, the fraud nodes are expanded to corresponding fraud motifs. We add 0.01N 
random edges to the graph. We construct a correlation between different entities by 
assigning fraudulent transactions to fraudulent enterprises and legitimate transactions to 
random enterprises. The features of nodes belonging to the same category are sampled 
from normal distributions. 

Real-world dataset 

We construct a real-world dataset containing enterprises with transactions. HAT(Zheng et 
al. 2021) is a dataset for bankruptcy prediction of 13489 enterprises in China, containing 
shareholder and board member relationships. BankSim(Lopez-Rojas and Axelsson 2014) is 
a dataset for fraud transaction prediction. We match customers with fraudulent 
transactions with fraudulent enterprises, while others are matched with legitimate 
enterprises. 

Table [table:dataset] shows the statistical information describing datasets, including the 
number of nodes, percentage of fraudulent nodes, length of feature vectors, relations and 
the number of edges. E-E and T-T in synthetic datasets represent the direct relationship 
between enterprises nodes and the direct relationship between transactions nodes, 
respectively. In the HAT dataset, E-S-E represents two enterprises with the same 
shareholder. E-E represents direct shareholding between two enterprises. E-M-E 
represents two enterprises with the same board member. ALL represents the sum of the 
three previous relationships. In the BankSim dataset, T-A-T denotes the relationship we 
built based on the amount of transactions. 

[table:dataset] 

Comparing Methods 

We evaluate the performance of fraud detection of MultiFraud by comparing with these 
baselines: 

• GraphSage(Hamilton, Ying, and Leskovec 2017): A graph neural network that learns 
node representations by sampling and aggregating features from local neighborhood. 

• GEM(Ziqi Liu et al. 2018): A heterogeneous GNN on account-device graphs leveraging 
two weaknesses of attackers: device aggregation and activity aggregation. 

• SemiGNN(D. Wang et al. 2019): A heterogeneous GNN that adopts hierarchical 
attention mechanism for financial fraud detection. 



• GraphConsis(Zhiwei Liu et al. 2020): A heterogeneous GNN that uses context 
embeddings, consistency filtering and relation weights in fraud detection with 
inconsistency problem. 

• RioGNN(Peng et al. 2021): A heterogeneous GNN that uses label-aware neural 
similarity measure and reinforcement learning framework. 

• MultiFraud-S: Ablation model that remove multi-entity embedding sharing 
component. 

Experimental settings and implementation 

We use Macro-F1 and AUC as evaluate metrics for fraud detection since the datasets are 
highly imbalanced. The Macro-F1 is the unweighted mean of the F1-score for legitimate 
and fraudulent entities. F1-score is defined as: 

𝐹1 = 2 ⋅
 Precision ⋅  Recall 

 Precision +  Recal 
 

Macro-F1 is defined as: 

𝑀𝑎𝑐𝑟𝑜 − 𝐹1 =
𝐹1𝑙𝑒𝑔𝑎𝑙 + 𝐹1𝑓𝑟𝑎𝑢𝑑

2
 

where 𝐹1𝑙𝑒𝑔𝑎𝑙 is F1-score of the legal class and 𝐹1𝑓𝑟𝑎𝑢𝑑 is F1-score of the fraud class. 

AUC is defined as: 

𝐴𝑈𝐶 =
1

2
∑(𝑥𝑖+1 − 𝑥𝑖)

𝑚−1

𝑖=1

(𝑦𝑖 + 𝑦𝑖+1) 

where 𝑦 is True Posotive Rate(𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
), 𝑥 is False Positive Rate(𝐹𝑃𝑅 =

𝐹𝑃

𝐹𝑃+𝑇𝑁
). 

For MultiFraud, the hyperparameter settings are shown in [table:dual_hyperparameter]. 
We use Adam(Kingma and Ba 2015) for model optimization. For other baseline methods, 
we use grid search to tune the best parameters for different datasets. 

[table:dual_hyperparameter] 

The codes for RioGNN3 are from the authors’ original implementations. The codes for other 
models are from an open-source implementation DGFraud-TF2(Dou et al. 2020). For each 
dataset, we apply the same partitioning ratio, which is 68% for training, 12% for validation, 
and 20% for the test set. For a transaction graph with time information, after sorting the 
transactions in chronological order, the dataset is divided according to the set ratio. The 
codes of our model and the experimental datasets are accessible at 

 

3 https://github.com/safe-graph/RioGNN 



https://github.com/MultiFraudGNN/MultiFraud. All experiments are conducted on 1 
A100-SXM4-80GB(80GB) GPU, 32 vCPU AMD EPYC 7763 64-Core Processor, 240GB RAM. 

Results 

Fraud Types 

The experiments show that the system has successfully identified three supply chain 
account receivable fraud types: fraudulent transactions, self-financing, and repeated 
financing. Fraudulent transactions refer to the falsification of information such as trade and 
logistics. Self-financing means that the borrower and the guarantor have close 
relationships such as with relatives or friends or are controlled by the borrower. Repeated 
financing refers to repeatedly opening multiple warehouse receipts for the same batch of 
goods, and obtaining loans through repeated receivables to multiple financing 
institutions(Hua and Xuan 2018). To introduce our motivation, we present examples of 
these three fraud types. For each example, we analyze from two perspectives: the business 
process and the relationships between enterprises, including equity and shareholders, etc. 
This is done to showcase the different behaviors on transaction graphs and enterprise 
graphs under various fraud types. 

[Example 1] For fraudulent transaction fraud, we take an example of a delayed redemption 
event that occurred in 2021 involving over RMB 20 billion in Fig.3. The business process of 
the event is shown in Fig.3(a). Apart from the regular business model, Financial Institution 
A (a factoring company) resells the receivables to another Financial Institution B (a trust 
company). However, these receivables are all forged or expired. Regarding investment and 
equity relationships between enterprises shown in Fig.3(b), the shareholders (Enterprises 
A-D) of Financial Institution A are all law-abiding enterprises. However, Enterprise C’s legal 
person (Person A) is a defaulting person. A defaulting person refers to an individual who 
has engaged in relevant illegal activities and has been disclosed. Person A and B have 
multiple co-investment relationships, and Person B is also a defaulting person. Enterprise D 
is related to the defaulting Enterprise H through Enterprise G. 

[Example 2] For fraudulent transaction fraud, we provide another example of self-
purchasing and self-selling that occurred in 2021 in Fig.4. The business process of the event 
is shown in Fig.4(a). The SME purchases products from another SME at a low price and 
then prompts the other SMEs to repurchase the products at a higher price. Through this 
continuous operation, they falsify accounts receivable. These SMEs are all related entities, 
as evidenced by the interconnected relationships in the enterprise graph in Fig.4(b). 

[Example 3] For self-financing fraud, we take another example that occurred in 2021 in 
Fig.5. The business process of the event is the same as regular events, as shown in Fig.5(a). 
However, the borrower (SME A), financier (Financial Institution C) and guarantor (Core 
Enterprise K) are related parties in the same group, as shown in Fig.5(b). SME A is a wholly 
owned subsidiary of Core Enterprise A. Financial Institution C is a wholly owned subsidiary 
of Enterprise I. Enterprise J and Enterprise I have the same legal person and chairman. 
Enterprise K has the same registered telephone number (Telephone A) and legal person 



(Person C) as Enterprise J. Enterprise K is one of the shareholders of Core Enterprise A. The 
SME has the same executive (Person D) as Financial Institution C. 

[Example 4] For repeated financing fraud, we take an example that occurred in 2014 in 
Fig.6. Fig.6.(a) shows that SME B uses the same receivables to apply for loans from several 
different financial institutions. There is no noticeable relationship between these 
companies in Fig.6(b). 

 

Example 1 on fraudulent transaction. 

 

Example 2 on fraudulent transaction. 



 

Example 3 on self-financing. 

 

Example 4 on repeated financing. 

Identifying these frauds is difficult, as fraudsters try to conceal and disguise them, and the 
financial information is large, complex and imbalanced. The proposed model effectively 
identifies different types of fraud by learning from various types of information and 
relationships and analyzing multiple views within relation networks. 

Fraud Detection Benchmarking 

To answer Questions 1 and 2, we present experimental results in Tables [tab:exp1] and 
[tab:exp2]. 

In synthetic datasets, MultiFraud outperforms other methods, including the mixed fraud 
dataset and the single-type fraudulent transaction, self-financing, and repeated financing 
datasets. The results show that MultiFraud is effective in fraud detection tasks in supply 
chain finance. 

For baseline methods, the performance varies for different fraud types. Regarding AUC, the 
best-performing baseline methods for fraudulent transaction, self-financing, and repeated 
financing are GraphSage, GEM, and RioGNN, respectively. It indicates that different models 
have different capabilities in detecting different types of fraud. MultiFraud outperforms 
other baseline methods in all fraud types, indicating that the proposed model has better 
applicability in fraud detection types. 



From different views, in fraud transaction detection, the GEM model achieves the best 
baseline effect in most fraud types, indicating that different models have different 
capabilities in detecting fraud of different entities. MultiFraud achieves the best effect in 
both enterprise and transaction fraud, indicating that the proposed model has better 
applicability when facing the differences in attributes and structural features of different 
entities. 

In the real-world dataset, MultiFraud achieves improvement compared with other baseline 
methods. The AUC for both GraphSage and GEM is 0.5. This is because of class imbalance, 
which prevents them from learning meaningful features and leads them to predict all 
transactions as legitimate. The proposed model shares information among different 
entities through a combination of temporal modeling and feature concatenation. It utilizes 
a multitasking framework to leverage relationships between different tasks. During this 
process, the model utilizes attributes and structural information from different entities as 
auxiliary information, thereby increasing the distinctiveness of features from different 
categories. Incorporating auxiliary information with multitask learning(Spangher et al. 
2021) proves effective in severely imbalanced real-world transaction datasets. Therefore, 
the proposed model mitigates the class imbalance problem to some extent.  

The improvements of the proposed model on enterprise fraud detection are smaller than 
those on synthetic datasets. This is due to the more complex features and relationships in 
real-world datasets. In the experiments conducted in the literature(Zheng et al. 2021), the 
differences in performance among different methods were similarly not very pronounced, 
which aligns with the results observed in our experiments. 

[tab:exp1] 

[tab:exp2] 

Explainability 

To answer Question 3, we present explanations of fraud predictions in Fig. 7 and Fig. 8. In 
the visualization, distinct shapes are used to denote different types of nodes, while varying 
colors on the edges represent different types. The thickness of the edges represents the 
weights, with thicker edges denoting greater importance. Additionally, the ground truth 
labels are represented by the color of nodes. 

We visualize an explanation for node e429 within the synthetic dataset in Figure 7, which is 
an enterprise that engages in repeated financing fraud. The explainer effectively captures 
the majority of crucial edges connecting it to other fraudulent enterprises in its 
neighborhood. Additionally, the generated transaction (node t1187) with the highest score 
in 𝐀𝐭𝐭 is fraudulent. The explainer component also identifies the most suspicious edges 
related to transactions, successfully pinpointing critical edges within the motif. 

We visualize another explanation for a enterprise within the real-world dataset in Figure 8. 
For shareholder relationships, the enterprises connected are all fraudulent. For board 
member relationships, only one connected enterprisee1668 is fraudulent. Despite 
enterprise e5495 being legal, it connects with several fraudulent enterprises through board 



member relationship. From the transaction perspective, the transaction chosed is 
fraudulent, while connected with both legitimate and fraudulent transactions. These 
examples showcase MultiFraud’s capability to identify suspicious entities, even in scenarios 
where the fraud is concealed by legitimate entities. 

 

Visualization of fraud explanation in the synthetic dataset. 



 

Visualization of fraud explanation in the real-world dataset. 

Conclusion 

We propose an end-to-end multitask framework, MultiFraud, to provide effective fraud 
prediction in supply chain finance, despite their complexity and concealment to evade 
detection. The strength of MultiFraud is that it can explore the supply chain financing 
business model to construct different heterogeneous graphs of enterprises and 
transactions and capture their characteristics. The multitask framework possesses the 
flexibility to learn the embeddings of both enterprise and transaction domains and 
effectively exploit their correlation. It utilizes atteion-based model to process transaction 
sequences and generate importance weights, which are used in the explainer component to 
extend graph explainability to multiple graphs to provide a complete picture. The 
experimental results demonstrate the effectiveness of correctly detecting fraud and 
provide sufficient explanations for the derived conclusions. We also compare with other 



existing GNN methods based on the test of five datasets. MultiFraud has outperformed 
them on fraud detection by a large margin in all fraud types and domains, according to the 
criteria Macro-F1 and AUC. 

Supply chain finance contains a large amount of information to be explored, including 
multimodal data such as text(Xie et al. 2022), images, and videos. As a flexible framework, 
graph representation learning with more complex models can be studied in the future. 
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