Erasure in dependently typed programming

## Matúš Tejiščák

## A Thesis Submitted for the Degree of PhD at the University of St Andrews



2020

Full metadata for this thesis is available in St Andrews Research Repository at:
http://research-repository.st-andrews.ac.uk/

Identifiers to use to cite or link to this thesis:
DOI: https://doi.org/10.17630/sta/677

This item is protected by original copyright

# Erasure in Dependently Typed Programming 

Matúš Tejiščák



This thesis is submitted in partial fulfilment for the degree of PhD
at the University of St Andrews

Candidate's declaration I, Matúš Tejiščák, do hereby certify that this thesis, submitted for the degree of PhD , which is approximately 80,000 words in length, has been written by me, and that it is the record of work carried out by me, or principally by myself in collaboration with others as acknowledged, and that it has not been submitted in any previous application for any degree.

I was admitted as a research student at the University of St Andrews in September 2013.

I received funding from an organisation or institution and have acknowledged the funder(s) in the full text of my thesis.

## 12 June 2020

Date and Signature of candidate

Supervisor's declaration I hereby certify that the candidate has fulfilled the conditions of the Resolution and Regulations appropriate for the degree of PhD in the University of St Andrews and that the candidate is qualified to submit this thesis in application for that degree.

Date and Signature of supervisor

Permission for publication In submitting this thesis to the University of St Andrews we understand that we are giving permission for it to be made available for use in accordance with the regulations of the University Library for the time being in force, subject to any copyright vested in the work not being affected thereby. We also understand, unless exempt by an award of an embargo as requested below, that the title and the abstract will be published, and that a copy of the work may be made and supplied to any bona fide library or research worker, that this thesis will be electronically accessible for personal or research use and that the library has the right to migrate this thesis into new electronic forms as required to ensure continued access to the thesis.

I, Matúš Tejiščák, confirm that my thesis does not contain any third-party material that requires copyright clearance.

The following is an agreed request by candidate and supervisor regarding the publication of this thesis:

Printed copy No embargo on print copy.
Electronic copy No embargo on electronic copy.

## 12 June 2020

Date and Signature of candidate

## Date and Signature of supervisor

Underpinning Research Data or Digital Outputs I, Matúš Tejiščák, hereby certify that no requirements to deposit original research data or digital outputs apply to this thesis and that, where appropriate, secondary data used have been referenced in the full text of my thesis.

$$
12 \text { June } 2020
$$

Date Signature of candidate

## Abstract

It is important to reduce the cost of correctness in programming. Dependent types and related techniques, such as type-driven programming, offer ways to do so.

Some parts of dependently typed programs constitute evidence of their typecorrectness and, once checked, are unnecessary for execution. These parts can easily become asymptotically larger than the remaining runtime-useful computation, which can cause linear-time algorithms run in exponential time, or worse. It would be unnacceptable, and contradict our goal of reducing the cost of correctness, to make programs run slower by only describing them more precisely.

Current systems cannot erase such computation satisfactorily. By modelling erasure indirectly through type universes or irrelevance, they impose the limitations of these means to erasure. Some useless computation then cannot be erased and idiomatic programs remain asymptotically sub-optimal.

This dissertation explains why we need erasure, that it is different from other concepts like irrelevance, and proposes two ways of erasing non-computational data. One is an untyped flow-based useless variable elimination, adapted for dependently typed languages, currently implemented in the Idris 1 compiler.

The other is the main contribution of the dissertation: a dependently typed core calculus with erasure annotations, full dependent pattern matching, and an algorithm that infers erasure annotations from unannotated (or partially annotated) programs.

I show that erasure in well-typed programs is sound in that it commutes with single-step reduction. Assuming the Church-Rosser property of reduction, I show that properties such as Subject Reduction hold, which extends the soundness result to multi-step reduction. I also show that the presented erasure inference is sound and complete with respect to the typing rules; that this approach can be extended with various forms of erasure polymorphism; that it works well with monadic I/O and foreign functions; and that it is effective in that it not only removes the runtime overhead caused by dependent typing in the presented examples, but can also shorten compilation times.
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## Chapter 1

## Introduction

Software failures are a problem. Software failures can be expensive, not only economically but also in terms of wasted scientific potential or even human lives - whether it is the Mars Climate Orbiter that (likely) disintegrated in the Martian atmosphere because of unit mismatch between two systems [ZBM99]; the Therac-25 radiation therapy machine that killed several patients by radiation overdose caused by a race condition [LT93]; or the recently well publicised error where a cryptographic library would leak private keys and other secrets from the process memory in response to malformed network requests [Dur+14].

Software is everywhere. Our society relies on computers more and more every year. Countries are gradually phasing out cash or paper train tickets in favour of electronic systems; people replace their watches with tiny computers that also happen to be able to show time, and forgo their maps in favour of satellite navigation systems, which might eventually be obsoleted by self-driving cars, anyway.

Therefore, problems lurk everywhere. If computers are going to run all aspects of our lives, we must ensure that they do what we intend (and since computers do precisely what we tell them to do, this is actually a problem of ensuring that we say what we mean). In other words, we need reliable software since the impact of software failures, like those mentioned above, will only be amplified by the breadth of deployment of any affected software.

There are ways to deal with it. Of course, people have recognised this problem and created methods and tools for writing software. These include development methodologies, testing, static checkers and analysers, type systems, programming paradigms, proof assistants, formal verification frameworks, and other, that would help achieve the desired level of reliability.

But the cost matters, too. However, correctness is only one aspect of software. Software development happens under various (often contradictory) constraints and rather than striving for correctness, companies usually minimise cost, where software failure is just one of many sources of cost, another one being development effort.

Therefore, it is not sufficient to devise a methodology which is $100 \%$ reliable but at the same time so expensive to apply or otherwise impractical - such as producing too slow programs - that noone will use it. We generally want to reduce the cost of writing correct software, and thus reliability should not be too expensive in other respects.

### 1.1 Reliability and productivity through static typing

Statically typed programming languages provide guarantees and aid productivity of programmers by giving them:

- Means to express some properties of programs in their types ("this variable called age will never have the value "hello" or null").

This allows programmers to state their intentions.

- Means to assist the programmer with writing programs that satisfy the given types, by code completion or more advanced assistance.

This helps programmers follow their stated intentions and reduces the effort necessary to do so.

- Means to check the adherence of the resulting programs to their types before executing them and to report an error at compile time if any of the properties expressed by the types are violated.

This verifies that the resulting program complies with the programmer's stated intentions.

The second point is often overlooked. Contrary to widespread belief, static typing is not only about the machine requiring the programmer to put type annotations in the program and then telling the programmer off when they get the types wrong.

With static types, the computer has a lot of information about the program, even if it is still being written and incomplete, and it can use that information to assist the programmer. Already in relatively simply typed languages like Java, we take features like code completion for granted. Yet stronger type systems have even more potential for programmer assistance:

- Systems like Agda [Nor07; Agd17a] or Idris [Bra13] can infer (some) programs from types - if we explain the plan to the computer in high-level terms which are sufficiently precise given the context, we can leave it to fill in the boring details for us, correctly.

Already in Haskell [Jon03], we can have code generated by giving a type [Gun13]. For example, we can obtain different behaviours from the same source code by choosing, the desired typeclass instance in its type: interpreting a MonadPlus program using the list instance and the Maybe instance will lead to quite different programs.

- If the program cannot be inferred entirely automatically, perhaps because we decided that a less precise type is sufficient, types can still interactively guide program development; not only by providing code completion, but also by advanced assistance with case analysis, partial proof/program search, program transformation and refactoring, etc.
This gives rise to methodologies like type-driven development [Bra17] or even "mindless coding" [Lei14b], where the programmer states the type first, and then carries out an interactive dialogue with the computer to find a program that satisfies the stated type, possibly ending up refining the type and repeating the process.
- Types are a form of computer-checked and computer-enforced documentation.
- Types can help produce more performant code by proving the absence of certain behaviours.

It is true that Hindley-Milner-style systems can (mostly) infer types from programs, eliminating or reducing the need of specifying the types explicitly. However, as argued above, it is likely more useful to derive the program from the intention rather than the intention from the program.

For that, however, we need a sufficiently strong type system that is able to express the intention.

### 1.1.1 Reliability and productivity through dependent types

Different static type systems form a whole scale of expressivity and precision. Above, I mentioned that static types let programmers state their intentions. The strength of a type system determines how precisely programmers are allowed to express these intentions.

### 1.1.1.1 Untyped languages

Statically untyped languages, like Scheme or Perl with use strict, will not check the types of variables but will at least check their existence. This could be interpreted as giving the same type to each value [Har16, Sec. 17.4].

Type signatures do not really apply here but we can at least contrive one. The type of a list reversal function says nothing beyond the fact that reverse has been defined.

```
reverse : Value
```


### 1.1.1.2 Simple types

Languages like C or (pre-generics) Java permit giving simple types to values, where an example of a simple type is int, String, or ArrayList. Such type systems can already express that we cannot multiply "hello" with "world", for example.

The type of reverse gets slightly more interesting.

```
reverse : List }->\mathrm{ List
```

We can tell that reverse is a function and it takes a list and returns a list. What's the type of the elements of the list, this type signature does not say.

### 1.1.1.3 Parameterised types

A parameterised type, such as ArrayList〈String〉 in Java or Map String Int in Haskell gives us more precision than simple types - we can now express properties like the types of elements stored in containers.

This leads to a more precise type of reverse.

```
reverse : ( \(a\) : Type) \(\rightarrow\) List \(a \rightarrow\) List \(a\)
```

This type signature says, besides other things, that reverse preserves the type of elements contained in the list. It does it by taking an extra type argument $a$, which is then used in two different places to express that the two list element types are actually the same type, $a$. Current systems, such as Haskell or Idris, erase all type arguments before code generation so this extra argument does not incur overhead at runtime.

### 1.1.1.4 Dependent types

Languages with dependent types, such as Idris or Agda, go even further and let us write the type of reverse as follows.

$$
\text { reverse : }(a: \text { Type }) \rightarrow(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \text { Vect } n a
$$

Compared to the previous version, the type signature has been extended with another argument, $(n: \mathbb{N})$. Furthermore, the type of List $a$, which talked only about the type of its elements, has been replaced with Vect $n a$, which also talks about $n$, the length of the list. Lists with length-indexed types are traditionally called vectors.

Therefore, this type signature is more precise - it says that reverse preserves also the length of the list.

The name "dependent" in dependent types comes from the fact that the type of the vector argument (and the return value) of reverse depends on the value of its second argument.

```
reverse Int 0 [] - accepted by typechecker
reverse Int 3[1,2,3] - accepted by typechecker
reverse Int 2[1,2,3] - rejected by typechecker
reverse Int 42 [] - rejected by typechecker
reverse Int n xs - depends on the context
```

Expressions like (reverse Int $2[1,2,3]$ ) are type-incorrect because function (reverse Int 2) expects a value of type (Vect 2 Int ) for any $a$ but $[1,2,3]$ has the incompatible type (Vect 3 Int).

Strictly speaking, Vect $n a$ also depends on the value of the first argument of reverse. However, the first argument of reverse is a type, and the term "dependent" is usually reserved for type systems where types can depend on any kind of value, not just types.

Dependent types can be much more precise than shown in these examples, which means that dependently typed languages can also provide very precise guarantees about programs written in them.

Lightweight verification We need not strive for maximum precision all the time and prove all our programs completely correct. In line with the theme of "reducing the cost of correctness", the optimal amount of precision depends on the tradeoff between the effort expended and the guarantees it buys. Ordinary programs will likely be best served by lightweight verification [SSW10].

Being more declarative Finally, as already mentioned, it is not just the guarantees. The types-first approach of type-driven development, program inference (as opposed to type inference), and programming as an interactive dialogue between the typechecker and the programmer, shift the approach to programming even further from the how to the what and, with dependent types, also to the why.

> With dependent types, we can express our understanding, not just our procedure. That is the very purpose of declarative programming - to make it more likely that we mean what we say by improving our ability to say what we mean.
> - Conor McBride [McB03]

### 1.2 Runtime cost of expressive types

Let's have a look at the declaration of reverse again.

$$
\text { reverse }:(a: \text { Type }) \rightarrow(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \text { Vect } n a
$$

Why do we have to give the length of the list to reverse in a separate argument, and not just the list itself? Surely the length should be determined by the list. Furthermore, do we need to compute the length of the list before we call reverse, which means extra work of traversing the entire linked list?

Exactly like the type argument $a$, the length argument $n$ is not necessary for computation because we can implement reverse just by "looking at" the list. We added the argument $(n: \mathbb{N})$ only to introduce a name of a suitable type, which we then used it in two different places: the length index of the last argument and the return value of reverse, to express that these two lengths are in fact the same. The only use of $n$ is
therefore in the type signature and this argument is useless in the implementation of reverse.

However, since $n$ is not a type (it is a natural number), it is not erased trivially by current systems and the argument is present in the compiled code, together with all code that calculates the length of the list before calling reverse.

Thus, already in this simple case, we are getting unnecessary runtime overhead from useless arguments, which cost both memory and time because the callers have to compute and store them.

### 1.2.1 Linear algorithms taking exponential time

The real problem comes when such typechecking-only information becomes asymptotically bigger than the useful information.

In dependently typed languages, natural numbers are usually represented in unary - essentially as linked lists with no payload and with length equal to the represented number. The advantage of this representation is convenient inductive reasoning about natural numbers - but they are not very efficient.

We may therefore also want to define binary numbers that would be represented as sequences of bits. Since we want to have guarantees about operations on the binary numbers, we index the family of binary numbers with the natural number they represent, so that $(\operatorname{Bin} n)$ is the type of binary numbers that represent the natural number $n$.

```
data \(\operatorname{Bin}: \mathbb{N} \rightarrow\) Type where
    \(\mathrm{N}: \operatorname{Bin} 0\)
    I : \((n: \mathbb{N}) \rightarrow \operatorname{Bin} n \rightarrow \operatorname{Bin}(1+2 * n)\)
    \(\mathrm{O}:(n: \mathbb{N}) \rightarrow \operatorname{Bin} n \rightarrow \operatorname{Bin}(0+2 * n)\)
```

With the above definition of binary numbers, the type of a binary adder is expressed as follows.

$$
\text { add }:(n: \mathbb{N}) \rightarrow(m: \mathbb{N}) \rightarrow \operatorname{Bin} n \rightarrow \operatorname{Bin} m \rightarrow \operatorname{Bin}(n+m)
$$

The problem with this function is that besides the two binary numbers to add, it also takes the two unary forms of the two numbers, called $n$ and $m$, which are exponential in size, compared to the expected space complexity of binary numbers. The code that calls add has to allocate an exponential amount of memory (and spend at least exponential time) to provide the two indices $n$ and $m$ for the function add. Besides that, it will likely have to perform arithmetic on the unary indices to compute the index of the result, too. Finally, exponentially sized unary numbers are also stored in each instance of constructors I and $O$.

All this makes our program run very slow and use a lot of memory. A program that adds two binary numbers certainly ought to take linear time in the number of


Figure 1.1: Runtime of the unerased binary adder ( $10^{5}$ iterations)
bits. Figure 1.1 illustrates the exponential behaviour of an implementation compiled without erasure.

### 1.2.2 Summary

The above happens despite the fact that the function add does not care about those unary numbers at all because it works only with their binary representations.

Recall that in the definition of reverse, we added the argument $n$ solely to be able to express that the input length and output length of reverse are the same - but that number is not needed for computation of reverse.

Furthermore, the implementation of add does not matter. We extended its type signature because we needed the names $n$ and $m$ to represent the denotations of our binary numbers - but this is enough to necessarily change the behaviour of the program from linear to exponential. In other words, the behaviour of a program changes depending on what we say about it!

This is very bad. We cannot propose dependent types as a way to reduce the cost of writing correct programs if the very mechanism that gives us correctness also introduces serious inefficiencies into the resulting program, such as making an $O(n)$ algorithm take $O\left(2^{n}\right)$ time and space.

Currently used dependently typed languages do not deal with this problem satisfactorily. The Prop universe in Coq is not useful for erasure of indices, such as the index of Bin shown above, neither is the irrelevance of Agda. Zombie [Sjö15] has a form of irrelevance that is able to erase this particular example but equating the distinct concepts of irrelevance and erasure brings its own problems. Further discussion and more examples are given in Sections 3.1.2 and 3.2.

### 1.3 Thesis

Erasure in practical dependently typed programming is useful and feasible.
Specifically, this means:

Erasure is useful There are dependently typed programs that are elegant and idiomatic but inefficient without erasure.

Furthermore, there are whole programming techniques, such as programming with dependent views, that require erasure to become practical.

Irrelevance is stronger than erasability, which makes it too restrictive to be the only erasure mechanism.

Erasure is feasible There are algorithms that discover and erase non-computational data from such programs.

These algorithms are effective, reasonably efficient, and they are applicable to a real-world implementation of a practical dependently typed programming language.

They are also sound, preserving the meanings of programs.
I return to these claims in Section 9.3 of the concluding chapter.

### 1.4 Contributions

This dissertation makes the following contributions:

- I give an introduction to dependently typed programming with views and accessibility predicates (Chapter 2).
- I give three different small and self-contained test programs that are idiomatic but inefficient. I explain where the inefficiencies come from, explain that efficiency is not easy to achieve with current approaches and show that erasure can help (Section 3.1.2).

To my knowledge, this is the first in-depth explanation of why erasure matters and why proof erasure is not sufficient.

These programs are also usable for evaluation of solutions.

- I show that erasure is distinct from irrelevance and useful as a separate concept even in the presence of irrelevance (Section 2.1.7), that erasure is easier to infer than irrelevance, and outline how to extend erasure inference to additionally support irrelevance (Section 7.6).
- I present a non-type-based erasure inference algorithm, a form of flow-based useless variable analysis, that is simple and limited, but also applicable as an external optimisation to a range of dependently typed languages without changing their core calculus (Chapter 4).
- Ishow that this erasure approach is effective in removing non-computational data in the examples given in this dissertation, without any explicit erasure annotations (Section 4.6).
- I describe extensions alleviating some of the limitations of the simple erasure approach, including support for type classes, higher-order functions, and better error reporting (Section 4.5).

This erasure approach is currently implemented in Idris and has been running on all programs for the past 4.5 years. The prototype compiler ${ }^{1}$ of Idris 2 , itself implemented in Idris, also relies on erasure. This demonstrates the practicality of this erasure approach.

- I present a dependently typed calculus with optional erasure annotations and full dependent pattern matching via pattern clauses (Chapter 5). Furthermore:
- I provide an erasure inference algorithm for the calculus. This algorithm does not require any (but permits) user-provided erasure annotations (Chapter 6).
- Ishow that the presented erasure inference algorithm is sound and complete with respect to the typing rules (Section 6.6).
- I describe several different constraint solving algorithms specialised for erasure inference with different tradeoffs of implementation complexity vs. solving performance (Section 6.5.2).
- I show that unrestricted erasure inference on constructor fields requires whole-program analysis and describe several ways to make analysis more modular (Section 7.4).
- I prove soundness of the erasure approach in the sense that erasure commutes with reduction in well-typed programs (Section 5.7.10.2).
- I prove other useful properties of the calculus, such as Subject Reduction (Section 5.7.9), assuming Church-Rosser (Conjecture 5.1).
- I describe erasure polymorphism of functions (Section 7.3.1) and give a corresponding erasure inference algorithm, and I outline approaches to erasure polymorphism of type families (Section 7.3.2).
Erasure polymorphism is elaborated into the plain, erasure-monomorphic core calculus, and is thus checkable using the standard typing rules.
- I show that this erasure approach works well with features like monadic I/O and foreign-function interfaces.
- I demonstrate the effectiveness of this erasure method on several example programs, showing that besides producing asymptotically faster programs, erasure can also lead to shorter compile times (Section 9.1).

This calculus is implemented in a small compiler ${ }^{2}$, separately from the current version of Idris.
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## Chapter 2

## Background

This chapter provides a brief introduction to dependently typed programming in Idris, assuming knowledge of typed functional programming ("a user who has written some Haskell or ML").

Section 2.1 introduces dependently typed programming in general, while Section 2.2 introduces dependently typed idioms and programming techniques, from logic and propositional equality, to programming with dependent views.

### 2.1 Functional programming with dependent types

### 2.1.1 Syntax

In this chapter, I will use the surface language of Idris [Bra13], which is a dependently typed pure functional language with a Haskell-inspired syntax.

An Idris program is a sequence of data type definitions and function definitions. Each definition is accompanied by a type signature.

$$
\begin{align*}
& \text { data } \mathbb{N}: \text { Type where } \\
& Z: \mathbb{N}  \tag{2.1}\\
& S: \mathbb{N} \rightarrow \mathbb{N}
\end{align*}
$$

The above data type definition defines the type of unary natural numbers, $\mathbb{N}$, with two constructors: $Z$ and $S$. It postulates that $\mathbb{N}$ is a type, that the constructor $Z$ constructs an element of that type ("zero is a natural number"), and that the constructor $S$ maps any element of $\mathbb{N}$ to another element of $\mathbb{N}$ ("a successor of a natural number is a natural number").

Idris supports numeric literals for natural numbers, which are expanded into unary numbers. I will use this syntax sugar as well to write 4 for S (S (S (S Z))), for example.

The name of the type of types is Type and Idris has a cumulative hierarchy of universes but there is no way to give universe levels explicitly or quantify over them; they are always determined by constraint solving during compilation.

Putting infix operators in parentheses makes them ordinary, prefix names. Therefore (+) $m n$ is equivalent to $m+n$. The following is thus a definition of addition on
natural numbers.

$$
\begin{align*}
& (+): \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \\
& (+) \quad \text { Z } n=n  \tag{2.2}\\
& (+)(\mathrm{S} m) n=\mathrm{S}(m+n)
\end{align*}
$$

The (+) notation generalises to operator sections, where a partially applied operator can be surrounded by parentheses to yield the corresponding function. For example, $(+1)$ is a function with type $\mathbb{N} \rightarrow \mathbb{N}$ that maps a number $n$ to $n+1$.

Functions are curried by default and they are defined by pattern matching on their arguments. The type signature of the function (+) says that (+) takes two natural numbers and returns a natural number. Its definition consists of two pattern matching clauses, where each clause contains patterns on the left hand side and a term on the right hand side.

We can also define parameterised types, such as the type of lists that have elements of a given type. Like in Agda or ML, but unlike in Haskell, we write (List a) rather than [a].

$$
\begin{align*}
& \text { data List : Type } \rightarrow \text { Type where } \\
& \text { Nil : List } a  \tag{2.3}\\
& \text { (::) }: a \rightarrow \text { List } a \rightarrow \text { List } a
\end{align*}
$$

The constructor Nil stands for empty lists of any type, and the infix constructor :: prepends an element to a list. Unlike in Haskell, we use ":" for type signatures and "::" to construct lists.

Whenever a value of an argument is expected to be inferrable from the context, we can make the argument implicit, which we denote in the type signature by enclosing the argument in braces. For example, the full types of Nil and (::) are as follows:

$$
\begin{align*}
& \text { Nil }:\{a: \text { Type }\} \rightarrow \text { List } a \\
& (::):\{a: \text { Type }\} \rightarrow a \rightarrow \text { List } a \rightarrow \text { List } a \tag{2.4}
\end{align*}
$$

When using definitions with implicit arguments, the implicit arguments become invisible - Nil looks like a nullary constant. The implicit arguments are still present implicitly and filled in by the compiler during the elaboration phase using unification [AP11; GM12; Gun13]. We can always give an explicit value to an implicit argument using braces; the following line shows how to construct an empty list of natural numbers.

$$
\operatorname{Nil}\{\mathrm{a}=\mathbb{N}\}
$$

Then if the implicit $a$ is not given explicitly, Nil alone is equivalent to

$$
\operatorname{Nil}\left\{\mathrm{a}={ }_{\mathrm{C}}\right\},
$$

where _ is a special placeholder which stands for "please infer this from the context". This placeholder can also be used freely in terms, most notably in place of explicit arguments for convenience. If its value is not inferrable, Idris will report an error.

Similarly, implicits can be matched explicitly in patterns, as shown in the following function that returns the type of elements of the given list.

$$
\begin{aligned}
& \text { elemType : List } a \rightarrow \text { Type } \\
& \text { elemType }\{\mathrm{a}=a\} x s=a
\end{aligned}
$$

The definition in Listing 2.3 does not use the full type signatures given in Listing 2.4 but they are equivalent. Like Haskell, Idris performs implicit binding of free variables, which means that free variables in a type signature are understood to be implicitly universally quantified ${ }^{1}$. Such variables are called free implicits, as opposed to bound implicits, which are bound using braces.

```
sumSquares: List \(\mathbb{N} \rightarrow\) List \(\mathbb{N}\)
sumSquares \(\mathrm{Nil}=\mathrm{Z}\)
sumSquares ( \(x:: x\) s)
    \(=\) let \(r\) rest \(=\) sumSquares \(x\) s
        in square \(x+\) rest
where
    square : \(\mathbb{N} \rightarrow \mathbb{N}\)
    square \(n=n * n\)
```

The definition of sumSquares shows what local definitions look like in Idris; the variable rest is let-bound in the enclosing expression, and the auxiliary function square is defined in a where block to avoid polluting the global namespace.

Postulates Sometimes, we need to postulate an axiom, such as the law of excluded middle, properties of compiler primitives, or a property that holds but we do not want to prove it fully just yet.

In such cases, we can use the form

```
postulate n:\tau
```

instead of a function or data type definition to assume a new value with the name $n$ and the type $\tau$.

Mutual recursion Definitions are not mutually recursive by default. Languages like Idris or Agda provide explicit mutual blocks for mutually recursive definitions, as shown in Figure 2.1.

[^1]```
mutual
even : \(\mathbb{N} \rightarrow\) Bool
even \(Z=\) True
even (S \(n\) ) oodd \(n\)
odd : \(\mathbb{N} \rightarrow\) Bool
odd \(Z=\) False
odd \((\mathrm{S} n)=\) even \(n\)
```

Figure 2.1: Mutual block

Optional laziness In Idris, functions are strict by default. We can make arguments of functions lazy by giving them a Lazy type.

$$
\mathrm{if}^{\prime}: \text { Bool } \rightarrow \text { Lazy } a \rightarrow \text { Lazy } a \rightarrow a
$$

Lazy is a specially supported type family defined in the standard library in a way that is equivalent to the following.

```
data Lazy: Type \(\rightarrow\) Type where
    Delay : (val:a) \(\rightarrow\) Lazy \(a\)
Force: Lazy \(a \rightarrow a\)
Force \((\) Delay \(x)=x\)
```

In practice, Delay and Force are inserted by the elaborator and thus a program using laziness need not invoke them explicitly.

```
if \(^{\prime}:\) Bool \(\rightarrow\) Lazy \(a \rightarrow\) Lazy \(a \rightarrow a\)
if' True \(t f=t\)
if' False \(t f=f\)
```

The only place where laziness can be seen is thus the type.

### 2.1.2 Dependent types

### 2.1.2.1 Vectors

Some functions, like head : List $a \rightarrow a$, or minimum : List $\mathbb{N} \rightarrow \mathbb{N}$, cannot return sensible results in some cases, even if their arguments fully comply with the type signature given. In the case of head and minimum, this happens for empty lists. In Haskell, these functions are defined as partial and attempting to evaluate head Nil will result in a runtime error, which shows that the type signatures are not precise enough.

We can prevent these runtime errors by including the length of a list in its type and by modifying the types of head and minimum to require arguments of non-zero lengths. Length-indexed lists are traditionally called vectors and Listing 2.5 shows the
definition of the corresponding type family.

```
data Vect: \(\mathbb{N} \rightarrow\) Type \(\rightarrow\) Type where
```

Nil : Vect Za
(::) : $a \rightarrow \operatorname{Vect} n a \rightarrow \operatorname{Vect}(\mathrm{~S} n) a$
Compared to the definition of lists, the type constructor Vect has an extra argument the length - besides the type of elements. Since Idris allows overloading of names (with type-directed disambiguation), we can also use the same names for constructors of both lists and vectors.

We call the length argument an index because it may restrict which constructors are usable to construct a value of the corresponding type. For example, (::) cannot be used to construct values of the type $\operatorname{Vect~} Z \mathbb{N}$ - and rightly so: one cannot make a list empty by prepending elements to it.

We call the type argument a parameter because it does not interact with the choice of constructors and it is the same in all recursive occurrences of the type family in its constructors, which means that it applied uniformly throughout the data structure.

The distinction between parameters and indices [Dyb94] is syntactic in some languages (Agda), while others infer it automatically (Idris).

Now we can define an improved head function - the trick is to require a vector with the length of the form ( $\mathrm{S} n$ ), which ensures that the vector will be nonempty.

$$
\begin{aligned}
& \text { head : Vect (S } n) a \rightarrow a \\
& \text { head }(x:: x \mathrm{~s})=x
\end{aligned}
$$

Idris also notices that the constructor Nil could not possibly construct values with length ( $S n$ ), and thus it does not require a clause dealing with an empty vector. The function head is now total.

### 2.1.2.2 Dependent types

The fundamental difference between lists and vectors is that our types and type signatures now contain terms. For example, Vect (S (S Z)) $\mathbb{N}$ is the type of vectors of two natural numbers, containing the term (S (SZ)), and Vect $(m+$ square $n) a$ is the type of vectors of length $m+$ square $n$ (with elements of type $a$ ). This type contains the term ( $m+$ square $n$ ).

While simply typed languages, like Haskell, have separate syntaxes for terms and types, in dependently typed languages, types are first-class; they can freely contain terms and computation, while functions can take, compute, and return types.

The function append is an example of computation occurring in types: the index of the return type is obtained by evaluating the addition function for the two input lengths. There is nothing magical about (+); it is an ordinary, user-defined function,
as shown in Listing 2.2, and it is not built into the compiler.

```
append: Vect ma-> Vect na->Vect (m+n)a
```

As an example of how functions can compute types, we can define the function varsum with a variable arity. The function VarsumTy takes a number - the desired number of arguments - and returns the type of (curried) functions that take the given number of arguments and return a natural number. We write VarsumTy capitalised to indicate that it computes a type.

$$
\begin{aligned}
& \text { VarsumTy : } \mathbb{N} \rightarrow \text { Type } \\
& \text { VarsumTy } \quad \mathrm{Z}=\mathbb{N} \\
& \text { VarsumTy }(\mathrm{S} n)=\mathbb{N} \rightarrow \text { VarsumTy } n
\end{aligned}
$$

For example, VarsumTy 3 is the type of functions that take three natural numbers and return a natural number.

$$
\text { VarsumTy } 3=\mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \text {. }
$$

We can define varsum for any number of arguments given by nargs, by having it return a function of type VarsumTy nargs.

```
varsum: \((\) nargs \(: \mathbb{N}) \rightarrow\) VarsumTy nargs
varsum \(=\) vsum \(Z\)
    where
```

    vsum : \(\mathbb{N} \rightarrow(\) nargs : \(\mathbb{N}) \rightarrow\) VarsumTy nargs
    vsum acc \(\mathrm{Z}=a c c\)
    vsum acc \((\mathrm{S} n)=\lambda x: \mathbb{N}\). vsum (plus \(x\) acc) \(n\)
    Internally, the function varsum defines a function vsum that sums the given numbers using an accumulator.

The right hand sides of the clauses in the definition of vsum have all different types - for nargs $=\mathbf{Z}$, the function returns a natural number, but for nargs $\neq \mathbf{Z}$, it returns a function. In all cases however, the returned value has clearly the type prescribed by VarsumTy.

Named arguments in type signatures In the type signature of varsum, we had to give the first argument of varsum the name nargs. We need the name because the return type of varsum is calculated from the value passed in its first argument - hence dependent types.

This approach generalises polymorphic types. In id : $\{a:$ Type $\} \rightarrow a \rightarrow a$, the first (implicit) argument has the type Type, and the value of that argument determines the
remaining type of id. This is illustrated by partially applying id to its first argument.

$$
\text { id }\{\mathrm{a}=\mathbb{N}\}: \mathbb{N} \rightarrow \mathbb{N}
$$

The type of $a$ is Type and values of Type are themselves types - but the mechanism is just the same.

This approach also generalises simple types if the arguments are given names that are unused in the subsequent type signature.

$$
(+):(m: \mathbb{N}) \rightarrow(n: \mathbb{N}) \rightarrow \mathbb{N}
$$

We can use the wildcard symbol to indicate that we are not interested in the names.

$$
(+):\left(\left(_{-}: \mathbb{N}\right) \rightarrow\left(\__{-}: \mathbb{N}\right) \rightarrow \mathbb{N}\right.
$$

### 2.1.2.3 Telescopes

Like in other curried-by-default languages, the function arrow symbol associates to the right.

$$
a \rightarrow b \rightarrow c \rightarrow d=a \rightarrow(b \rightarrow(c \rightarrow d))
$$

Since in dependent type signatures, we can bind names, the scope of these names extends to the right of the binder. The name $y$ can therefore be referenced from types $c$ and $d$, but not from types $a$ or $b$.

$$
(x: a) \rightarrow \overbrace{(y: b) \rightarrow \underbrace{(z: c) \rightarrow d}_{\text {scope of } y}}^{\text {scope of } x}
$$

The scopes of $x, y$, and $z$ are nested like the elements/tubes of a jointed telescope, and we will call any sequence of binders with this property telescopic. [Bru91]

### 2.1.3 Pattern matching

I discuss two major means of pattern matching: pattern clauses and case trees.

### 2.1.3.1 Pattern clauses

The vector length function is defined using pattern clauses as follows.

$$
\begin{aligned}
& \text { vlen' }^{\prime}(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \mathbb{N} \\
& \text { vlen }^{\prime} \quad \mathrm{Z} \quad \text { Nil }=\mathrm{Z} \\
& \text { vlen' }^{\prime}(\mathrm{S} k)(x:: x s)=\mathrm{S}\left(\text { vlen }^{\prime} k x s\right)
\end{aligned}
$$

This function performs simultaneous matching on two arguments, with the impossible/nonsensical combinations removed. Idris can determine that the two missing clauses are impossible and will accept the definition.

### 2.1.3.2 Case trees

In its baseline form, a case tree is either a term (when no branching is necessary) or a case split, which names a variable to inspect, called the scrutinee, and contains several (sub-) case trees, called branches. Each branch is labelled with the name of a constructor of the type family of the inspected variable and binds names to be given to the fields projected out of the constructor. Several branches may be omitted in exchange for a single "catch all" branch.

```
vlen : \((n: \mathbb{N}) \rightarrow\) Vect \(n a \rightarrow \mathbb{N}\)
vlen \(=\lambda n . \lambda x s\).
    case \(x s\) of
        \(\mathrm{Nil} \quad \Rightarrow \mathrm{Z}\)
        (::) y ys \(\Rightarrow\) case \(n\) of
            \(\mathrm{S} k \Rightarrow \mathrm{~S}(\) vien \(k y s)\)
```

Some languages, like Coq or Haskell, permit labelling case branches with nested patterns instead of just constructor names. This makes them a hybrid of baseline case trees and pattern matching clauses. By the term "case tree" without further qualification, I will always mean the baseline version, and the term "extended case tree" will always mean the hybrid version.

Case trees are more explicit and operationally focussed than pattern clauses. Pattern clauses can contain nested patterns and do not prescribe the order of matching. Case trees have the order of matching inherent in their structure and do not permit nested patterns. They translate to machine code in a very straightforward way.

This makes case trees a natural intermediary between high-level pattern matching definitions (such as pattern clauses) and machine code. There are established procedures of translating pattern matching to case trees [Aug85; Wad87a; Mar08], and Section 7.2.3 shows how to convert case trees back to pattern clauses.

Idris uses pattern matching clauses in the surface language but its intermediate representations use (baseline) case trees. Other languages, especially those from the ML family, use extended case trees, known as match expressions, as the primary means of pattern matching, too (for example Coq, Section 2.1.8.2).

Section 7.2 describes variations of case trees used in various languages and the correspondence between case trees and pattern clauses.

### 2.1.4 Forced patterns

Pattern matching with dependent types [Coq92] is more subtle than with simple types because by matching on some parts of a pattern may yield information about
other parts of the pattern.
In the above example with vector length, we have been able to define the function vlen' simply using simultaneous pattern matching and having the compiler observe that some combinations of arguments are impossible. This is however somewhat wasteful - if the vector has the form $x:: x$ s, we know that $n$ must have the form $\mathrm{S} k$ for some $k$ without checking it.

Not checking the constructor tag of $n$ seems like a negligible improvement but it is important for two reasons.

- It conveys the intention of the programmer - it should certainly be possible to write a vector length function by looking only at the vector, disregarding its length index. (Or vice versa.)
- It may cascade and further affect the operational behaviour of the program. If $k$ turns out to be "unused" in some way (which will be made more precise in the rest of the dissertation), then the whole index $n$ is unused and could be removed from the program, saving the time that would be necessary to compute it and the space to store it.

This is similar to inlining, which Peyton Jones and Marlow propose more for its indirect effects than the transformation itself [JM02].

We will use the name forced patterns for patterns that are uniquely determined by other patterns. We will write them as $[T]$, where $T$ is any term.
$T$ is a term because the pattern could be forced to an arbitrary value and in such cases, simultaneous matching would be impossible. Consider the following example with a data type that represents a split of a list.

```
(\#) : List \(a \rightarrow\) List \(a \rightarrow\) List \(a\) - list concatenation operator
(\#) Nil ys \(=y s\)
(\#) \((x:: x s) y s=x::(x s+y s)\)
```

data Split : List $a \rightarrow$ Type where
MkSplit : $(l s:$ List $a) \rightarrow(r s:$ List $a) \rightarrow$ Split $(l s+r s)$

In the function that returns the left component of the split, the type of MkSplit ls $r s$ is Split ( $l s+r s$ ), and therefore we know that $x s=l s+r s$.

```
left \(_{x}:(x s:\) List \(a) \rightarrow\) Split \(x s \rightarrow\) List \(a\)
left \({ }_{x}(l s+r s)(M k S p l i t l s r s)=l s \quad\)-error: not a pattern: \(l s+r s\)
```

However, $(l s+r s)$ is not a pattern, and therefore it cannot occur on the LHS of a pattern clause ${ }^{2}$. We cannot hope that the compiler would magically "reverse" the (non-injective!) list append function to recover the values of $l s$ and $r s$. Furthermore,

[^2]both pattern variables would appear twice on the LHS, making the patterns non-linear. We therefore mark the problematic pattern as forced to obtain a valid definition of left.
\[

$$
\begin{aligned}
& \text { left }:(x s: \text { List } a) \rightarrow \text { Split } x s \rightarrow \text { List } a \\
& \text { left }[l s+r s](\mathrm{MkSplit} l s r s)=l s
\end{aligned}
$$
\]

Finally, we can also give a better definition for vlen. We will have to use the prefix notation for (::), in order to be able to give a name to the implicit variable $k$.

$$
\begin{align*}
& \text { vlen }:(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \mathbb{N} \\
& \text { vlen }[Z] \quad \text { Nil }=Z  \tag{2.7}\\
& \text { vlen }[\mathrm{S} k]((::)\{\mathrm{n}=k\} x x s)=\mathrm{S}(\text { vlen } k x s)
\end{align*}
$$

The implicit $\{n=k\}$ says that the variable that was named $n$ in the declaration of (::) should be named $k$ in this pattern match.

Forced patterns do not bind ("create") variables - they are always entirely composed of names bound /defined elsewhere. In this case, $\#$ is a global definition, and $l s$ and $r s$ are bound in the match of MkSplit. There is never any flow of information from forced patterns outwards.

### 2.1.4.1 Forced constructors

Forced constructors, written $\lceil n\rceil$ where $n$ is a constructor name, are used in cases where the surrounding matches prescribe only which constructor must appear in the pattern, but they do not force its arguments.

### 2.1.4.2 Choices with forced patterns

There are other ways to formulate the function vlen given in Listing 2.7. First, we can extract the variable $k$ from the first argument of vlen, and make the corresponding implicit argument of (::) forced. The constructor $S$ is still forced.

$$
\begin{align*}
& \text { vlen2: }(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \mathbb{N} \\
& \text { vlen2 } \quad[\mathrm{Z}] \quad \text { Nil }  \tag{2.8}\\
& \text { vlen2 }(\lceil\mathrm{S}\rceil k)((::)\{\mathrm{n}=[k]\} x x s)=\mathrm{Z} \\
& \text { (vlen2 } k x s)
\end{align*}
$$

Instead of splitting on the vector, we can branch on the length index $n$, which forces the constructors of the vector, and also the implicit argument $n$ of (::). However, matching on the length index does not force $x$ or $x$ s.

$$
\begin{align*}
& \text { vlen3 }:(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \mathbb{N} \\
& \text { vlen3 Z } \quad \text { Nil }\rceil \quad=\mathrm{Z}  \tag{2.9}\\
& \text { vlen3 }(\mathrm{S} k)(\lceil: \because\rceil\{\mathrm{n}=[k]\} x x \mathrm{~s})=\mathrm{S}(\mathrm{vlen} 3 k x \mathrm{~s})
\end{align*}
$$

For completeness, we can forgo matching altogether, although this function does not follow the structure of the previous three.

$$
\begin{align*}
& \text { vlen4 }:(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \mathbb{N}  \tag{2.10}\\
& \text { vlen4 } n x s=n
\end{align*}
$$

The definition of vlen4 has got a different structure from the others, but all three other definitions of vector length: vlen in Listing 2.7, vlen2 in Listing 2.8, and vlen3 in Listing 2.9, are almost equivalent - they differ only in which patterns are forced.

Which definition of vector length should one use? Can the machine choose the right one? I will use further examples to argue that it depends on the circumstances and the intention of the programmer.

### 2.1.4.3 Choice of forced patterns is up to the programmer

If there are multiple options, the choice of which patterns should be forced is up to the programmer. As mentioned at the beginning of Section 2.1.4, for humans, it serves as documentation of the intended operational behaviour of the function; for the machine, it may influence how the code is compiled: for example how patterns are compiled to case trees and which parts of the program are erasable.

While the compiler can provide assistance by using heuristics or pre-defined rules, only the programmer knows the intention of the code.

### 2.1.4.4 Interpretation of forced pattern choice

Consider the following program, which calculates the half of a natural number, given a proof that the number is even.

```
data Even: \(\mathbb{N} \rightarrow\) Type where
    EZ : Even Z
    ESS : \((n: \mathbb{N}) \rightarrow\) Even \(n \rightarrow\) Even \((S(S n))\)
```

```
half : \((n: \mathbb{N}) \rightarrow\) Even \(n \rightarrow \mathbb{N}\)
```

half : $(n: \mathbb{N}) \rightarrow$ Even $n \rightarrow \mathbb{N}$
half Z [EZ] $=\mathrm{Z}$
half Z [EZ] $=\mathrm{Z}$
half $(S(S k))([E S S\rceil[k] k E v e n)=S($ half $k k E v e n)$

```
half \((S(S k))([E S S\rceil[k] k E v e n)=S(\) half \(k k E v e n)\)
```

(The case where $n=\mathrm{S} Z$ is recognised as impossible by Idris and can be omitted.) There is another way to express the same function.

$$
\begin{align*}
& \text { half : }(n: \mathbb{N}) \rightarrow \text { Even } n \rightarrow \mathbb{N} \\
& \text { half } \quad[Z] \quad E Z=Z  \tag{2.12}\\
& \text { half }[S(S k)](\text { ESS } k \text { kEven })=S \text { (half } k \text { kEven) }
\end{align*}
$$

The choice of either implementation can be interpreted from related but distinct perspectives.

Proofs vs. indexed views This perspective is related to programmer's intuition about the program and to documentation of intent - the first bullet point from the beginning of Section 2.1.4.

The definition in Listing 2.11 can be interpreted as a function that takes a number, together with a proof that the number is even, and returns the half of the number. When performing the computation, we "look at" the number $n$ but we do not care about the proof of evenness - it is there only to convince the compiler that the clause for $n=S Z$ can be left out because it can see that no value of Even (S Z) can be constructed.

On the other hand, the definition in Listing 2.12 can be interpreted as a function that takes a view of a number, indexed by that number, and uses the view to compute the half of the number. In this case, we compute the result by looking at the view and the number $n$ is merely an index that has to be present for formal reasons.

In the general case, the index is not just a formality - it mediates the correspondence between the view and other parts of the type signature, like in the following program that proves that all quadruples of a natural number are even.

```
data Quad : \(\mathbb{N} \rightarrow\) Type where
    QZ: Quad Z
    QS : \((n: \mathbb{N}) \rightarrow\) Quad \(n \rightarrow\) Quad \((S(S(S(S n))))\)
quadlsEven: \((n: \mathbb{N}) \rightarrow\) Quad \(n \rightarrow\) Even \(n\)
quadlsEven [Z] QZ = EZ
quadlsEven [S (S (S (Sk)))] (QSkkQuad) = ESS (ESS (quadlsEven \(k k Q u a d))\)
```

Here, the function looks only at the proof of quadrupleness but the index $n$ is still necessary in the type signature to express that both predicates, Quad and Even, talk about the same number, which is $n$.

Operational behaviour This perspective is related to the operational behaviour of the program at runtime - the second bullet point from the beginning of Section 2.1.4 - and it focuses on the different ways of translating a declarative program (pattern matching clauses) into a more operational description of computation.

In Listing 2.11, the annotations say that the function should inspect its first argument, $n$, to decide which clause should be used for reduction. The constructor tag of the proof need not be inspected at all, and the only thing we might need from the proof is the recursive subproof. If the subproof turns out to be unused, then the whole second argument ends up being unused, too.

In Listing 2.12, the annotations indicate that the function should inspect its second argument, a view of its first argument. The first argument need not be inspected at
all because we can choose the clause solely on the second argument, and the pattern variable $k$ can be projected out of the view as well.

Erasure This perspective is also related to the operational behaviour of the program but with a different focus. Since forced patterns need not be inspected, any value that ends up being matched only with forced patterns (or not at all) could potentially be erased. Because erasure cascades and because a single usage of an entity blocks its erasure everywhere else, forcing chosen in a consistent/concordant way allows erasing much more than randomly distributed forcing annotations - and that is why choice of forcing matters for erasure.

In Listing 2.11, the inspected argument is the number $n$ and the proof of evenness is not inspected at all because:

- in the base case, it is forced entirely;
- in the recursive step, its constructor tag and first argument are forced. The proof $k E v e n$ is referenced from the RHS but only as the second argument to half, which, by induction, is not inspected.

Therefore, in Listing 2.11, the second argument of half could be erased.
In Listing 2.12, the inspected argument is the view and in both clauses, its index, $n$, is forced entirely. Therefore, in Listing 2.12, the first argument of half could be erased.

### 2.1.4.5 Forced patterns in dependently typed languages

Forced patterns and forced constructors are present in Epigram [MM04; BMM04] under the name presupposed terms and presupposed constructors.

Agda has forced patterns, called inaccessible patterns or, coloquially, dot patterns, which are marked with a dot to obtain a pattern like. $(l s+r s)$. Recent versions allow omitting the dot under certain conditions.

Idris has forced patterns under the name inaccessible patterns, but there is no way to mark them in the surface syntax. Idris allows unannotated terms on the LHS of pattern clauses and then decides automatically which subterms are forced. If there are multiple valid choices, the implementation will choose one.
$\mathrm{T}_{\star}$, the calculus introduced in Chapter 5, has explicit forced patterns and explicit forced constructors.

### 2.1.5 Totality of recursive functions

A recursive function is total if it computes a result for every possible (well-typed) input in finite time. The benefit of totality is twofold; first, it makes programs safer, with no possibility of crashing with a message like "Prelude.head: empty list" - a notorious runtime error from the Haskell standard library. Second, totality of definitions is a prerequisite for consistency of the corresponding logic (see Section 2.2.2), which is
useful when we want to prove properties of our programs within the programming language.

Totality is usually checked separately from type-correctness by a totality checker, whose three major tasks are coverage checking, termination checking and productivity checking.

### 2.1.5.1 Coverage checking

The coverage checker checks that all possible combinations of constructors have been covered in a pattern matching definition. There are standard methods to perform this check [SP03; GMM06].

Forced patterns Consistency of forced patterns is related to coverage checking, since it can be checked by converting patterns to case trees. I do not give an algorithm to check forced patterns but I will discuss a few examples.

$$
\begin{aligned}
& f: \text { Bool } \rightarrow \text { Bool } \\
& f[\text { True }]=\text { True }
\end{aligned}
$$

The above function claims that the constructor True is forced in its first argument. Since forced constructors correspond to single-branch case trees (Section 7.2.3.2), converted to case trees, $f$ looks like the following.

$$
\begin{aligned}
& f: \text { Bool } \rightarrow \text { Bool } \\
& f=\lambda x \text {. case } x \text { of } \\
& \text { True } \Rightarrow \text { True }
\end{aligned}
$$

A coverage checker can discover that the other alternative for $x$, False, is type-correct and there is therefore no reason to force $x$ to True.

Another example would be the following function.

$$
\begin{aligned}
& f: \text { Bool } \rightarrow \text { Bool } \\
& f[\text { True }=\text { True } \\
& f[\text { False }]=\text { False }
\end{aligned}
$$

Translated to the case tree form, the above function $f$ looks like the following.

$$
\begin{aligned}
& f: \text { Bool } \rightarrow \text { Bool } \\
& f=\lambda x \text {. case } x \text { of } \\
& \text { True } \Rightarrow \text { True } \\
& \text { False } \Rightarrow \text { False }
\end{aligned}
$$

Case tree elaboration again reveals that the forcedness annotations in the pattern clauses were inconsistent since a pattern can be forced only with a single-branch case match.

The following function is even worse: different clauses force different arguments.

$$
\begin{align*}
& g: \text { Bool } \rightarrow \text { Bool } \rightarrow \mathbb{N} \\
& g \quad \text { True }[\text { True] }=0  \tag{2.13}\\
& g \quad[\text { True } \quad \text { False }=1 \\
& g \quad \text { False }[\text { True] }=2
\end{align*}
$$

There is no elaboration of this function into a case tree form that would translate back to these pattern clauses. This would therefore be discovered in the case tree elaboration phase, again.

The above examples can be seen as arguments for case trees in the core calculus (Section 7.2.1), where inconsistent forcing annotations would be inexpressible.

### 2.1.5.2 Termination checking

Termination checking ensures that evaluation of a function will eventually terminate in a finite number of steps for all possible arguments.

A simple approach to termination checking is choosing one of the arguments of the recursive function as the decreasing argument, and allowing only recursive calls where the argument in the decreasing position is a subterm of that argument in the parent call.

This admits functions like the following, where the decreasing argument is the only (explicit) argument of the function - the list.

```
length : List \(a \rightarrow \mathbb{N}\)
length \(\mathrm{Nil}=\mathrm{Z}\)
length \((x:: x s)=\mathrm{S}\) (length \(x s)\)
```

On the RHS of the second clause of length, we make a recursive call on the tail of the list, $x s$, which is a subterm of $(x:: x s)$, and thus the recursive call is allowed.

With this restriction, it is straightforward to rewrite a recursive function using an eliminator/recursor.

More permissive termination checking However, there are many terminating functions that do not follow the formal scheme described above. An example would be the function merge that merges two sorted lists to produce a sorted list.

```
merge : List }\mathbb{N}->\mathrm{ List }\mathbb{N}->\mathrm{ List }\mathbb{N
merge Nil ys = ys
merge xs Nil =xs
merge (x :: xs) (y :: ys) =
    if }x\leq
        then }x::\mathrm{ merge }xs(y:: ys
        else y :: merge (x:: xs) ys
```

This function recurses on subterms but there is no single argument that decreases in every recursive call. So we would like to allow the above, while still disallowing the following.

```
merge' \((x:: x s)(y:: y s)=\)
    if \(x \leq y\)
        then \(x::\) merge' \(x s(y:: y:: y s)\)
        else \(y\) :: merge' \((x:: x:: x \mathrm{~s})\) ys
```

Dependently typed languages therefore use more permissive termination checking rules, which relax the strict requirement of a single decreasing argument to a different requirement, which admits more programs, such as the requirement that for each function, there is an ordering of its arguments such that the tuple of its arguments in that order decreases lexicographically [Pie01]; using size-change analysis [LJBA01]; using sized types [Abe04; AVW17]; or other approaches [Abe98].

### 2.1.5.3 Beyond the termination checker

Since termination is undecidable, for any correct termination checker, there will always be programs that are terminating but rejected. The examples of such programs for common dependently typed languages include the functional Quicksort.

```
filter : \((a \rightarrow\) Bool \() \rightarrow\) List \(a \rightarrow\) List \(a\)
filter \(p\) Nil \(=\) Nil
filter \(p(x:: x s)=\) if \(p x\) then \(x::\) filter \(p x s\) else filter \(p x s\)
qsort : List \(\mathbb{N} \rightarrow\) List \(\mathbb{N}\)
qsort \(\mathrm{Nil}=\) Nil
qsort \((x:: x s)=\) qsort (filter \((\leq x) x s)+x::\) qsort (filter \((>x) x s)\)
```

In the second clause of qsort above, the first recursive call is performed on the sublist of elements of $x$ s that are smaller-or-equal than $x$, namely (filter ( $\leq x) x$ s), which is not a subterm of ( $x:: x s$ ). In fact, since filter is a user-defined function, the "sublist" might even be longer than $x:: x$, if the programmer defines filter as such.

In order to accept the above definition, the termination checker would have to understand that:

- lists have length (even if no notion of length may be present or defined in the program);
- filter $p$ does not increase the length of a list for any $p$;
- strictly decreasing list length is a sufficient termination argument.

Since filter and List are ordinary definitions within the language, it would have to be able to perform this reasoning in a general manner.


Figure 2.2: High-level overview of a typical compilation process, as found in Idris

In general, this situation occurs whenever the "shape" of recursion in the program does not have the same shape as the structure of the input data - the recursion is not structural. We therefore need to help the termination checker, either by making the length bounds explicit [Abe04] or in another way.

Several (related) ways to tackle this problem are shown in Sections 2.2.6, 2.2.7, and 2.2.8.

### 2.1.6 Elaboration

For writing programs, it is very useful to have a rich language with many features that make programmers' lives easier. On the other hand, tasks like type checking may become too complicated to be trustworthy.

One way to deal with the complexity of the surface language is designing a core language, which is a simple language into which the rich surface language can be translated. This translation is called elaboration and for some features, it amounts to just desugaring of syntax; for others, it performs complicated procedures like unification to produce a translation. The corresponding diagram is shown in Figure 2.2.

Idris has a deliberately simple core calculus [Bra13] and its elaboration is responsible for tasks that include the following.

- Making implicit arguments explicit. (The core language of Idris does not have implicits.)
- Filling in implicit arguments in function applications.
- Filling in appropriate patterns for implicit arguments.
- Filling in any other omitted terms (underscore symbols: _)
- Translating interfaces, implementations, and constraint arguments into explicit dictionary passing. (Interfaces and implementations name Idris's flavour of type classes and instances.)
- Filling in terms by proof search.
- Filling in names and types of pattern variables in pattern clauses.
- Filling in type annotations wherever omitted (such as in lambdas).
- Lifting with clauses, case expressions, and related structures (Section 2.2.5) into separate functions.
- ... and more.

On the one hand, a fully elaborated program is very verbose: all high-level constructs have been implemented using lower-level facilities of the core language, and furthermore the program contains all minute details about the types of all variables and other information necessary for checking and compiling the program.

On the other hand, checking programs expressed in the core language is simpler and therefore more trustworthy than it would be in the surface language.

The surface language can have many features, as long as elaboration explains how to translate them into the core language. Furthermore, elaboration need not be trusted for the program to be type-safe, as long as its result is (reliably) checkable.

In other words, the core language explicitly contains all the evidence needed to efficiently verify that the program is valid.

Elaboration in this chapter Like with the surface language introduced in Section 2.1.1, I will not introduce a formal core language at this point because the purpose of this chapter is to convey intuition rather than to be formal.

For our purposes, it will be sufficient to define "elaboration" as spelling out all implicit arguments in type signatures, applications, and patterns.

### 2.1.7 Parametricity vs. erasability vs. irrelevance

The notions of parametricity [Rey83; Wad89; BJP12], erasability and irrelevance [Pfe01] are all distinct, even though literature does not always distinguish between them. I will use the terminology as follows.

- With parametricity, functions map related inputs to related outputs.
- With erasability, some values do not affect reduction at runtime.
- With irrelevance, some values do not affect equality.

Abel [Abe11] words the distinction between erasability and irrelevance as external erasure (before execution) vs. internal erasure (before typechecking).

Parametricity is weaker than erasability Nuyts, Vezzosi and DeVriese [NVD17] present a type theory, ParamDTT, that accepts the definition of an identity function on the naturals $f: \mathbb{N} \rightarrow \mathbb{N}$. This function is parametric but its argument is certainly not erasable. (Their work is further discussed in Section 8.4.2).

Erasability is weaker than irrelevance Consider the following program.

```
data Bool: Type where
    True : Bool
    False : Bool
data T: Type where
    C : (b: Bool) }->\mathrm{ T
data U:T }->\mathrm{ Type where
    UT : U (C True)
    UF : U (C False)
f:U (C True) }->\mathrm{ Bool
f UT = True
```

In this program, the argument $b$ of constructor $C$ is erasable because it is not used anywhere in the program. However, we do not want to make it irrelevant, because that would weaken the type signature of $f$, making $f$ non-total.

Section 7.6 also argues that irrelevance inference is more complicated than erasure inference alone because of the interaction between irrelevance and typechecking.

Terminology In this dissertation, I make the distinction among:
irrelevant values that can be erased before typechecking;
erasable values that can be erased before runtime;
runtime values that must be preserved until runtime.

### 2.1.7.1 Irrelevance in terms and types

In a type constructor like Vect $:(n: \mathbb{N}) \rightarrow(a:$ Type $) \rightarrow$ Type, both the index $n$ and parameter $a$ should be relevant. This is because we want the notion of equality to care about them - the parameter $a$ could have different values, and all of them would lead to different types of vectors. In other words, if we made $a$ irrelevant, the type (Vect $(S Z) \mathbb{N})$ would be definitionally equal to the type (Vect (S Z) Bool). The same applies to the index $n$ and it is clearly undesirable.

However, in a data constructor like the following,

$$
(::):(n: \mathbb{N}) \rightarrow(a: \text { Type }) \rightarrow(x: a) \rightarrow(x s: \text { Vect } n a) \rightarrow \operatorname{Vect}(\mathrm{S} n) a
$$

the fields $n$ and $a$ can be made irrelevant. For example, in the case of $n$, if the tails of two vectors compare equal, it is clear that the length indices will also be equal. Thus it makes sense to avoid comparing them by making them irrelevant.

However, despite the fact that these values are determined by other values, they may not be reconstructible quickly (it is non-trivial to construct the index $n$ from the
tail of a vector) and one may still prefer to not make them erased at runtime or erase elsewhere instead, as discussed in Section 2.1.4.2.

### 2.1.7.2 Irrelevance and typed equality

In calculi with typed equality, irrelevance is even more restrictive. Consider the vector length function.

$$
\begin{aligned}
& \text { vlen: :(n:N) } \left.\begin{array}{rl}
\text { Vect } n a & \rightarrow \mathbb{N} \\
\text { vlen }[\mathrm{Z}] \quad \text { Nil } & =\mathrm{Z} \\
\text { vlen }[\mathrm{S} n]((::) n a x & n
\end{array}\right)=\mathrm{S}(\text { velen } n x \mathrm{~s})
\end{aligned}
$$

Since the first (explicit) argument of vlen is fully determined by its second argument, it would make sense to mark the argument $n$ of vlen as irrelevant.

Indeed, in ICC ${ }^{*}$ [BB08], the type $\forall(n: \mathbb{N}) \rightarrow$ Vect $n a \rightarrow \mathbb{N}$ would be well formed, thanks to the rule I-Prod, which "resurrects" [Pfe01] the bound variable as relevant on the RHS of a Pi (also known as context reset [ML08]).

However, Agda does not accept the type signature.$(n: \mathbb{N}) \rightarrow$ Vect $n a \rightarrow \mathbb{N}$ with a "dotted" (irrelevant) binding of $n$ because $n$ is used as a relevant argument of Vect later in the type. This usage of irrelevant patterns is not consistent with large elimination together with Agda's typed equality and $\eta$-equality for records.

In Agda, like in Pfenning's Modal Type Theory [Pfe01], and unlike in the ICC-style calculi [Miq01; BB08; ML08], equality is typed: whenever deciding equality, the type checker knows (needs to know) the type that both sides have.

Abel also gives an explicit example of a problematic program [AS12]. I will present the program in the Agda syntax, using the dotted binder .(b : Bool) to denote irrelevance.

$$
\begin{aligned}
& T: \text { Bool } \rightarrow \text { Type } \\
& T \text { True }=\text { Bool } \rightarrow \text { Bool } \\
& T \text { False }=\text { Bool } \\
& f:(F:(b: \text { Bool }) \rightarrow(T b \rightarrow T b) \rightarrow \text { Type }) \\
& \quad \rightarrow(g: F \text { False }(\lambda z: \text { Bool. } z) \rightarrow \text { Bool }) \\
& \quad \rightarrow(x: F \text { True }(\lambda h: \text { Bool } \rightarrow \text { Bool. } \lambda y: \text { Bool. } h y)) \\
& \quad \rightarrow \text { Bool } \\
& f F g x=g x
\end{aligned}
$$

Irrelevance makes $x$ a valid argument to $g$ because the erased forms of the type of $x$ and the domain of $g$, denoted by erasure brackets $\langle\cdot\rangle$, are $\beta \eta$-equivalent:

$$
\begin{aligned}
& \langle F \text { False }(\lambda z: \text { Bool. } z)\rangle=F(\lambda z . z)={ }_{\eta} F(\lambda h . \lambda y . h y) \\
& \quad=\langle F \text { True }(\lambda h: \text { Bool } \rightarrow \text { Bool. } \lambda y: \text { Bool. } h y)\rangle
\end{aligned}
$$

The problem is that it is unclear whether we should allow conflation of identity functions at different types and how a typed-equality checker could possibly give a positive answer with different types on both sides [AS12].

Abel also points out that it gets worse if we assume $\eta$-equality for the unit type, which makes any two elements of the unit type definitionally equal. In the following program, we change the definition of T True to Unit, and perform a change in the type of $x$.

```
data Unit : Type where
        MkUnit : Unit
\(T:\) Bool \(\rightarrow\) Type
\(T\) True = Unit
\(T\) False = Bool
\(f:(F: .(b:\) Bool \() \rightarrow(T b \rightarrow T b) \rightarrow\) Type \()\)
    \(\rightarrow(g: F\) False ( \(\lambda z:\) Bool. \(z) \rightarrow\) Bool)
    \(\rightarrow(x: F\) True ( \(\lambda h:\) Unit. MkUnit) \()\)
    \(\rightarrow\) Bool
\(f F g x=g x\)
```

We can verify that both sides are still $\beta \eta$-erasure-equivalent.

$$
\langle F \text { False }(\lambda z: \text { Bool. } z)\rangle=F(\lambda z . z)=\langle F(\lambda z: \text { Unit. } z)\rangle={ }_{\eta}\langle F(\lambda z: \text { Unit. MkUnit })\rangle
$$

If this program were to typecheck, the type checker would have to conclude that ( $\lambda z$ : Bool. $z$ ) is equal to ( $\lambda h:$ Unit. MkUnit), which, even ignoring the different types, amounts to concluding that ( $z:$ Bool) equals (MkUnit : Unit). This would mean, by transitivity of equality, that any two Booleans are equal [AS12]. Besides, we get (const MkUnit : Unit $\rightarrow$ Unit) equal to (id : Bool $\rightarrow$ Bool) and at this point even the operational behaviour does not match.

We can observe that making the argument only erased but not irrelevant resolves the problem by rejecting the problematic programs as type-incorrect - from the point of view of type checking, erased $b$ is no different from a runtime argument and it is fully considered in equality.

### 2.1.8 Implementation

This section briefly discusses some aspects of implementation of dependently typed languages.

### 2.1.8.1 Constructor tags

A data constructor declaration has the following general form.

$$
C:\left(n_{1}: \tau_{1}\right) \rightarrow \ldots \rightarrow\left(n_{k}: \tau_{k}\right) \rightarrow T\left(n_{1}, \ldots, n_{k}\right)
$$

where $C$ is the name of the constructor and $n_{i}$ and $\tau_{i}$ are the names and types of its fields. $T\left(n_{1}, \ldots, n_{k}\right)$ is the target type, which is always a saturated application of the type constructor of the corresponding type family and may depend on the values $n_{1}$ through $n_{k}$.

Since the target type, $T\left(n_{1}, \ldots, n_{k}\right)$, must always have the specific form described above, the target type can never be a functional type, which means that we can define a fixed arity for any constructor. In the above example, the arity of $C$ is $k$.

If we disallow pattern matching on values with functional types, we can match only on fully applied (saturated) constructors. Saturated constructor applications, with the general form $C x_{1} \ldots x_{k}$, can then be represented as $k+1$-tuples of the form ( $C, x_{1}, \ldots, x_{k}$ ), where the first component of the tuple is the name of the constructor.

Constructor tag optimisations If a type family has only one constructor, there is no need to store or check its tag. For single-field constructors, this is known as the newtype optimisation [Jon03], which is applicable freely in strictly evaluated languages.

Furthermore, if for a type family, the constructor tag is always determined by the indices of the family, tags can be removed from all constructors of such a family. This is known as the detagging optimisation [Bra05] (Section 3.2.1.1).

### 2.1.8.2 Type checking pattern clauses

The major advantage of pattern clauses for pattern matching is the simplicity of type checking because no complicated (and incomplete) procedures, like unification, are necessary to type check a pattern matching function.

The type checking rule for pattern matching clauses is given by Brady [Bra13]. A fully elaborated function definition has the following general form.

$$
\begin{aligned}
& f: \tau \\
& \Pi^{1} \cdot \underbrace{f \overline{P^{1}}}_{L^{1}}=R^{1} \\
& \vdots \\
& \Pi^{n} \cdot \underbrace{f \overline{P^{n}}}_{L^{n}}=R^{n}
\end{aligned}
$$

The definition starts with a type signature for the function $f$, followed by $n$ pattern clauses. In each pattern clause, $\Pi$ is an environment that declares the types of pattern variables, $L$ is the LHS of the pattern clause, $P_{i}$ are the individual patterns for arguments of $f$, and $R$ is the RHS of the pattern clause.

Given a typing environment $\Gamma$, we can check whether a pattern clause is typecorrect using the rule Clause.
$\frac{\Gamma \vdash \Pi \text { valid } \quad \Gamma, \Pi, f: \tau \vdash L: \lambda \quad \Gamma, \Pi, f: \tau \vdash R: \rho \quad \Gamma, \Pi \vdash \lambda \approx \rho}{\Pi . L=R \quad \text { is type-correct }}$ Clause

We check both LHS and RHS in the environment $\Gamma$ extended with the declarations of pattern variables $\Pi$, and possibly by the asserted declaration of $f$, and then check that the resulting types are convertible. Note that the LHS is checked as a term, despite being composed of patterns.

Depending on the programming language, there will be further requirements on valid pattern clauses, especially on the allowed forms of patterns usable on the LHS; for example that the head of every application must be a constructor, that forced patterns must be annotated consistently, and other.

Example: vector length As an example, let us look closer at why the vector length function in Listing 2.7 passes the type check. First, the type signature gives the asserted type of vlen.

$$
\text { vlen }:(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \mathbb{N}
$$

For brevity, let us write $\tau$ for the type of vlen. The first clause of vlen elaborates to the following form.

Ø. ven Z Nil = Z
Here, $\Pi=\emptyset, L=$ vlen $Z$ Nil, and $R=Z$. The empty environment $\Pi$ is trivially valid, and we can see that both $L$ and $R$ have the type $\mathbb{N}$. (Assuming a reasonable environment $\Gamma$ that defines $\mathbb{N}$, Vect, etc. appropriately.)

$$
\frac{\Gamma \vdash \emptyset \text { valid } \quad \Gamma, \text { vlen }: \tau \vdash \text { vlen } Z \text { Nil }: \mathbb{N} \quad \Gamma \text {, vlen }: \tau \vdash \mathrm{Z}: \mathbb{N} \quad \Gamma \vdash \mathbb{N} \approx \mathbb{N}}{\emptyset . \text { vlen }[\mathrm{Z}] \mathrm{Nil}=\mathrm{Z} \text { is type-correct }} \text { ClaUSE }
$$

The forced pattern $[Z]$ becomes $Z$ when we check the LHS as a term. The second clause of vien elaborates to the following.

$$
\underbrace{k: \mathbb{N}, x: a, x s: \text { Vect } k a}_{\Pi} . \quad \text { vlen }[\mathrm{S} k]((::)\{\mathrm{n}=k\} x x s)=\mathrm{S}(\text { vlen } k x \mathrm{~s})
$$

Then the LHS as term, vlen $(S k)((::)\{n=k\} x x s)$, is type-correct with type $\mathbb{N}$. The RHS, S (vlen $k x s$ ), has type $\mathbb{N}$ as well.

$$
\Gamma \vdash k: \mathbb{N}, x: a, x s: \text { Vect } k a \text { valid }
$$

$\Gamma, k: \mathbb{N}, x: a, x s:$ Vect $k a$, vlen : $\tau$ トven $(\mathrm{S} k)((::)\{\mathrm{n}=k\} x x s): \mathbb{N}$
$\Gamma, k: \mathbb{N}, x: a, x s:$ Vect $k a$, vlen $: \tau \vdash \mathrm{S}($ vlen $k x s): \mathbb{N}$
$\Gamma, k: \mathbb{N}, x: a, x s:$ Vect $k a \vdash \mathbb{N} \approx \mathbb{N}$
$k: \mathbb{N}, x: a, x s:$ Vect $k a$. vlen $[\mathrm{S} k]((::)\{\mathrm{n}=k\} x x s)=\mathrm{S}($ vlen $k x s)$ is type-correct

Forced patterns must be acknowledged The above also explains why this rule will reject an attempt to define vien as follows.

```
vlen: ( n:\mathbb{N})->\mathrm{ Vect na }->\mathbb{N}\\mp@code{N}
vlen n Nil = Z
ven n ( }x::xs)=S(vlen_xs
```

The first clause elaborates as follows.

$$
n: \mathbb{N} . \quad \text { vlen } n \text { Nil }=\mathrm{Z}
$$

However, there is no type $\lambda$ where

$$
\Gamma, n: \mathbb{N}+\text { ven } n \text { Nil }: \lambda,
$$

because the type of vlen $n$ is Vect $n a \rightarrow \mathbb{N}$ for some abstract $n$, while the type of Nil is Vect $Z a$, and thus their application is not well typed because of the mismatch between $n$ and $Z$.

The second clause needs to perform the recursive call with the predecessor of $n$, which can be obtained either by pattern matching on $n$, or from the index of $(::)$.

One could argue that if we employed unification, we could find a solution $n=Z$ automatically - and this is indeed what recent versions of Agda do. However, we want typechecking as simple and reliable as possible. Having unification and proof search in type checking means a lot more complicated code to trust.

This does not mean that we cannot have unification and the programmer has to write all this information in the program explicitly. The solution $n=Z$ could be found by a separate elaboration pass before typechecking. Then the result of the automated elaboration pass can be incorporated in the program explicitly and checked by an independent, simple and reliable typechecker.

Example: variadic sum Let us have a look at the function vsum from Listing 2.6 and let us do it a little bit less formally than in the previous example. As a reminder, these are the relevant definitions.

$$
\begin{aligned}
& \text { VsumTy }: \mathbb{N} \rightarrow \text { Type } \\
& \text { VsumTy Z }=\mathbb{N} \\
& \text { VsumTy }(\mathrm{S} n)=\mathbb{N} \rightarrow \text { VsumTy } n \\
& \text { vsum : } \mathbb{N} \rightarrow(\text { nargs }: \mathbb{N}) \rightarrow \text { VsumTy nargs } \\
& \text { vsum acc } \quad \mathrm{Z}=a c c \\
& \text { vsum acc }(\mathrm{S} n)=\lambda x: \mathbb{N} \text {. vsum (plus } x \text { acc) } n
\end{aligned}
$$

In the first clause of vsum, we typecheck the LHS, which is (vsum acc Z), in an environment with acc: $\mathbb{N}$. The variable nargs in the type of vsum, corresponding to its second argument, gets the value $Z$ and thus the type of (vsum acc $Z$ ) is $V$ sumTy $Z$,
which is definitionally equal to $\mathbb{N}$. The type of the RHS is the type of $a c c$, which is $\mathbb{N}$, and thus the types match.

In the second clause of vsum, we typecheck the LHS, which is vsum acc (Sn), in an environment with $\operatorname{acc}: \mathbb{N}, n: \mathbb{N}$. The type of the LHS is thus VsumTy ( $\mathrm{S} n$ ), which is definitionally equal to $\mathbb{N} \rightarrow$ VsumTy $n$.

On the RHS, since the type of vsum (plus $x$ acc) $n$ is VsumTy $n$, the type of the whole lambda expression on the RHS is $\mathbb{N} \rightarrow$ Vsum Ty $n$, which matches the type of the LHS.

In the previous example, the types of the LHS and RHS were always $\mathbb{N}$. In this example however, the types of the RHS (or LHS) are different in each clause.

Necessity of type signatures for pattern matching functions This method of typechecking pattern matching function definitions relies on knowing the purported type signature for the function being defined.

This usually does not cause problems because in dependently typed languages, top-level definitions are generally required to have type signatures, for several reasons.

- type inference with dependent types is harder than with non-dependent types found in languages like Haskell;
- having top-level type signatures is considered good practice because it is good documentation;
- it enables type-driven development [Bra17] (Section 1.1).

Again, the fact that typechecking requires type signatures on pattern matching functions does not mean that the programmer has to write all of them - a separate elaboration pass before the typechecking phase is free to infer anything that is necessary.

Correspondence to Coq's extended match An explicit type signature for a pattern matching function can be seen as analogous to Coq's extended pattern matching.

```
match \(T\) as \(n\) in \(\tau\) return \(P(n)\) with
| \(L_{1} \Rightarrow R_{1}\)
    \(\vdots\)
\(\mid L_{n} \Rightarrow R_{n}\)
end
```

Namely, any such match expression, as shown in Listing 2.16, can be expressed as an application of a locally bound pattern matching function, shown in Listing 2.17.

$$
\begin{align*}
& \text { let } f:(n: \tau) \rightarrow P(n) \\
& f L_{1}=R_{1} \\
& \vdots  \tag{2.17}\\
& f L_{n}=R_{n} \\
& \text { in } f T
\end{align*}
$$

Here, $T$ is the scrutinee of the match expression, and $(n: \tau)$ is a binding of the name that stands for the (possibly complex) scrutinee in the return type $P(n)$, which depends on $n$. We represent the scrutinee using a single variable in order to be able to substitute for it.

More details on possible uses of local pattern matching definitions can be found in Section 2.2.5.

### 2.2 Some patterns and idioms of dependently typed programming

### 2.2.1 Utilities

### 2.2.1.1 Giving explicit types to terms

It is useful to define a function the, which is an identity function with an explicit type argument.

$$
\begin{align*}
& \text { the }:(a: \text { Type }) \rightarrow a \rightarrow a  \tag{2.18}\\
& \text { the } a x=x
\end{align*}
$$

The purpose of the is to give explicit type annotations to expressions. This is analogous to expression-level type annotation using (::) in Haskell.

```
the \(\mathbb{N}(1+2) \quad\) - typechecks with type \(\mathbb{N}\)
the Type 42 - does not typecheck
the \((\mathbb{N} \rightarrow \mathbb{N})\) id - typechecks with type \(\mathbb{N} \rightarrow \mathbb{N}\)
```


### 2.2.1.2 Finite sets

We can define the type family Fin : $\mathbb{N} \rightarrow$ Type, where Fin $n$ stands for a type with $n$ inhabitants.

```
data Fin:\mathbb{N}->\mathrm{ Type where}
```

    FZ: Fin (S n)
    FS : Fin \(n \rightarrow \operatorname{Fin}(S n)\)
    | In functional programming | In logic |
| :--- | :--- |
| type | proposition |
| value of type $\tau$ | proof of proposition $\tau$ |
| checking that value $P$ has type $\tau$ | checking that proof $P$ proves proposition $\tau$ |
| function arrow | implication |
| product type | conjunction |
| sum type | disjunction |
| Unit | true |
| Void | false |
| $\tau \rightarrow$ Void | negation of $\tau$ |
| $n$-ary type constructor | $n$-ary predicate |
| nullary type constructor | logical constant |
| $\Pi$ type | universal quantification |
| $\Sigma$ type | existential quantification |
| application | modus ponens |

Table 2.3: Selected parts of the Curry-Howard correspondence

There are no constructors that could construct a value of the type Fin Z: for every number of the form (Sn), the type Fin (Sn) contains all inhabitants of Fin $n$ prefixed with FS, plus one new inhabitant constructed with FZ.

If we prefer to view Fin $n$ as "the naturals strictly smaller than $n$ ", the following embedding may be more fitting.

```
embed: Fin \(n \rightarrow\) Fin (S \(n\) )
embed FZ \(=F Z\)
embed (FS \(x)=\) FS \((\operatorname{embed} x)\)
```

The function embed has the same type as FS but it maps the elements differently.

### 2.2.2 Logic

The famous Curry-Howard correspondence [How80; Wad00; Wad15] states that types of functional programs can be interpreted as propositions and the programs themselves can be interpreted as proofs of these propositions. A brief overview is shown in Table 2.3.

### 2.2.2.1 Predicates and relations

In Section 2.1.4.4, we saw the type family Even.

```
data Even:\mathbb{N}->\mathrm{ Type where}
    EZ : Even Z
```



We can observe that the type Even $Z$ is inhabited, which means that there exists a value of type Even $Z$, called EZ. However, there is no way to construct a value of
type Even (S Z). This is because the constructors of Even are designed to make Even $n$ inhabited exactly when $n$ is even.

We can therefore view the type constructor Even as the (unary) predicate that a certain number is even, the type Even $n$ as the proposition " $n$ is even", and a value of the type Even $n$ as a proof that $n$ is even.

This allows us to write functions like halve : $(n: \mathbb{N}) \rightarrow$ Even $n \rightarrow \mathbb{N}$ to restrict usage of halve only to even values of $n$. With an odd $n$, we would not be able to invoke the function halve, since we would not have anything to pass in its second argument.

Unit and Void There are two important nullary predicates, which we usually use to model truth and falsity.

```
data Unit: Type where
```

() : Unit

The type Unit is inhabited by one value, (). In Haskell and ML-style languages, both the type and its inhabitant are called (). In other languages, like Agda or Coq, the inhabitant is traditionally named $t \mathrm{t}$.

There is also the empty type, which represents falsity.

## data Void: Type where

- (no constructors)

The type Void comes with an eliminating function.

```
voidElim : Void }->
```

- (no clauses)

This function is covering and total because it has a clause for every possible value of its argument ${ }^{3}$. It embodies the "ex falso quodlibet" principle.

Negation is then represented as a function into Void.

$$
\begin{align*}
& \text { Not : Type } \rightarrow \text { Type }  \tag{2.19}\\
& \text { Not } a=a \rightarrow \text { Void }
\end{align*}
$$

Relations Although the terminology varies, non-unary predicates are often called relations. These are encoded as data types in exactly the same way as other predicates.

[^3]
### 2.2.2.2 Decidable predicates

For decidable predicates, it is useful to define the following type family, which encodes the outcome of a decision procedure.

```
data Dec: Type }->\mathrm{ Type where
    Yes:(proof:a)}->\mathrm{ Dec a
    No : (contra:Not a)}->\operatorname{Dec}
```

Unlike Bool, a value of Dec $a$ also contains the proof of the outcome - either a proof of $a$ if the answer is Yes, or a proof of Not $a$ if the answer is No. (Recall from Listing 2.19 that Not $a=a \rightarrow$ Void.) In other words, the outcome also contains its explanation.

Dec therefore does not suffer from Boolean Blindness [Har11]: if the outcome of the decision procedure were Bool, functions like semiCong in Listing 2.26 would be impossible to implement.

For a decidable predicate $p: a \rightarrow$ Type, we can write a decision function that takes a value $x$ and returns the outcome of the check whether predicate $p$ holds for value $x$.

$$
\operatorname{dec}_{p}:(x: a) \rightarrow \operatorname{Dec}(p x)
$$

This will be useful, among other things, with equality (Section 2.2.3.5): instead of having an equality check return just an uninformative Boolean, we can have it return a proof of equality or unequality instead.

### 2.2.2.3 Consistency

If the existence of a value of type has to guarantee that the corresponding proposition is true, languages have to impose certain restrictions on valid programs.

Like in logic, where a theory is inconsistent if we can prove $p$ and $\neg p$ for a formula $p$, a type system is inconsistent if it admits a value of type $a$ and $a \rightarrow$ Void at the same time. Since having both $(x: a)$ and $(f: a \rightarrow$ Void $)$ means that $f x:$ Void, the above is equivalent to Void being inhabited, which is the usual definition of inconsistency of a type system.

Totality of functions Consider the following "proof" that 5 is even.

```
even5 : Even 5
even5 = even5
```

The function is type-correct and would be accepted in a language like Haskell (or rather its hypothetical variant with dependent types). However, it does not terminate, and therefore it can promise that the returned value will have any type, as long as it does not return at all. The same strategy can be used to implement contradiction : Void.

Therefore termination is a desirable property of functions, especially when they are used to model logic.

Universe stratification If Type is the type of types, what is the type of Type? It is well known that a system with Type : Type is inconsistent [Gir72; Hur95], by an argument analogous to Russell's paradox in naïve set theory.

A frequently used solution is introducing universe levels, where the type of types is Type $_{0}$ and the type of Type $_{i}$ is, depending on the system, either Type ${ }_{i+1}$ or Type ${ }_{j}$ for any $j>i$ (which is called cumulativity).

However, for presentational purposes, a type system with Type : Type is often easier to explain, as universe level manipulation does not obscure the subject matter of the presented calculus. In such cases, it is implied that the universe hierarchy is independent from the presented ideas and the type universe can be stratified as necessary. This is also the case of this dissertation.

Other restrictions Strict positivity [CP90] is a requirement usually imposed on definitions of inductive type families, where recursive occurrences of the type family are required to be found only in strictly positive positions.

### 2.2.3 Propositional equality

We can also define a predicate that expresses that two values are the same.

$$
\begin{aligned}
& \text { data }(\equiv):\{a: \text { Type }\} \rightarrow a \rightarrow a \rightarrow \text { Type where } \\
& \text { Refl }:\{x: a\} \rightarrow x \equiv x
\end{aligned}
$$

The name Refl stands for "reflexivity" and Refl $\{x\}$ is a proof that $x$ is equal to $x$. The argument $x$ of Refl is implicit and we will normally omit it.

Values of type $y \equiv z$ serve as evidence that $y$ is the same value as $z$. If $y$ and $z$ were different, there would be no single value we could give to Refl's argument $x$ both $\operatorname{Refl}\{x=y\}$, which has the type $y \equiv y$, and $\operatorname{Refl}\{x=z\}$, which has the type $z \equiv z$, mismatch with $y \equiv z$ on one of the sides of ( $\equiv$ ) because $y \neq z$.

Definitional equality The above explicit notion of equality is called propositional equality. It allows us to "materialise" definitional equality, which is the implicit notion of equality present in the language, decided and applied transparently and automatically whenever the language needs to check that two types match.

Definitional equality is often defined as the reflexive transitive symmetric structural closure of reduction. An example of two terms that are definitionally equal in Idris could be $2+2$ and 4 . Both have a common reduct, namely 4 , and Idris will therefore let us use them interchangeably.

```
the (Vect 4\mathbb{N})(0:: 1:: 2 :: 3 :: Nil) - typechecks
the (Vect (2 + 2)\mathbb{N})(0::1 1:: 2 :: 3 :: Nil) -typechecks
the (2+2\equiv4)(Refl {x=2+2}) -typechecks
the (2+2\equiv4)(Refl {x=4}) -typechecks
the (2+2 \equiv4) Refl -typechecks
```


### 2.2.3.1 Limits of definitional equality

However, there are values that we know are equal but which are not definitionally equal, and therefore are not freely interchangeable. An example would be $n$ and $n+Z$ in the following function.

```
strangeldentity \(_{x}\) : Vect \(n a \rightarrow\) Vect \((n+Z) a\)
strangeldentity \({ }_{x} x s=x s \quad\)-type mismatch: \(n\) vs. \(n+Z\)
```

Since (+) is defined by pattern matching on its first argument, $n+Z$ does not reduce to $n$ (unlike $Z+n$ ). Idris therefore cannot see that both expressions are the same.

We can, however, express their equality explicitly by defining a function that computes a value of type $n \equiv n+Z$ for any given $n$.

$$
\begin{align*}
& \text { cong: }(f: a \rightarrow b) \rightarrow m \equiv n \rightarrow f m \equiv f n  \tag{2.20}\\
& \text { cong } f \text { Refl }=\text { Refl } \\
& \text { nPlusZ : }(n: \mathbb{N}) \rightarrow n \equiv n+Z \\
& \text { nPlusZ } Z=\text { Refl } \quad-Z=Z+Z \text { holds definitionally } \\
& \text { nPlusZ }(S k)=\text { cong } S \text { (nPlusZ } k)-k=k+Z \text { comes from IH }
\end{align*}
$$

If $n$ is zero, the equality holds definitionally. If $n$ is a successor, we can apply $n P l u s Z$ recursively to obtain the inductive hypothesis, from which we can get the desired proof using cong. The function cong implements the fact that propositional equality is a congruence.

Now we can implement strangeldentity and have it accepted by the type checker.

$$
\begin{align*}
& \text { subst : }(f: a \rightarrow \text { Type }) \rightarrow x \equiv y \rightarrow f x \rightarrow f y \\
& \text { subst } f \text { Refl }=\lambda z . z  \tag{2.21}\\
& \text { strangeldentity : Vect } n a \rightarrow \operatorname{Vect}(n+Z) a \\
& \text { strangeldentity }\{a\}\{n\} x s=\operatorname{subst}(\lambda k . \text { Vect } k a)(\text { nPlusZ } n) x s
\end{align*}
$$

The function subst converts values from type $f x$ to type $f y$, provided that $x$ is equal to $y$. We then use this function, together with a proof that $n \equiv n+Z$, to convert $x$, which has the type Vect $n a$, to the type Vect $(n+Z) a$.

In this example, propositional equality allowed us to compose isolated pieces of definitional equality into a "bigger picture" by enabling us to speak explicitly about it.

### 2.2.3.2 Pattern matching on Refl

In the above definitions of cong and subst, we made use of equality proofs by pattern matching on them. To explain how the definitions work, let us restate them, with
some implicits made explicit. We will build on the explanation given in Section 2.1.4.

$$
\begin{align*}
& \text { cong: }(f: a \rightarrow b) \rightarrow(m: a) \rightarrow(n: a) \rightarrow(e q: m \equiv n) \rightarrow f m \equiv f n  \tag{2.22}\\
& \text { cong } f[x][x](\lceil\operatorname{Refl}\rceil\{\mathrm{x}=x\})=\operatorname{Refl}\{\mathrm{x}=f x\}
\end{align*}
$$

The only possible constructor of (eq : $m \equiv n$ ) is Refl. We therefore make it forced using the forced-constructor brackets, $\Gamma \cdot\rceil$, and we also give an explicit name to its implicit argument $x$. Then however, by type-correctness, both $m$ and $n$ must be equal to $x$ because the type of $\operatorname{Refl}\{\mathrm{x}=x\}$ is $x \equiv x$. Finally, as explained in Section 2.1.8.2, since both $m$ and $n$ are forced to be the same as $x$, the required type of the RHS becomes $f x \equiv f x$, which is easily satisfied using Refl.

In the above clause, the variables $m$ and $n$ do not exist as two separate entities. Instead, they have been replaced with $x$ everywhere, where $x$ is the argument of Refl.

As shown in Sections 2.1.4.2 and 2.1.4.4, there are however several choices how to annotate forced patterns in the above definition of cong while keeping the same type signature.

$$
\begin{equation*}
\operatorname{cong} f m[m](\lceil\operatorname{Refl}\rceil\{\mathrm{x}=[m]\})=\operatorname{Refl}\{\mathrm{x}=f m\} \tag{2.23}
\end{equation*}
$$

In the above clause, we reinterpret the match that by type correctness, both $n$ and the argument $x$ of Refl must be equal to $m$.

$$
\begin{equation*}
\operatorname{cong} f[n] n(\lceil\operatorname{Refl}\rceil\{\mathrm{x}=[n]\})=\operatorname{Refl}\{\mathrm{x}=f n\} \tag{2.24}
\end{equation*}
$$

Finally, we can also reinterpret the match to force $m$ and $x$ from $n$. The consequences of different interpretations are described in Section 2.1.4.4.

### 2.2.3.3 Erasure and propositional equality

In Listings 2.23 and 2.24, the whole value of eq, the proof of equality, is forced from other patterns. Therefore, the fourth argument of cong is unused and could be erased in both cases.

In Listing 2.22, we project $x$ out of Refl to use it on the RHS. However, on the RHS, it will end up only as an argument to Refl again. If no other parts of the code use the argument of Refl, $x$ will be unused, and the whole fourth argument of cong will be unused and could be erased.

In practice, equality proofs will be erasable because the argument of Refl will be obtainable/forceable from other parts of the pattern.

Token type target elimination However, Mishra-Linger observes [ML08, page 133] that unrestricted erasure of token type target elimination, which includes erasure of equality proofs, does not preserve strong normalisation and therefore should not be allowed. More details are given in Section 9.2.1.8.

### 2.2.3.4 Heterogeneous equality

We should be able to prove the following property of vector concatenation.

$$
\operatorname{rightNeutral~}_{x}:\{x s: \text { Vect } n a\} \rightarrow x s+\text { Nil } \equiv x s \quad \text {-type mismatch: } n \text { vs. } n+Z
$$

However, we cannot even state it - the above type signature will not typecheck. The problem is that ( $\equiv$ ) can relate only values of the same type but Idris does not see Vect $n a$, which is the type of $x s$, and Vect $(n+Z) a$, which is the type of $x s+$ Nil, as equal - they are not definitionally equal. We therefore need to relax the requirements of (三).

Also known as the John Major equality, heterogeneous equality [McB99] allows comparison of values of possibly different types.

$$
\begin{aligned}
& \text { data }\left(\equiv^{\prime}\right): a \rightarrow b \rightarrow \text { Type where } \\
& \operatorname{Refl}^{\prime}: x \equiv^{\prime} x
\end{aligned}
$$

Now we can state the property we wanted.

```
rightNeutral : {xs: Vect na
_ implementation omitted
```


### 2.2.3.5 Decidable equality

For some types, equality is decidable. For any such type $a$, we can implement a decision procedure. (See Section 2.2.2.2 for the definition of Dec.)

$$
\operatorname{decEq}_{a}:(x: a) \rightarrow(y: a) \rightarrow \operatorname{Dec}(x \equiv y)
$$

### 2.2.4 Simulating mutual recursion

In a language without mutual recursion, we can still encode mutual recursion in various ways that are often sufficient.

### 2.2.4.1 In data types

Mutually recursive data types can be simulated by passing one data type as a parameter of the other, as shown below.

```
data Even \(:(\mathbb{N} \rightarrow\) Type \() \rightarrow \mathbb{N} \rightarrow\) Type where
    EZ : EZ odd Z
    ES : odd \(n \rightarrow\) Even' odd (S n)
data Odd \(: \mathbb{N} \rightarrow\) Type where
    OB: Odd (S Z)
    OS : Even' Odd (S n) \(\rightarrow\) Odd (S (S n))
```

> Even : $\mathbb{N} \rightarrow$ Type
> Even $=$ Even' Odd

In languages like Agda, which requires programmers to explicitly distinguish between parameters and indices, the first argument to Even' must be marked as parameter, not as an index, to avoid strict positivity issues.

### 2.2.4.2 Using local let bindings

Some patterns of mutual recursion can be simulated if the language has local patternmatching let bindings.

```
even : \(\mathbb{N} \rightarrow\) Bool
even \(Z=\) True
even \((S n)=\)
    let
        odd : \(\mathbb{N} \rightarrow\) Bool
        odd \(\mathrm{Z}=\) False
        odd \((S n)=\) even \(n\)
    in odd \(n\)
```

The function even can call odd because odd is defined in a let block within its body, while the function odd can call even as a recursive call.

With clauses (Section 2.2.5) and all their variants (case expressions, rewrite clauses) are a naturally occurring example of this kind of recursion.

### 2.2.4.3 Using tagged dispatch

We can write a function that uses the first argument to determine which of the mutually recursive functions should be invoked, as shown in Figure 2.4. Because we are working in a dependently typed language, we can accurately describe all involved types.

### 2.2.4.4 Erasure-polymorphic tagged dispatch

In Chapter 5, I introduce a calculus that models erasure in the types. With that approach, the mutually recursive functions modelled in the previous section could have not only different types but also different erasure patterns, because the erasure pattern is a part of the type of a function. Then everything, including erasure inference, works as one would expect in mutually recursive functions.

### 2.2.5 With clauses

Sometimes we need to pattern match on values that are not arguments to the function being defined, for example in filter, whose one possible implementation is shown in Listing 2.14.

```
data Tag: Type where
    Even: Tag
    Odd : Tag
funTy: Tag \(\rightarrow\) Type
funTy Even \(=\mathbb{N} \rightarrow\) Bool
funTy Odd \(=\mathbb{N} \rightarrow\) Bool
evenOdd: (tag: Tag) \(\rightarrow\) funTy tag
\(=\) let
        even: \(\mathbb{N} \rightarrow\) Bool
        even \(Z=\) True
        even (S \(n\) ) = evenOdd Odd \(n\)
        odd : \(\mathbb{N} \rightarrow\) Bool
        odd \(Z=\) False
        odd \((\mathrm{S} n)=\) evenOdd Even \(n\)
in let
            dispatch: (tag: Tag) \(\rightarrow\) funTy tag
            dispatch Even = even
            dispatch Odd = odd
    in dispatch
```

Figure 2.4: Mutual recursion via tagged dispatch

Another possible implementation uses with clauses, introduced by McBride and McKinna in Epigram [MM04], which can be seen as an extension of pattern guards [EJ00].

```
filter : \((p: a \rightarrow\) Bool \() \rightarrow\) List \(a \rightarrow\) List \(a\)
filter \(p\) Nil \(=\) Nil
filter \(p\) ( \(x:: x\) s) with \(p x\)
filter \(p(x:: x \mathrm{~s}) \mid\) True \(=x::\) filter \(p x s\)
filter \(p(x:: x s) \mid\) False \(=\) filter \(p x s\)
```

A with clause effectively adds another pattern to the LHS of its parent pattern matching clause, but the newly added pattern can still inform patterns to the left of it.

An example would involve decidable equality. Let decEq ${ }_{\mathbb{N}}$ decide equality of natural numbers.

$$
\operatorname{dec}^{\mathrm{Eq}_{\mathbb{N}}}:(x: \mathbb{N}) \rightarrow(y: \mathbb{N}) \rightarrow \operatorname{Dec}(x \equiv y)
$$

The function $\operatorname{dec} \mathrm{Eq}_{\mathbb{N}}$ returns either Yes with a proof of equality or No with a proof of nonequality. We can then use it as shown in the following (slightly contrived)
function.

```
semiCong \(:(f: \mathbb{N} \rightarrow a) \rightarrow(x: \mathbb{N}) \rightarrow(y: \mathbb{N}) \rightarrow\) Maybe \((f x \equiv f y)\)
semiCong \(f x \quad y\) with \(\operatorname{dec} \mathrm{Eq}_{\mathbb{N}} x y\)
semiCong \(f x[x] \mid\) Yes Refl \(=\) Just Refl
semiCong \(f x \quad y \quad \mid\) No contra \(=\) Nothing
```

The function semiCong returns a proof that $f x \equiv f y$ whenever it turns out that $x$ and $y$ are equal. In the case with Yes Refl, the pattern for $y$ has been forced to $[x]$ as a result of matching in the newly added pattern.

With clauses are supported at least in Epigram, Idris, and Agda.

Abbreviation If the subclause of with clause has the same LHS as the parent clause, the LHS need not be repeated. Agda allows replacing the repeated LHS with ". . " and Idris allows a complete elision of the LHS, yielding the following definition of filter.

$$
\begin{aligned}
& \text { filter }:(p: a \rightarrow \text { Bool }) \rightarrow \text { List } a \rightarrow \text { List } a \\
& \text { filter } p \text { Nil }=\text { Nil } \\
& \text { filter } p(x:: x s) \text { with } p x \\
& \qquad \mid \text { True }=x:: \text { filter } p x \mathrm{~s} \\
& \quad \mid \text { False }=\text { filter } p x s
\end{aligned}
$$

### 2.2.5.1 Implementation

With clauses are implemented using an auxiliary function with the extra argument. The definition of filter in Listing 2.26 desugars into the following.

```
filter : \((p: a \rightarrow\) Bool \() \rightarrow\) List \(a \rightarrow\) List \(a\)
filter \(p \quad\) Nil \(=\) Nil
filter \(p(x:: x s)=\)
    let
        filter \({ }^{\prime}:(p: a \rightarrow\) Bool \() \rightarrow a \rightarrow\) List \(a \rightarrow\) Bool \(\rightarrow\) List \(a\)
        filter' \(p x\) xs True \(=x::\) filter \(p x s\)
        filter \({ }^{\prime} p x x\) s False \(=\) filter \(p x s\)
    in filter \(p x x s(p x)\)
```

In general, the arguments of the auxiliary function are all the pattern variables, plus the newly introduced argument. [MM04]

Mutual recursion and termination In Listing 2.27, the auxiliary function is defined in a let binding, as opposed to a separate top-level function. This has two advantages.

- The language does not need mutual recursion. The function filter is allowed to call filter' because filter' is defined in a let binding. However, filter' is allowed to
call filter because it is itself embedded in the body of filter and the call is just a recursive call.
- Termination may be easier to prove. While in terms of termination checking, the function shown in Listing 2.27 is not much different from two mutually recursive functions, Section 2.2.5.4 shows that we can do better.


### 2.2.5.2 High-level presentation

In non-desugared code, Idris allows calling the auxiliary function directly. This is very useful for programming with recursive views and related structures, as we will see in later sections of this chapter. For now, we will demonstrate the feature with the following definition.

```
reverse : List \(a \rightarrow\) List \(a\)
reverse \(x s\) with Nil
reverse Nil \(\quad\) acc \(=a c c\)
\(\operatorname{reverse}(y:: y s) \mid a c c=\underbrace{\text { reverse } y s \mid(y:: a c c)}_{\text {recursive call }}\)
```

The example above shows how to reverse a list with an accumulator but no explicit auxiliary function. The extra argument introduced in the with clause is the accumulator. It starts off empty and the clause for $(y:: y s)$ calls the auxiliary function directly, using the symbol $\mid$ to pass it ( $y::$ acc) explicitly as the extra argument.

In Agda, if reduction of the outer function succeeds but the reduction of the auxiliary function is blocked, Agda will print the half-reduced value with similar syntax involving the symbol $\mid$. For example, if $p x$ does not reduce, then given the definition of filter in Listing 2.25, Agda will print the half-reduced value of filter $p(x:: x s)$ as filter $p(x:: x s) \mid p x$. This can also be interpreted as ap aplication of the auxiliary function to all its arguments, including to $p x$ for the added argument.

### 2.2.5.3 Rewriting

Sometimes, we need to rewrite a complex expression in types to another expression that we know is equal to the original one. Suppose we need to implement the following function.

$$
\text { pf }:(p+q) \equiv(r+s) \rightarrow \operatorname{Vect}(p+q) a \rightarrow \operatorname{Vect}(r+s) a
$$

Since both lengths are equal, we should be able to just return the provided vector.
However, we cannot simply match on the proof of equality because there is no way to choose the argument to Refl such that it is definitionally equal to both $(p+q)$
and $(r+s)$, not even with forced patterns ${ }^{4}$.

$$
\text { pf }(\operatorname{Refl}\{\mathrm{x}=\text { ???\} })=\ldots \quad \text {-type mismatch on the LHS }
$$

We can however introduce an auxiliary function with an extra variable that will mediate the equality. We arbitrarily pick one of the two expressions, for example $(p+q)$, and represent it with a variable, which we will name $p q$. We will then write the type signature of the auxiliary function, where all occurrences of $(p+q)$ have been replaced with $p q$. Since $p q$ is a variable, it can now be forced to $[r+s]$ by pattern matching on Refl in the auxiliary function.

```
pf : \((p: \mathbb{N}) \rightarrow(q: \mathbb{N}) \rightarrow(r: \mathbb{N}) \rightarrow(s: \mathbb{N})\)
    \(\rightarrow(p+q) \equiv(r+s) \rightarrow \operatorname{Vect}(p+q) \mathbb{N} \rightarrow \operatorname{Vect}(r+s) \mathbb{N}\)
pf \(p q r s=\)
    let
        \(\mathrm{pf}^{\prime}:(p q: \mathbb{N}) \rightarrow p q \equiv(r+s) \rightarrow \operatorname{Vect} p q \mathbb{N} \rightarrow \operatorname{Vect}(r+s) \mathbb{N}\)
        \(\mathrm{pf}^{\prime}[r+s]\) Refl \(=\lambda x s . x s\)
    in \(\mathrm{pf}^{\prime}(p+q)\)
```

Generalisation We can interpret the type signature of $\mathrm{pf}^{\prime}$ as a generalisation of the type signature of pf over subterms $p+q$. In the calling function, pf , the specialisation of $\mathrm{pf}^{\prime}$ with $p q=p+q$ gives us a value of exactly the type that we need to implement pf . In the called function, $\mathrm{pf}^{\prime}$, the generalised form of the type gives us the ability to pattern match on Refl, while specialising to $p q=r+s$.

Change of perspective We might also say that in the caller, $p q=p+q$ but in the callee, $p q=r+s$. This change of perspective is a very useful technique: one can easily prove statements that are definitionally true in the caller, where we know that $p q=p+q$, and then pass the corresponding proof terms to the callee. In the callee, we can use additional definitional equalities coming from knowing that $p q=r+s$, plus the proofs passed on from the caller (which may no longer hold definitionally). Among other places, this is used for the inspect idiom (see below).

This also gives us the ability to deal with the "green slime" [McB14c] in constructor indices ${ }^{5}$ - if we generalise over all conflicting values to replace them with variables, we become able to match on constructors with "green slime", forcing the generalised variables to the appropriate function applications.
"Magic" with The above is more conveniently achieved using "magic with" [Agd17b]. In Section 2.2.5.1, I described a way to generate auxiliary functions that implement the with idiom. We can extend the desugaring step by generating a more general

[^4]type signature for the auxiliary function by automating what we did manually in Listing 2.28 - by replacing all occurrences of the with-inspected expression in the type signature for the newly added variable. This implementation of with lets us write the following definition.

```
pf \(:(p: \mathbb{N}) \rightarrow(q: \mathbb{N}) \rightarrow(r: \mathbb{N}) \rightarrow(s: \mathbb{N})\)
    \(\rightarrow(p+q) \equiv(r+s) \rightarrow \operatorname{Vect}(p+q) \mathbb{N} \rightarrow \operatorname{Vect}(r+s) \mathbb{N}\)
pf \(\begin{array}{llllllll}p & q & r & s & e q & x s\end{array}\) with \(p+q\)
```



This definition reads somewhat unusually - we inspect $(p+q)$ to learn that it is forced to be $[r+s]$ - but the underlying principles explain how the definition works.

We also had to $\eta$-expand the definition slightly. The definition in Listing 2.28 could invoke the auxiliary function as $\operatorname{pf}^{\prime}(p+q)$ because we inserted the newly added argument $p q$ at the beginning of the type signature. However, mechanical desugaring of with clauses usually inserts the newly added argument at the end, which forces us to $\eta$-expand the definition to obtain the one found in Listing 2.29.
"Magic with" makes the programming language acknowledge that the inspected value is equal to the pattern, which allows us to write the following definition.

```
filtLem : \(\left(q_{1}: F(\right.\) filter \(\left.p x s)\right) \rightarrow\left(q_{2}: F(x::\right.\) filter \(\left.p x s)\right) \rightarrow F(\) filter \(p(x:: x s))\)
filtLem \(\{p\}\{x\} q_{1} q_{2}\) with \(p x\)
filtLem \(\{p\}\{x\} q_{1} q_{2} \mid\) False \(=q_{1}\)
filtLem \(\{p\}\{x\} q_{1} q_{2} \mid\) True \(=q_{2}\)
```

In the clause for False, we know that filter $p(x:: x s)$ reduces to filter $p x s$, and thanks to "magic with", this equality is definitional. This allows us to use $q_{1}$ on the RHS.

In the clause for True, we know that filter $p(x:: x s)$ reduces to $x::$ filter $p x s$, which allows us to use $q_{2}$ as the return value.

The inspect idiom When generalising the type signature for the auxiliary function, we replace all subterms that match the with-inspected expression. However, sometimes we may need an explicit proof that the with-inspected expression equals the corresponding pattern, which is especially useful if:

- the generalisation mechanism fails to spot subterms that are not syntactically identical but equivalent to the rewritten expression;
- we get additional occurrences of the rewritten expression from further reduction after generalisation has taken place;
- we with-inspect pairs/tuples of expressions or similar values, which blocks generalisation on the components of the pair/tuple entirely.

We can obtain an explicit proof of equality by creating an auxiliary function with two extra parameters rather than one. Let us consider the following (slightly contrived)
function that introduces the sugared syntax.

$$
\begin{aligned}
& f:(p: a \rightarrow \text { Bool }) \rightarrow(x: a) \rightarrow \text { Either }(p x \equiv \text { True })(p x \equiv \text { False }) \\
& f p x x \text { with } p x \text { proof } e q \\
& f p x \mid \text { True }=\text { Left } e q \\
& f p x
\end{aligned}
$$

The extra argument is the proof eq. In the clause for True, the type of $p f$ is $p x \equiv$ True. In the clause for False, its type is $p x \equiv$ False. The above definition desugars as follows.

```
\(f:(p: a \rightarrow\) Bool \() \rightarrow(x: a) \rightarrow\) Either ( \(p x \equiv\) True \()(p x \equiv\) False \()\)
f \(p x=\)
    let
        \(f^{\prime}:(p: a \rightarrow\) Bool \() \rightarrow(x: a)\)
            \(\rightarrow(p x:\) Bool \() \rightarrow p x \equiv p x\)
            \(\rightarrow\) Either ( \(p x \equiv\) True) ( \(p x \equiv\) False)
        \(f^{\prime} p x\) True eq \(=\) Left eq
        \(f^{\prime} p x\) False \(e q=\) Right \(e q\)
    in \(f^{\prime}(p x)\) Refl
```

Besides the usual extra argument $p x$, we added a proof that $p x \equiv p x$. In the invocation of $f^{\prime}$, we pass Refl there.

This is known as the inspect idiom [Agd17a]. In Agda, it is implemented in the standard library using "magic with", without other compiler support.

Rewrite clauses The trick in Listing 2.29 is so useful that it gets its own syntax in Agda and Idris. The syntax uses the keyword rewrite and in Agda, it simplifies the program as follows.

$$
\begin{align*}
& \text { pf }:(p+q) \equiv(r+s) \rightarrow \operatorname{Vect}(p+q) \mathbb{N} \rightarrow \operatorname{Vect}(r+s) \mathbb{N}  \tag{2.30}\\
& \text { pf eq rewrite } e q=\lambda x s . x s
\end{align*}
$$

If eq : $X \equiv Y$ then a pattern clause of the form

$$
f p_{1} \ldots p_{n} \text { rewrite } e q=R
$$

is syntax sugar for the following. Note the similarity with Listing 2.29.

$$
\begin{aligned}
& f p_{1} \ldots p_{n} \text { with eq with } X \\
& f p_{1} \ldots p_{n}|\operatorname{Refl}|[Y]=R
\end{aligned}
$$

In Agda, rewrite clauses are closely related to with clauses and can be mixed with them. In Idris, the rewrite sugar works at the expression level. In this dissertation, I will use the Agda variant.

Our function pf has thus shrunk significantly from its initial fully explicit implementation in Listing 2.28, through an implementation with "magic with" in Listing 2.29 to the one-liner in Listing 2.30.

### 2.2.5.4 Case expressions

Like with clauses, case expressions can be desugared to local let-bound pattern matching definitions as well. The difference between case expressions and with clauses is that case expressions are expressions and thus can appear anywhere in an expression context. The consequences of this are described below.

There are two different approaches - a minimalistic one and a maximalistic one. Let us first look at an example.

```
filter : \((a \rightarrow\) Bool \() \rightarrow\) List \(a \rightarrow\) List \(a\)
filter \(p \quad \mathrm{Nil}=\) Nil
filter \(p(x:: x \mathrm{~s})=\)
case \(p x\) of
    True \(\Rightarrow x\) :: filter \(p x s\)
    False \(\Rightarrow\) filter \(p x s\)
```

The minimalistic approach desugars a case expression to a local function with just one argument - the scrutinee.

```
filter : \((a \rightarrow\) Bool \() \rightarrow\) List \(a \rightarrow\) List \(a\)
filter \(p \quad\) Nil \(=\) Nil
filter \(p(x:: x \mathrm{~s})=\)
    let
        \(f:\) Bool \(\rightarrow\) List \(a\)
        \(f\) True \(=x::\) filter \(p x s\)
        \(f\) False \(=\) filter \(p x s\)
    in \(f(p x)\)
```

The maximalistic approach includes all pattern variables in scope at point of the case expression.

```
filter : \((a \rightarrow\) Bool \() \rightarrow\) List \(a \rightarrow\) List \(a\)
filter \(p \quad\) Nil \(=\) Nil
filter \(p(x:: x s)=\)
    let
        \(f:(a \rightarrow\) Bool \() \rightarrow a \rightarrow\) List \(a \rightarrow\) Bool \(\rightarrow\) List \(a\)
        \(f \quad p x x\) s True \(=x::\) filter \(p x s\)
        \(f p x\) xs False \(=\) filter \(p x s\)
        in \(f p x \times \operatorname{s}(p x)\)
```

This maximalistic approach, combined with good type inference and elaboration, can provide basic forms of dependent pattern matching because the auxiliary function has all the necessary components - in fact, it is identical to a function generated by a with clause.

However, the main problem in desugaring of case expressions is determining the right type signature for $f$, since the surface syntax of case expressions normally does not include type annotations and, unlike with clauses, case expressions can occur deep in expressions on the RHS, where the appropriate return type is no longer clear. Augustsson notes that this problem is undecidable and Cayenne requires explicit type annotations on case expressions [Aug99], while Idris requires that the type annotation is "inferrable", which is defined by the implementation. Coq's match, mentioned in Section 2.1.8.2, allows explicit type annotations.

Magic case Like with "magic with" (Section 2.2.5.3), the desugaring procedure could also generalise the scrutinee in the type of the auxiliary function for case expressions, yielding "magic case".

Termination checking In Section 2.2.5.1, I mentioned that using local let binding for auxiliary definitions may make it easier to prove termination for recursive functions than mutually recursive auxiliary definitions.

The "maximalistic" definition of filter in Listing 2.32 is not very different from a definition with a mutually recursive auxiliary function. However, the minimalistic definition in Listing 2.31 invokes filter recursively on the list $x s$, which is bound as an argument of filter, not as an argument of the auxiliary function and is therefore structurally smaller than $x:: x$ s.

Direct access to the pattern variables of the parent function may make this approach terminate more obviously, even without more sophisticated approaches like the size-change principle [LJBA01].

### 2.2.6 Well-founded recursion

To keep termination checking tractable, dependently typed languages allow only recursive calls with decreasing arguments, where "decreasing" means the notion of "being a syntactic subterm". However, there are other non-syntactic and useful notions of "decreasing" that we would like to use.

A good example is (functional) Quicksort. We know that the function terminates but the computer cannot see it because the arguments to the recursive calls have a more complicated relationship with $(x:: x s)$ than being its subterms.

```
qsort: List }\mathbb{N}->\mathrm{ List }\mathbb{N
qsort Nil = Nil
qsort (x :: xs) = qsort (filter ( 
```

This is a case where well-founded recursion can help.

Accessibility We say that an element $x$ of type $a$ is accessible by relation < if all elements $y$ such that $y<x$ are accessible. The notion of accessibility does not define any base case explicitly ("accessible from where?"), but there is still a natural base case where there are no elements smaller than $x$.

$$
\begin{aligned}
& \text { data Acc }:(a \rightarrow a \rightarrow \text { Type }) \rightarrow a \rightarrow \text { Type where } \\
& \text { MkAcc }:(a c c:(y: a) \rightarrow(y<x) \rightarrow \operatorname{Acc}(<) y) \rightarrow \operatorname{Acc}(<) x
\end{aligned}
$$

Well-founded relations Relation $(<): a \rightarrow a \rightarrow$ Type is well-founded if all elements in $a$ are accessible with <.

$$
\begin{aligned}
& \text { WellFounded : }(a \rightarrow a \rightarrow \text { Type }) \rightarrow \text { Type } \\
& \text { WellFounded }(<)=(x: a) \rightarrow \operatorname{Acc}(<) x
\end{aligned}
$$

A (constructive) proof of well-foundedness is therefore a function that gives us a proof of accessibility for any desired element.

### 2.2.6.1 Constructing proofs of accessibility

Let us give a proof of well-foundedness of < on natural numbers. Since we already use the symbol < for the Boolean-valued function, we will use $<$ for the type-level relation.

First, we need to define the relation $\prec$. We will use the formulation from the standard library of Idris and Agda. Although accessibility is easier to prove for an alternative formulation with LEZ : $n \leq n$ and LES : $m \leq n \rightarrow m \leq S n$, this formulation seems to be more useful in general.

$$
\begin{aligned}
& \text { data }(\leq): \mathbb{N} \rightarrow \mathbb{N} \rightarrow \text { Type where } \\
& \text { LEZ }: \mathrm{Z} \leq n \\
& \text { LES }: m \leq n \rightarrow \mathrm{~S} m \leq \mathrm{S} n \\
& (<): \mathbb{N} \rightarrow \mathbb{N} \rightarrow \text { Type } \\
& m<n=\mathrm{S} m \leq n
\end{aligned}
$$

As a matter of convention, "LE" means "less than or equal" and "LT" means "strictly less than".

Now we can give a proof that $<$ is well founded on the naturals.

```
trans\leq:x\leqy->y\leqz->x\leqz
trans\leq LEZ _ = LEZ
trans\leq(LES xLEy)(LES yLEz) = LES (trans\leq }x\mathrm{ (LEy yLEz)
```

```
wf}<< : WellFounded (<
wf}<x=MkAcc(\operatorname{acc}x
```

where

```
acc \(:(x: \mathbb{N}) \rightarrow(y: \mathbb{N}) \rightarrow y \prec x \rightarrow \operatorname{Acc}(<) y\)
\(\operatorname{acc}\left(\lceil\mathrm{S}\rceil x^{\prime}\right) y\left(\lceil\mathrm{LES}\rceil y L E x^{\prime}\right)\)
        \(=\operatorname{MkAcc}(\lambda z . \lambda z L T y\).
                acc \(x^{\prime} z\left(\right.\) trans \(\left.\left._{\leq} z L T y ~ y L E x^{\prime}\right)\right)\)
```

We give a proof of accessibility of any specific $x$ by first generalising over $x$ using a function acc. By pattern matching on the proof that $y<x$, we learn that it must have been constructed using LES because $y<x$ is an alias for $S y \leq x$ and LEZ cannot be used for proofs with $\mathrm{S}_{-}$on the LHS.

From that, we also know that $x$ is a successor, namely $\mathrm{S} x^{\prime}$. This will allow us to invoke acc recursively later.

In the lambda inside MkAcc, we have to prove accessibility of any $z$ that we know is strictly smaller than $y$. Because we know that $y \leq x^{\prime}$, we know that $z<x^{\prime}$ by transitivity and we can invoke acc on $x^{\prime}$ and $z$ recursively because $x^{\prime}$ is a direct subterm of $x$.

Sized types We can easily construct accessibility predicates for any size mapping, which is a map from a type to $\mathbb{N}$, using exactly the same approach as we used with $<$ and the natural numbers.

$$
\begin{aligned}
& \left(\sqsubset_{s}\right):\{s: a \rightarrow \mathbb{N}\} \rightarrow a \rightarrow a \rightarrow \text { Type } \\
& x \sqsubset_{s} y=s x<s y
\end{aligned}
$$

```
\(\mathrm{wf}_{\sqsubset}:(s: a \rightarrow \mathbb{N}) \rightarrow\) WellFounded \(\left(\sqsubset_{s}\right)\)
```

$\mathrm{wf}_{\sqsubset}$ s $x=\operatorname{MkAcc}(\operatorname{acc}(s x))$

## where

$$
\begin{aligned}
& \operatorname{acc}:(s x: \mathbb{N}) \rightarrow(y: a) \rightarrow s y<s x \rightarrow \operatorname{Acc}\left(\sqsubset_{s}\right) y \\
& \operatorname{acc}\left(\lceil\mathrm{~S}\rceil s x^{\prime}\right) y\left(\lceil\mathrm{LES}\rceil s y L E s x^{\prime}\right) \\
& =\operatorname{MkAcc}(\lambda z . \lambda s z L T s y . \\
& \left.\quad \operatorname{acc} s x^{\prime} z\left(\text { trans }^{\prime} s z L T s y s y L E s x^{\prime}\right)\right)
\end{aligned}
$$

This is very useful because we immediately get a proof of well-foundedness of $\sqsubset_{\text {length }}$ on lists, ᄃ $_{\text {depth }}$ on trees etc.

The standard library of Agda contains a more general proof for any preimage.

### 2.2.6.2 Example: Quicksort

We can now implement functional Quicksort using well-founded recursion. First, we need to prove that filter does not make lists longer.

$$
\begin{aligned}
& \text { leS }: m \leq n \rightarrow m \leq \mathrm{S} n \\
& \text { leS LEZ }=\text { LEZ } \\
& \text { leS }(\text { LES } x)=\text { LES }(\operatorname{leS} x)
\end{aligned}
$$

$$
\begin{align*}
& \text { filterLen : }\{p: a \rightarrow \text { Bool }\} \rightarrow\{x s: \text { List } a\} \rightarrow \text { length }(\text { filter } p x s) \leq \text { length } x s \\
& \text { filterLen }\{\mathrm{xs}=\text { Nil }\}=\mathrm{LEZ} \\
& \text { filterLen }\{p\}\{\times \mathrm{xs}=x:: x s\} \text { with } p x  \tag{2.33}\\
& \quad \mid \text { True }=\mathrm{LES} \text { filterLen } \\
& \quad \mid \text { False }=\operatorname{leS} \text { filterLen }
\end{align*}
$$

The definition of filterLen uses "magic with" (Section 2.2.5.3) to reduce the application of filter to a more specific value in each branch.

Now we can proceed to define qsort.

```
qsort : List \mathbb{N}->\mathrm{ List }\mathbb{N}
qsort xs with wf}\sqsubset\mathrm{ [ length }x
qsort Nil | _ = Nil
qsort (x :: xs) | \lceilMkAcc\rceil acc =
    (qsort (filter (\leqx)xs)|acc_(LES filterLen))
    # (x :: Nil)
    # (qsort (filter (>x)xs)|acc_(LES filterLen))
```

This definition uses explicit invocation of auxiliary with functions using the symbol |, as described in Section 2.2.5.2.

The key trick in this definition of qsort is that although we still recurse on lists that are not syntactically smaller, the application of acc in the recursive call is syntactically smaller than MkAcc acc and Idris accepts the function as structurally recursive on the accessibility proof.

### 2.2.6.3 Example: Mergesort

In Section 2.1.4, we already saw a data type representing splits of lists.

$$
\begin{aligned}
& \text { data Split }{ }_{x} \text { : List } a \rightarrow \text { Type where } \\
& \quad \text { MkSplit }_{x}:(l s: \text { List } a) \rightarrow(r s: \text { List } a) \rightarrow \text { Split }_{x}(l s+r s)
\end{aligned}
$$

Constructor $\mathrm{MkSplit}_{x}$ contains $l s$, the left part of the list, and $r s$, the right part of the list, and it represents the list $l s+r s$, where $\#$ is the list concatenation operator.

```
pushL: (x:a) -> Split xs }->\mathrm{ Split (x:: xs)
pushL }x\mathrm{ SNil =SOne }
pushL x (SOne y) = SMore x Nil y Nil
pushL x (SMore y ys zzs) = SMore x (y :: ys) zzs
halve : (xs: List a)}->\mathrm{ Split }x\mathrm{ s
halve Nil = SNil
halve }\quad(x:: Nil)=SOne 
halve (x::y :: xs ) with 1+ length xs
halve (x:: y::xs) | Z = SMore x Nil y xs
halve (x::y::xs)| S Z = SMore x Nil y xs
halve (x::y :: Nil)|S(S k)= SMore x Nil y Nil
halve (x::y :: z:: xs) | S (S k) = pushL x (halve (y::z :: xs)|k)
```

Figure 2.5: Halving a list, producing a Split as shown in Listing 2.34

We could therefore write a function halve that takes a list and returns a Split of it containing the two halves of the list.

```
halve : \((x s:\) List \(a) \rightarrow\) Split \(x s\)
```

The fact that halve splits lists into (approximately) equal parts is not encoded in the return type but that is not necessary for our purposes.

However, we do need to make it explicit that the components of a split are shorter than the whole list - that we we are not going to split the list $x$ s into MkSplit $_{\boldsymbol{x}}$ Nil $x s$, for example. Let us therefore use a different type for list splits.

$$
\begin{align*}
\text { data Split }: & \text { List } a \rightarrow \text { Type where } \\
\text { SNil }: & \text { Split Nil } \\
\text { SOne }: & (x: a) \rightarrow \text { Split }(x:: \text { Nil })  \tag{2.34}\\
\text { SMore }: & (x: a) \rightarrow(x s: \text { List } a) \\
& \rightarrow(y: a) \rightarrow(y s: \text { List } a) \\
& \rightarrow \text { Split }(x:: x s+y:: y s)
\end{align*}
$$

This time, the constructors represent empty lists, singleton lists, and lists that split into two nonempty parts.

We can now implement the halving function, which can be seen in Figure 2.5, and prove two lemmas about lists (Figure 2.6).

```
refl \(\leq: n \leq n\)
refl \(\leq\{x=Z\}=L E Z\)
refl \(\leq\{x=S n\}=L E S\) refl \(\leq\)
shorterL: \(x s \sqsubset_{\text {length }} x s+y:: y s\)
shorterL \(\{\mathrm{xs}=\) Nil \(\} \quad=\) LES LEZ
shorterL \(\{\mathrm{xs}=x:: x s\}=\) LES shorterL
shorterR: \(y s \sqsubset_{\text {length }} x:: x s+y s\)
shorterR \(\{\mathrm{xs}=\) Nil\} \(\}=\) LES refl \(\leq\)
shorterR \(\{\mathrm{xs}=x:: x s\}=\operatorname{leS}(\) shorterR \(\{\mathrm{x}=x\})\)
```


## Figure 2.6: Two lemmas about lists

The function that merges two sorted lists, merge, is nothing surprising, either.

```
merge : List \(\mathbb{N} \rightarrow\) List \(\mathbb{N} \rightarrow\) List \(\mathbb{N}\)
merge Nil ys \(=y s\)
merge \(x s \quad\) Nil \(=x s\)
merge ( \(x:: x\) s) ( \(y:: y s\) ) with \(x \leq y\)
    | True \(=x::\) merge \(x s(y:: y s)\)
    | False \(=y::\) merge \((x:: x \mathrm{~s})\) ys
```

Finally, we can implement msort using everything that we have defined so far.

| msort | $x$ s |  | h $x$ s |  |
| :---: | :---: | :---: | :---: | :---: |
| msort | $x$ s | I _ | with halv |  |
| msort | [Nil] | - | \| SNil | $=\mathrm{Nil}$ |
| msort | [ $x:: \mathrm{Nil}$ ] | - | \| SOne $x$ | $=x:: \mathrm{Nil}$ |
| msort [ $y:: y s+z:: z s] \mid[\mathrm{MkAcc}]$ acc \| SMore $y$ ys $z z s$ |  |  |  |  |
| = merge |  |  |  |  |
|  |  |  |  |  |
| (msort (z : $z s$ ) \|acc_ $($ shorterR $\{y s=z:: z s\})$ ) |  |  |  |  |

Like in the case with Quicksort, the termination checker observes that acc is a strictly decreasing argument and therefore msort is accepted as total.

### 2.2.6.4 Accessibility and strong induction

Well-founded recursion is to structural recursion what strong induction is to ordinary (weak) induction. Defining accessibility therefore corresponds to proving the strong induction principle from the weak induction principle. The power of well-founded recursion thus comes from a stronger induction hypothesis.

### 2.2.7 Domain predicates

Bove and Capretta [BC05] present a way of extracting a termination argument from the definition of a function, allowing it to be proven separately. Termination arguments are implemented by domain predicates, which describe which values of the input type are in the domain of the function - for which inputs the function is defined. A domain predicate is implemented as an accessibility predicate (Section 2.2.6) tailored for the function in question.

Bove-Capretta's method does not make proving termination easier per se; constructing the proof that all values belong to the domain of a function is exactly as hard as proving termination of the function itself. So although we may still have to resort to well-founded recursion when proving the termination argument, the proof is written separately and does not interfere with the business logic of the program we are writing and does not clutter its code.

A separate and explicit termination argument also makes it straightforward to postulate termination.

Besides separation of concerns, Bove-Capretta's method allows modelling partiality as well - in such cases, the domain predicate does not cover all possible inputs to the function.

### 2.2.7.1 Example: Quicksort

As an example, let us implement functional Quicksort again. First, we define a specialised accessibility/domain predicate.

```
data QSortAcc: List \mathbb{N}->\mathrm{ Type where}
    QNil : QSortAcc Nil
    QCons: QSortAcc (filter ( 
        QSortAcc (filter (>x) xs)
        QSortAcc (x :: xs)
```

This allows us to define qsort' in a very straightforward way because each constructor of QSortAcc corresponds to exactly one pattern clause and it contains exactly the recursive fields needed for recursive calls in qsort ${ }^{\prime}$.

```
qsort \({ }^{\prime}:(x s: \operatorname{List} \mathbb{N}) \rightarrow\) QSortAcc \(x s \rightarrow\) List \(\mathbb{N}\)
qsort \({ }^{\prime}\) Nil [QNil] = Nil
qsort' \((x:: x \mathrm{~s})\) (โQCons \(\rceil \operatorname{acc} L \operatorname{acc} R)=\)
    qsort' (filter \((\leq x) x s) a c c L\)
    \# ( \(x:: \mathrm{Nil}\) )
    \# qsort' (filter (>x) xs) accR
```

The definition of qsort' is not very different from the ordinary definition shown in Listing 2.15. There is one extra argument, which is just mechanically matched and
passed to recursive calls; nothing non-trivial happens with it.
The question of termination has been entirely deferred to the accessibility predicate: all recursive calls are structural because the structure of the accessibility predicate mirrors the call structure of our function.

Also note that all components of all accessibility proofs are either forced or end up as accessibility proofs in recursive calls.

Proving accessibility If we want to show that the function terminates on all inputs, we have to prove the domain predicate for any given value of the input type. In the case of Quicksort, we have to implement the following function.

```
qsortAcc: (xs : List \mathbb{N})->\mathrm{ QSortAcc xs}
```

We can do it in any way we like but possibly the easiest way is to use general-purpose accessibility and reuse filterLen from Listing 2.33 in Section 2.2.6.2.

```
qsortAcc : \((x s:\) List \(\mathbb{N}) \rightarrow\) QSortAcc \(x s\)
qsortAcc \(x s\) with wf \(f_{\Gamma}\) length \(x s\)
qsortAcc Nil |_ = QNil
qsortAcc \((x:: x \mathrm{~s}) \mid\lceil\) MkAcc \(\rceil\) acc \(=\)
    QCons
        (qsortAcc_|acc_(LES filterLen))
        (qsortAcc_|acc_(LES filterLen))
```

The above proves that Quicksort terminates on all inputs, which allows us to write a total, terminating qsort, yet again.

```
qsort : List \(\mathbb{N} \rightarrow\) List \(\mathbb{N}\)
qsort \(x s=\) qsort' \(x s\) (qsortAcc \(x s\) )
```


### 2.2.7.2 Example: Mergesort

The domain predicate for Mergesort is similar but unlike in Quicksort, we branch on a (non-recursive) view of the list, as seen in Listing 2.36. This intermediate step in computation splits our domain predicate into two mutually recursive definitions (Figure 2.7).
Here, the function halve comes from Figure 2.5.
If we wish to avoid mutual recursion, we could inline the function into the data type, obtaining the definition shown in Figure 2.8. Both versions lead to the same code, except for minor variation in type signatures.

```
mutual
    data MSAcc' : Split \(x s \rightarrow\) Type where
            MSNil : MSAcc' SNil
            MSOne : MSAcc' (SOne \(x\) )
            MSMore : MSAcc (x :: xs)
                    \(\rightarrow\) MSAcc ( \(y:: y s)\)
                    \(\rightarrow\) MSAcc' \(^{\prime}\) (SMore \(x\) xs \(y\) ys)
    MSAcc: List \(a \rightarrow\) Type
    MSAcc \(x s=\) MSAcc' \((\) halve \(x s\) )
```

Figure 2.7: Mutually recursive domain predicate for Mergesort

```
data MSAcc: Split xs -> Type where
    MSNil : MSAcc SNil
    MSOne : MSAcc (SOne x)
    MSMore : MSAcc (halve (x :: xs))
            MMSAcc (halve (y :: ys))
            MMSAcc (SMore x xs y ys)
```

Figure 2.8: Non-mutually-recursive domain predicate for Mergesort

With the mutually recursive formulation of the domain predicate, we can implement msort' as follows.

```
msort' \(:(x s:\) List \(\mathbb{N}) \rightarrow \operatorname{MSAcc} x s \rightarrow\) List \(\mathbb{N}\)
msort \({ }^{\prime} \quad x \mathrm{~s}\) acc with halve \(x\) s
\(\left.\begin{array}{lll}\text { msort }^{\prime} & {[\text { Nil }]} & {[M S N i l]}\end{array} \right\rvert\,\) SNil \(\quad=\) Nil
msort \({ }^{\prime} \quad[x::\) Nil \(] \quad[\) MSOne \(] \quad \mid\) SOne \(x \quad=x::\) Nil
msort' \([y:: y s+z:: z s]\) (「MSMore] accL accR) | SMore y ys \(z z s\)
    \(=\) merge
        (msort' (y :: ys) accL)
        (msort' (z :: zs) accR)
```

Operationally, this definition splits its input argument, the list, into halves, and then it matches on the possible splits while forcing the list into the forms implied by each split. In this case, even though the list argument is fully forced in most clauses, it is still inspected - we constructed the halves from it.

The domain predicate can be shown to hold for any list.

```
msAcc:(xs : List \mathbb{N})->\mathrm{ MSAcc xs}
msAcc xs with wf
msAcc xs |acc with halve xs
msAcc [Nil] |acc | SNil = MSNil
msAcc [x:: Nil] |acc | SOne x = MSOne
msAcc [y :: ys + z :: zs] | [MkAcc] acc | SMore y ys z zs
    = MSMore
        (msAcc _ | acc _ (shorterL {xs = y :: ys}))
    (msAcc _ | acc _ (shorterR {ys = z :: zs}))
```

The functions shorterL and shorterR show that the components of a split are strictly shorter than the whole list. They are defined in Figure 2.6.

This finally leads to the implementation of msort, which puts all the pieces together.

```
msort : List \mathbb{N}->\mathrm{ List }\mathbb{N}
msort xs = msort' xs (msAcc xs)
```


### 2.2.8 Views

A view [Wad87b; MM04] of a structure is an alternative representation of the structure with the same meaning. Using an alternative representation of data can make programs clearer, easier to write, or more efficient (or all of the above).

This section makes heavy use of the notation introduced in Section 2.2.5.

### 2.2.8.1 Example: Last-element view of lists

Lists are defined as either being empty or having a head (left-most element) and a tail (the list without the left-most element). It is not therefore possible to match on the list from the right, which we could use to reverse lists.

```
reverse \(_{\boldsymbol{x}}\) : List \(a \rightarrow\) List \(a\)
reverse \(_{x} \quad \mathrm{Nil}=\mathrm{Nil}\)
reverse \(_{\boldsymbol{x}}(x s+x::\) Nil \()=x::\) reverse \(_{\boldsymbol{x}} x\) s -error: not a pattern: \((x s+x::\) Nil \()\)
```

Although the LHS of the second clause looks unambiguous to humans, the symbol + is a user-defined function and as such it cannot be inverted. (It is common to define $\mathrm{\#}$ and :: as right-associative at the same precedence level so $x s+x$ :: Nil $=x s+(x::$ Nil).)

However, we can make a view of the list, indexed with the original list to keep the link between the original and the view.

```
data SnocView: List a Type where
    SNil : SnocView Nil
    SSnoc:(xs:List a)->(x:a)->\mathrm{ SnocView (xs + x :: Nil)}
```

The name "snoc" is the reverse of the word "cons", which is a traditional name for the operation that prepends an element at the beginning of a list. Linked lists that extend to the right by appending elements are therefore often called snoc-lists.

We can add a covering function that constructs the view from any list.

| snocView | Nil | SNil |  |
| :---: | :---: | :---: | :---: |
| snocView | ( $x:: x s$ ) | with snocView $x$ |  |
| snocView | ( $x::$ [ Nil$]$ ) | \| SNil |  |
| snocView | [ys + y : | \| SSno |  |

The covering function itself uses the view recursively on the tail of the list, constructing the view of the whole list from the view of the tail.

Now we can implement reverse using the Snoc view.
reverse: List $a \rightarrow$ List $a$
reverse $\quad x \mathrm{~s} \quad$ with snocView $x \mathrm{~s}$
reverse $\quad[\mathrm{Nil}] \quad \mid$ SNil $\quad=$ Nil
reverse $[x s+x:: \mathrm{Nil}]$

Notice how the function looks similar to the failed attempt in Listing 2.37. However, it works differently - it branches on the view and also projects the variables $x$ and $x s$ from the view, which forces the form of the whole list.

### 2.2.8.2 Recursive views

The definition of reverse in Listing 2.38 has two major drawbacks:

- it does not run in linear time because it calculates snocView of the tail in every recursive step;
- it is not accepted as terminating because the recursive call is not performed on an (obvious) subterm of the argument of the parent call.

One way of solving these problems is making SnocView recursive - instead of containing the prefix $x s$ as a list, the constructor SSnoc could contain the prefix already in the

```
appAssoc: \((x s:\) List \(a) \rightarrow(y s:\) List \(a) \rightarrow(z s:\) List \(a)\)
    \(\rightarrow(x s+y s)+z s \equiv x s+(y s+z s)\)
appAssoc Nil ys \(z s=\) Refl
\(\operatorname{appAssoc}(x:: x s)\) ys \(z s=\operatorname{cong}(x::)(a p p A s s o c x s\) ys \(z s)\)
appNil : \((x s:\) List \(a) \rightarrow x s=x s+\) Nil
appNil Nil \(=\) Refl
\(\operatorname{appNil}(x:: x s)=\operatorname{cong}(x::)(\operatorname{appNil} x s)\)
snocViewRec : \((x s:\) List \(a) \rightarrow\) SnocViewRec \(x s\)
snocViewRec \(=\) svRec SRNil
    where
        svRec: SnocViewRec \(x s \rightarrow(y s:\) List \(a) \rightarrow\) SnocViewRec \((x s+y s)\)
        svRec \(\{x s\}\) sxs Nil rewrite appNil \(x\) s
        \(=s x s\)
        \(\operatorname{svRec}\{x s\}\) sxs ( \(y:: y s)\) rewrite appAssoc \(x s(y::\) Nil) ys
            \(=\operatorname{svRec}(\) SRSnoc \(s x s y) y s\)
```

The function snocViewRec is implemented via its generalised form svRec, which describes a linear list traversal: at the beginning, the SnocViewRec is empty and $y s$ is equal to the whole list. Each recursive step then moves one element from the beginning of $y s$ to the end of $x s$ (and thus $s x s$ ). The invariant that the whole list is equal to $x s+y s$ is thus always kept.

Figure 2.9: Implementation of snocViewRec
form of a (recursive) snoc view. This gives rise to SnocViewRec.

```
data SnocViewRec:List }a->\mathrm{ Type where
    SRNil : SnocViewRec Nil
    SRSnoc :(sxs : SnocViewRec xs) }->(x:a)->\mathrm{ SnocViewRec (xs + x :: Nil)
```

In the definition above, $x$ s becomes an implicit and the focus shifts to $s x s$, which is the SnocViewRec view of $x$ s.

We can provide a covering function snocViewRec with the following type. Its implementation is shown in Figure 2.9.

```
snocViewRec : (xs: List a) }->\mathrm{ SnocViewRec xs
```

This allows us to write a more efficient implementation of reverse, using the notation introduced in Section 2.2.5.2.

```
reverse : List \(a \rightarrow\) List \(a\)
\begin{tabular}{lcll} 
reverse & \(x s\) & with snocViewRec \(x s\) \\
reverse & {\([\mathrm{Nil}]\)} & \(\mid\) SNil & \(=\) Nil \\
reverse & {\([x s+x:: \mathrm{Nil}]\)} & \(\mid\) SSnoc \(\{x s\} s x s\) & \(x\)
\end{tabular}
```

This implementation calculates the view only once, which takes linear time, and then traverses it once, using the symbol | to provide the appropriate subview explicitly in
each step.
Computing the recursive snoc view of a list is equivalent to reversing the list except that the extra typing information keeps the links between the original list and its reversed form.

Advantages of recursive views Recursive views therefore give us both components needed to implement the programs we want.

- Views present data in a way that is useful for the programs that we want to write (e.g. halves instead of head and tail).
- The recursive nature of recursive views means that a view intrinsically contains a termination argument for a function that recurses over it.

Laziness In languages that are strict by default but feature optional laziness, such as Idris, it may be beneficial to make recursive occurrences of views in their constructors lazy. This will avoid computing the full view in advance; instead, the view will be constructed as the function progresses, while still making the function pass the termination check.

### 2.2.8.3 Example: V-views

Suppose that we need to check whether a list is a palindrome and if it is, produce a proof of the fact. The predicate "is a palindrome" is encoded by the following type family.

```
data Palindrome: List a T Type where
    PNil : Palindrome Nil
    POne : Palindrome (x :: Nil)
    PMore : Palindrome mid }->\mathrm{ Palindrome ( }x::=\mathrm{ mid + x :: Nil)
```

The view SnocViewRec lets us access the end of the list. However, in this case, we need access to both ends at the same time. We can get that using a V-view.

```
data VV iew : List \(a \rightarrow\) Type where
    VNil : VView Nil
    VOne : \((x: a) \rightarrow\) VView ( \(x::\) Nil)
    VMore \(:(l: a) \rightarrow(\) mid \(V:\) VView mid \() \rightarrow(r: a) \rightarrow\) VView \((l::\) mid \(+r::\) Nil \()\)
```

The name "V-view" comes from the visualisation of a list folded in the middle to obtain a V-shaped structure, as shown in Figure 2.10.

Then, given a covering function, whose implementation I omit,

$$
\vee \text { View }:(x s: \text { List } a) \rightarrow \text { VView } x s,
$$


(A) Linear list

(в) V-view of a list

Figure 2.10: V-views
we can implement the palindrome (semi-)decision procedure as follows ${ }^{6}$.

```
isPalin : \((x s:\) List \(a) \rightarrow\) Maybe (Palindrome \(x s)\)
\(\begin{array}{lcll}\text { isPalin } & x s & \text { with } v \text { View } x s \\ \text { isPalin } & {[\mathrm{Nil}]} & \mid \text { VNil }\end{array} \quad=\) Just PNil
isPalin \(\quad[x::\) Nil] |VOne \(x \quad=\) Just POne
isPalin [ \(l::\) mid \(+r::\) Nil] | VMore \(l\) mid \(V r\) with \(\operatorname{decEq}_{\mathbb{N}} l r\)
isPalin [ \(l::\) mid \(+r::\) Nil] | VMore \(l\) midV \(r\) | No contra \(=\) Nothing
isPalin [l :: mid + \(l::\) Nil] | VMore \(l\) midV [ \(l] \mid\) Yes [Refl] \(=\)
    case isPalin mid | midV of
        Nothing \(\Rightarrow\) Nothing
        Just pf \(\Rightarrow\) Just (PMore pf)
```

Again, this view removes the necessity to traverse the whole list to get both the last element and the first element in each recursive step.

### 2.2.8.4 Example: Binary numbers

Unary natural numbers, as usually defined in dependently typed languages, (Listing 2.1) are very inefficient - representing a number with magnitude 1000 with a 1000-element linked list is wasteful and will be too slow for any computation with larger numbers.

We can therefore define a binary view of unary numbers, called Bin.
data Bit: $\mathbb{N} \rightarrow$ Type where
0 : Bit 0
I : Bit 1
data Bin : $($ width $: \mathbb{N}) \rightarrow($ value $: \mathbb{N}) \rightarrow$ Type where
N : Bin Z Z
(\#) : $\operatorname{Bin} w n \rightarrow \operatorname{Bit} b \rightarrow \operatorname{Bin}(S w)(b+n+n)$

[^5]```
data Sum : \(\mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \rightarrow\) Type where
    MkS: Bit \(h i \rightarrow\) Bit lo
        \(\rightarrow c+x+y \equiv l o+h i+h i\)
        \(\rightarrow\) Sum c \(x y\)
adb: Bit \(c \rightarrow \operatorname{Bit} x \rightarrow \operatorname{Bit} y \rightarrow \operatorname{Sum} c x y\)
adb | | | = MkS | | Refl
adb | | \(O=M k S\) | O Refl
adb | O | = MkS | O Refl
adb | \(\mathrm{O} O=\mathrm{MkS} \mathrm{O}\) | Refl
adb O I I = MkS I O Refl
adb O I O = MkS O I Refl
adb O O l = MkS O l Refl
adb O O O = MkS O O Refl
lemmaB: \(\left(c+b+b^{\prime} \equiv l o+h i+h i\right)\)
    \(\rightarrow l o+\left(h i+n+n^{\prime}\right)+\left(h i+n+n^{\prime}\right) \equiv c+(b+n+n)+\left(b^{\prime}+n^{\prime}+n^{\prime}\right)\)
- body omitted
adc: \(\operatorname{Bit} c \rightarrow \operatorname{Bin} w m \rightarrow \operatorname{Bin} w n \rightarrow \operatorname{Bin}(\mathrm{~S} w)(c+m+n)\)
\(\operatorname{adc} c \quad \mathrm{~N} \quad \mathrm{~N}=\mathrm{N} \# c\)
adc c \((x s \# x)(y s \# y)=\)
    case adb c \(x y\) of
        \(\lceil\mathrm{MkS}\rceil\) hi lo eq \(\Rightarrow\) subst \(\left(\mathrm{Bin}_{\text {_ }}\right)(\) lemmaB eq) (adchi \(x\) s ys \# lo)
\(\operatorname{addBin}: \operatorname{Bin} w m \rightarrow \operatorname{Bin} w n \rightarrow \operatorname{Bin}(\mathrm{~S} w)(m+n)\)
addBin \(=\) adc \(O\)
```

Figure 2.11: Implementation of the binary adder

With this view, we can convert numbers back and forth and perform computation in the domain that is more suitable for the task at hand. For example, we can write a binary adder function whose type guarantees that it returns the correct result.

$$
\operatorname{addBin}: \operatorname{Bin} w m \rightarrow \operatorname{Bin} w n \rightarrow \operatorname{Bin}(S w)(m+n)
$$

The implementation of addBin can be found in Figure 2.11.

### 2.2.8.5 Example: Mergesort

Another class of list views are "divide and conquer" views corresponding to algorithms like the Fast Fourier Transform [Cap01], Mergesort, and (functional) Quicksort. Let us implement Mergesort.

The non-recursive view Split in Listing 2.34 has the same drawbacks as SnocView in Section 2.2.8.1 - it has to be recalculated in every recursive step (which is fine in the case of Mergesort because it does not affect its complexity) but most importantly - it is not possible for functions to recurse on the calculated sublists and still be obviously terminating.

We will therefore define a recursive variant of Split in the same way as we did with the snoc view.

```
data SplitRec : List \(a \rightarrow\) Type where
    SRNil : SplitRec Nil
    SROne \(:(x: a) \rightarrow\) SplitRec \((x:: \mathrm{Nil})\)
    SRMore : \((x: a) \rightarrow(x s:\) List \(a) \rightarrow(y: a) \rightarrow(y s:\) List \(a)\)
        \(\rightarrow(s x s: S p l i t R e c(x:: x s)) \rightarrow(s y s: S p l i t R e c(y:: y s))\)
        \(\rightarrow\) SplitRec \((x:: x s+y:: y s)\)
```

Again, the type of the view SplitRec does not prescribe that the list is split into (approximate) halves.

Although SplitRec can represent any recursive split of a list, the covering function halveRec below produces one particular split of a list where the list is halved every time. It uses the functions halve (Figure 2.5) and shorterL/shorterR (Figure 2.6).

```
halveRec : \((x s:\) List \(a) \rightarrow\) SplitRec \(x s\)
\begin{tabular}{|c|c|c|c|c|}
\hline halveRec & \(x\) s & \multicolumn{3}{|l|}{with wf \({ }_{\text {¢ }}\) length \(x\) s} \\
\hline alveRec & \(x\) s & acc & \multicolumn{2}{|l|}{with halve \(x\) s} \\
\hline alveRec & [ Nil ] & - & | SNil & \(=\) SRNil \\
\hline halveRec & [ \(x\) :: Nil] & - & SOne \(x\) & \(=\) SROne \(x\) \\
\hline \multicolumn{5}{|l|}{halveRec [y :: ys + z :: zs] | [MkAcc \(\rceil\) acc | SMore y ys z zs} \\
\hline \multicolumn{5}{|l|}{\(=\) SRMore y ys zzs} \\
\hline \multicolumn{5}{|c|}{(halveRec _ |acc_(shorterL \(\{\mathrm{xs}=\mathrm{y}:: \mathrm{ys}\})\) )} \\
\hline \multicolumn{5}{|c|}{(halveRec _ \(a^{\text {acc }}\) _ (shorterR \(\left.\{\mathrm{x}=z\}\{\mathrm{ys}=z:: z s\}\right)\) )} \\
\hline
\end{tabular}
```

Now we can implement msort as follows, using the function merge from Listing 2.35.

```
msort : List }\mathbb{N}->\mathrm{ List }\mathbb{N
msort xs with halveRec xs
msort [Nil] | SRNil = Nil
msort [x :: Nil] | SROne x = x :: Nil
msort [x :: xs + y :: ys] | SRMore x xs y ys sxs sys
        =merge (msort (x:: xs)|sxs) (msort (y :: ys)| sys)
```

Operational behaviour of views The operational behaviour of msort is now different from what the code might suggest at first sight. The function does take a list and returns a list - but internally, it works in a very different way. First, it turns the list into its SplitRec view (and never calls halveRec again). Then, it recurses on the view, keeping the list just as an index of the view, despite its prominent position in the definition.

The recursive call "msort $(x:: x s) \mid s x s$ " may look like a recursive sorting of $(x:: x s)$ - and it's functional behaviour is exactly that. However, operationally, it ignores the list itself and works on the view of the list, $s x s$.

The same holds for the function reverse in Listing 2.40.

### 2.2.8.6 Recursive views with choice

The constructor SRSnoc of the view SnocViewRec in Listing 2.39 contains one recursive argument. The constructor SRMore of the view SplitRec in Listing 2.41 contains two recursive arguments. In both cases, the recursive arguments appear with fixed indices, which means that the view exactly prescribes the form of the recursive call.

However, sometimes we would like to vary the form of the recursive call for example, we may not know in advance where to split the list, which happens in situations like deserialisation. In such cases, we can observe that a pair of recursive arguments, such as those of SRMore, can be represented as a function (tag : Bool) $\rightarrow T$ (tag), where tag is either True (left component) or False (right component) and $T$ (tag) is a tag-dependent type of the component ${ }^{7}$.

This generalises to the notion of an $n$-tuple being a function $(i: I) \rightarrow T(i)$, where $i$ comes from an index set of a certain (possibly infinite) size, and $T(i)$ gives the component type.

We can therefore encode the type of split views with choice, named SplitRecC.

$$
\begin{aligned}
\text { data SplitC }: & (\text { List } a \rightarrow \text { Type }) \rightarrow \text { List } a \rightarrow \text { Type where } \\
\text { SCNil }: & \text { SplitC rec Nil } \\
\text { SCOne }: & (x: a) \rightarrow \text { SplitC rec }(x:: \text { Nil }) \\
\text { SCMore }: & (x: a) \rightarrow(x s: \text { List } a) \\
& \rightarrow(y: a) \rightarrow(y s: \text { List } a) \\
& \rightarrow(r x s: \operatorname{rec}(x:: x s)) \\
& \rightarrow(r y s: \operatorname{rec}(y:: y s)) \\
& \rightarrow \text { SplitC rec }(x:: x s+y:: y s)
\end{aligned}
$$

data SplitRecC: List $a \rightarrow$ Type where
SRC : $($ splitAt $:(n: \mathbb{N}) \rightarrow$ SplitC SplitRecC $x s) \rightarrow$ SplitRecC $x s$
Now the constructor SRC contains a function that gives us a split at the chosen point. Since we will always want to split lists into smaller parts, in splitAt $n x$ s, we define that $n=0$ means "split $x$ s into head and tail" and $n \geq$ (length $x s-2$ ) means "split $x s$ into all-but-last and last element".

Building the view First, we define non-recursive splitting. For that, we can reuse the type family SplitC with parameter rec $=\lambda_{-}$. Unit.

```
pushSC : (x:a) }->\mathrm{ SplitC ( }\mp@subsup{\lambda}{_}{\prime}.\mathrm{ Unit) xs }->\mathrm{ SplitC ( }\mp@subsup{\lambda}{_}{\prime}.\mathrm{ Unit) (x:: xs)
pushSC }x\mathrm{ SCNil =SCOne }
pushSC x (SCOne y) = SCMore x Nil y Nil () ()
pushSC x (SCMore y ys zzs()()) = SCMore x (y :: ys)zzs() ()
```

[^6]```
splitAt : (n:\mathbb{N})->(xs:List a)}->\mathrm{ SplitC ( }\mp@subsup{\lambda}{-}{}\mathrm{ . Unit) }x\mathrm{ s
splitAt n Nil = SCNil
splitAt n (x:: Nil) = SCOne }
splitAt Z (x:: y :: ys) = SCMore x Nil y ys () ()
splitAt (S n) (x:: y :: ys) = pushSC x (splitAt n (y :: ys))
```

Having non-recursive splitting defined, we can arrange it recursively using wellfounded recursion. This time we use SplitC with parameter rec $=$ SplitRecC.

```
lemmaApp : \((x s:\) List \(a) \rightarrow(y s:\) List \(a) \rightarrow\) length \(y s \leq\) length \((x s+y s)\)
lemmaApp Nil \(y s=\) refl \(_{\leq}\)
lemmaApp \((x:: x s) y s=l e S(l e m m a A p p ~ x s ~ y s)\)
splitC \(:(x s:\) List \(a) \rightarrow(n: \mathbb{N}) \rightarrow\) SplitC SplitRecC \(x\) s
splitC \(\quad x s \quad n\) with \(\mathrm{wf}_{\sqsubset} x s\)
splitC \(\quad x\) s \(\quad n \mid\) acc \(\quad\) with splitAt \(n x\) s
splitC [Nil] \(n \mid\) acc \(\quad\) SCNil \(=\) SCNil
splitC \(\quad[x:: \mathrm{Nil}] \quad n \mid\) acc \(\quad\) SCOne \(x \quad=\) SCOne \(x\)
splitC [y :: ys + z::zs]n|MkAcc acc|SCMore y ys zzs () ()
    \(=\) SCMore y ys \(z z s\)
        (SRC \(\left(\lambda n^{\prime}\right.\). splitC \((y:: y s) n^{\prime} \mid a c c c_{~}(\) LES shorterL \(\left.\left.)\right)\right)\)
        \(\left(\operatorname{SRC}\left(\lambda n^{\prime} . \operatorname{splitC}(z:: z s) n^{\prime} \mid a c c \_(\text {LES }(l e m m a A p p ~ y s ~(z:: z s)))\right)\right)\)
splitRecC \(:(x s:\) List \(a) \rightarrow\) SplitRecC \(x s\)
splitRecC \(x s=\) SRC \((\) splitC \(x s)\)
```

The function splitRecC is therefore the covering function for our recursive view with choice, SplitRecC.

Using the view We can use the view for tasks like deserialisation, where the split point is not known in advance. Suppose we have the following serialisation function that serialises a list of natural numbers to one number containing the length of the list, followed by the list itself. The whole stream is terminated with a zero-length list, which is not part of the encoded information.

```
packL : List \((\operatorname{List} \mathbb{N}) \rightarrow \operatorname{List} \mathbb{N}\)
packL Nil \(=\mathrm{Z}::\) Nil
packL ( \(x s:: x s s\) ) = length \(x s:: x s\) + packL \(x s s\)
```

Using the view SplitRecC, we can implement the deserialisation function unpackL as follows.

```
unpack \(: \mathbb{N} \rightarrow \operatorname{List} \mathbb{N} \rightarrow \operatorname{List}(\operatorname{List} \mathbb{N})\)
unpack' \(x \quad x \mathrm{~s} \quad\) with splitRecC \((x:: x \mathrm{~s})\)
unpack \(x \quad x\) s \(\quad \mid\) 「SRC \(\rceil\) splitAt with splitAt \(x\)
unpack' \(x\) Nil] |_ |SCOne \(x=\) Nil —dangling length tag
unpack' \(x\) [ys \(+z:: z s]\) |_ \(\quad \mid\) SCMore \([x]\) ys \(z\) zs rys rzs
    \(=y s::(\) unpack' \(z z s \mid r z s)\)
unpackL: List \(\mathbb{N} \rightarrow\) List \((\) List \(\mathbb{N})\)
unpackL Nil = Nil
unpackL \((x:: x s)=u^{\prime}\) pack' \(x x s\)
```

The function unpack' takes a non-empty list $x:: x s$ and uses its first element, $x$, as the split position. Notice how the types ensure that the first argument of SCMore, which is a recursive split of $(x:: x s)$, is forced to be equal to $x$.

Now we can check that unpackL $[1,3,3,1,2,3,2,0,1,4,1,2,3,4,0]$ evaluates to $[[3],[1,2,3],[0,1],[1,2,3,4]]$.

### 2.2.9 Summary

Views are a convenient way of reshaping data to fit the access pattern and recursive structure of the desired computation.

The function that constructs a view of a value is called the "covering function" of the view.

In recursive views in strict-by-default languages, it may pay off to make the recursive occurrences lazy to compute the views as we go, rather than in advance.

Well-founded recursion and domain predicates In Sections 2.2.6 and 2.2.7, we saw two related ways of implementing non-structural recursion. In both cases, recursive calls were made with an extra value: the termination argument.

The recursive calls usually have the form $f x_{1} \ldots x_{n} \mid$ acc, where $f x_{1} \ldots x_{n}$ is the recursive call as it would be written in a language like Haskell, and acc is "the reason why the recursive call is terminating". This particular piece of syntax sugar that Idris introduced, the \| notation, makes the recursive call so neat.

If a type has a size mapping from its elements into the natural numbers, we can easily generate accessibility predicates using this mapping. A useful instance is length and lists.

It is also remarkable that in all cases of well-founded recursion and domain predicates, all components of the termination argument are either forced in a pattern match, or unused, or passed down to recursive calls as sub-termination arguments.

Brady, McBride, and McKinna observe that accessibility/domain predicates can always be erased, which "restores the original operational behaviour of the program by computation on the indices". [BMM04]

Therefore, since $a c c$ is erasable, a recursive call with the form $f x_{1} \ldots x_{n} \mid a c c$ compiles to just $f x_{1} \ldots x_{n}$-exactly the recursive call that we intended to write. Using the sugar of with clauses, we achieved something that looks like a compiler-supported termination argument but in fact desugars to ordinary core code.

My erasure approach in Chapter 5 can spot and erase all these termination arguments, while the approach in Chapter 4 can spot and erase some of them - those without choice (see below); in other words, those that do not involve higher-order functions. (I do not give a formal proof.)

Views Views are different from accessibility predicates in that they are informative. They are designed to be an alternative representation of data, not just a proof of termination, although they may include the latter. Therefore they contain all the data that was contained in the original structure.

In this case, a call of the form $f x_{1} \ldots x_{n} \mid$ view is operationally a call on the view, while $x_{1} \ldots x_{n}$ are just its indices (see Section 2.1.4.4), and as we will see later, they will generally be erased.

In Section 2.2.8.1, we saw an example of a non-recursive view, which made writing functions more convenient but did not help us with writing recursive functions.

Section 2.2.8.2 introduced recursive views, which were structured recursively in exactly the same way as our algorithms required. This makes termination trivial - all recursion is structural over the view.

Finally, Section 2.2.8.6 introduced recursive views with choice, which do not fix the form of the recursive call in advance and instead give a sub-view for any possible recursive call.

### 2.2.9.1 The view cube

Let us additionally extend the word "view" to include accessibility predicates and domain predicates. Then we can classify views by three criteria.

Structure Does the view have a recursive structure that we could possibly exploit as a proof of termination when writing recursive programs?

Choice If the view has a recursive structure, is it fixed in advance or can we choose how it branches locally at the point of a recursive call? Is it tailored to a particular function or is it meant to be more reusable?

For finite branching, there is theoretically no distinction between views with choice and views without it. In practice, a view that contains a function that computes sub-views is a view with choice.


Figure 2.12: The view cube

Informativeness Does the view contain all the information present in the original data and do we regard it as its alternative representation?

Or does it contain no interesting information and can we erase it before running the program?

This criterion is not entirely intrinsic to the view and is mostly related to how it is (intended to be) used. An informative view can be used as non-informative by simply ignoring its informative parts (but not vice versa).

These three criteria classify views into a view cube (Figure 2.12). The corner "Fun" represents "views" that are informative, non-structural, and allow the user choose the form of the call. This description fits ordinary function calls.

## Chapter 3

## Motivation

### 3.1 Why we need erasure

Although it may not be obvious in their surface languages thanks to elaboration, dependently typed programs contain a lot of information, such as type annotations or values of implicit arguments.

However, not all information contained in programs is necessary to perform the computation that the programs describe. Often, a substantial part of a program actually consists of evidence that certain (undecidable) requirements of are satisfied, which allows efficient verification of type-correctness. This information is not necessary for runtime.

In general, it is undecidable to tell which parts of the program are "useful" and "computational", and which parts are "evidence" and "typechecking-only" - and sometimes there are even several different valid choices. The safest choice is therefore to compile and execute all programs as entirely computational, where their noncomputational parts behave like normal code, taking up time and space. In other words, such programs run slower and take up more memory than necessary.

This becomes a significant problem when the non-computational parts start causing non-negligible performance overhead, or even become asymptotically more expensive than the "useful" parts of the program, as we will see later in the examples in Sections 3.1.2.2 and 3.1.2.3. In such cases, we need to try harder to identify the non-computational parts and erase them.

In this section, I elaborate on the above and give a few illustrative examples.

### 3.1. 1 Type checking vs. execution

Once a program has been elaborated, we can perform all necessary checks, such as type checking, on its fully explicit form. However, a lot of the information that is necessary for (type-) checking is not necessary for evaluation, as shown in the following example.

```
id : \(\{a:\) Type \(\} \rightarrow(x: a) \rightarrow a\)
id \(\{a\} x=x\)
```

The function id ignores its first argument $a$ and always returns its second argument, $x$. Vector concatenation is similar.

$$
\begin{aligned}
& (\#): \operatorname{Vect} m a \rightarrow \operatorname{Vect} n a \rightarrow \operatorname{Vect}(m+n) a \\
& (+) \quad \text { Nil } y s=y s \\
& (+)(x:: x s) y s=x::(x s+y s)
\end{aligned}
$$

Function (\#) elaborates to the following fully explicit form, where it is not clear that the length indices $m$ and $n$ are unnecessary for computation ${ }^{1}$.

$$
\begin{aligned}
&(\#):\{a: \text { Type }\} \rightarrow\{m: \mathbb{N}\} \rightarrow\{n: \mathbb{N}\} \\
& \rightarrow \operatorname{Vect} m a \rightarrow \operatorname{Vect} n a \rightarrow \operatorname{Vect}(m+n) a \\
&(\#)\{a\}\{\mathrm{m}=[\mathrm{Z}]\} \quad\{n\} \text { Nil } y s=y s \\
&(\#)\{a\}\{\mathrm{m}=\lceil\mathrm{S}\rceil k\}\{n\} \quad(::)\{a=[a]\}\{\mathrm{n}=[k]\} x x s) \text { ys } \\
&=(::)\{a\}\{k+n\} x((\#)\{a\}\{k\}\{n\} x s y s)
\end{aligned}
$$

Morally, we ought to be able to calculate the concatenation of vectors just by looking at the vectors - we should not need their length indices for that.

Indeed, we could reimplement vector concatenation without arguments $a, m$ and $n$, if we accept a weaker type signature with lists in a hypothetical language with static but imprecise types.

$$
\begin{aligned}
& \text { (\#) : List } \rightarrow \text { List } \rightarrow \text { List } \\
& \text { (\#) Nil ys }=y s \\
& (\#)(x:: x s) y s=x::(x s+y s)
\end{aligned}
$$

While we got rid of the extra arguments, the type signature no longer guarantees anything about the type of the elements contained within the list, nor does it say anything about the lengths of the lists involved, although the implementation still works correctly.

However, it would be impossible to implement the vector concatenation function without one (or both) vector arguments. These are essential for computation.

Compile time vs. run time Another view to look at the problem is that we introduce extra arguments just to be able to express or link different parts of type signatures.

In the case of id, we did not introduce the type argument $a$ in order to use it for computation in the function. We added it in order to create a name that mediates the equality of the type of $x$ and the return type of the function in its type signature.

In the case of vector concatenation, we introduced the arguments $a, m$ and $n$ in order to be able to express that vector concatenation accepts two vectors that have the same element type and any length, and it returns a vector that also has the same element type and its length is the sum of the lengths of the inputs.

[^7]In terms of stages of compilation, the arguments $a, m$ and $n$ are there "only for typechecking" at compile time and we could conceivably erase them from the program before executing it. On the other hand, the remaining two vector arguments are necessary for execution and must exist at run time.

### 3.1.1.1 Notation

To distinguish the two phases of program lifetime, I use the following notation.
R, runtime The letter R stands for computational values needed for execution. These have to be retained for runtime.

E, erasable The letter E stands for non-computational values that can be erased from the program without affecting its execution.

I avoid the term "irrelevant", which I use exclusively for the principle whereby two irrelevant values are definitionally equal, as mentioned in Section 2.1.7.

### 3.1.2 Examples

In Section 1.2.1, I showed an example of a program that "ought to" run efficiently, along with experimental indication that it does not. Let us examine more examples of programs where precise type signatures incur performance overhead.

I will assume strict evaluation With strict evaluation, it is easier to reason about performance and demonstrate the points I want to make. However, the problem is still present with lazy evaluation (Section 3.2.2.3).

### 3.1.2.1 Vectors

Let us start with a function that computes the parity of a concatenation of two Boolean vectors.

The function named parity XORs the elements of any given vector and returns the result, assuming that $(\oplus)$ : Bool $\rightarrow$ Bool $\rightarrow$ Bool is the exclusive-or operation.

```
parity: Vect n Bool }->\mathrm{ Bool
parity Nil = True
parity (x:: xs ) = x\oplus parity xs
```

We will also need the vector concatenation function.

$$
(\#): \operatorname{Vect} m a \rightarrow \operatorname{Vect} n a \rightarrow \operatorname{Vect}(m+n) a
$$

Finally, let us have two vectors of some lengths.

```
m:\mathbb{N}
n:\mathbb{N}
xs:Vect m Bool
ys : Vect n Bool
```

The question is: how much work do we need to perform in order to evaluate the following expression?

$$
\text { parity ( } x s+y s \text { ) }
$$

It might seem that all we need to do is to prepend $x s$ to $y s$, which takes $m$ steps, and then calculate the parity of the resulting vector by traversing all its $m+n$ elements.

However, elaboration reveals another bit of computation that we need to perform.

Elaboration This is the elaborated definition of parity.

$$
\begin{aligned}
& \text { parity: }\{n: \mathbb{N}\} \rightarrow \text { Vect } n \text { Bool } \rightarrow \text { Bool } \\
& \text { parity }\{\mathrm{n}=[\mathrm{Z}]\} \quad(\text { Nil }\{\mathrm{a}=[\text { Bool }]\}) \quad=\text { True } \\
& \text { parity }\{\mathrm{n}=\lceil\mathrm{S}\rceil \mathrm{k}\}((::)\{\mathrm{a}=[\text { Bool }]\}\{\mathrm{n}=[k]\} x x s)=x \oplus \text { parity }\{k\} x s
\end{aligned}
$$

We will also need the elaborated type of + .

$$
(\#):\{m: \mathbb{N}\} \rightarrow\{n: \mathbb{N}\} \rightarrow \operatorname{Vect} m a \rightarrow \operatorname{Vect} n a \rightarrow \operatorname{Vect}(m+n) a
$$

The expression that we want to evaluate elaborates to the following.

$$
\text { parity }\{m+n\}((\#)\{m\}\{n\} x s y s)
$$

The above reveals that in order to invoke parity on ( $x s+y s$ ), we need to calculate $m+n$ as well.

This overhead does not make the whole operation asymptotically worse but it is also not entirely negligible: concatenation of $x s$ and $y s$ takes $O(m)$ steps but addition of unary numbers $m+n$ also takes $O(m)$ steps; see the definition of $(+)$ in Listing 2.2.

### 3.1.2.2 Palindrome

In Section 2.2.8.3, we saw a function that checks whether a list is a palindrome. It does so by constructing a V -view of a list, represented by the following type family.

```
data VView : List \(a \rightarrow\) Type where
    VNil : VView Nil
    VOne : \((x: a) \rightarrow\) VView ( \(x::\) Nil)
    VMore : \((l: a) \rightarrow(\) mid \(V:\) VView mid \() \rightarrow(r: a) \rightarrow\) VView \((l::\) mid \(+r::\) Nil)
```

It turns out that this view cannot be constructed in linear time. To understand why, let us make the argument mid of VMore explicit and look at how a V-view of the list 1 :: 2 :: 3 :: 4 :: 5 :: 6 :: 7 :: Nil is represented.

```
VMore {mid = 2 :: 3 :: 4 :: 5 :: 6 :: Nil} 1 (
    VMore {mid = 3 :: 4 :: 5 :: Nil} 2(
        VMore {mid = 4 :: Nil} 3(
            VOne 4
        )}
    )}
)}
```

The indices mid (highlighted red) form a triangular structure, which means that they take up quadratic space and therefore the whole view takes up quadratic space in the length of the list. Since there is no way to produce a quadratically sized structure in linear time, the function that computes the view (its covering function) must take at least quadratic time to do so.

Sharing does not help Not all "triangular shapes" are necessarily quadratic in concrete representation, as witnessed by the function tails that returns a list of all suffixes of the given list (including the whole list).

```
tails : List \(a \rightarrow\) List (List \(a\) )
tails Nil \(=\) Nil :: Nil
tails \((x:: x \mathrm{~s})=(x:: x s)::\) tails \(x \mathrm{~s}\)
```

The function tails can exploit sharing, where all tails of a list can be efficiently represented in a linearly sized structure, as shown in Figure 3.1.

However, in the case of V-views, the lists in the index mid cannot share spines because they do not have a common suffix.

### 3.1.2.3 Binary adder

In Section 2.2.8.4, we saw a function that adds two binary numbers.

```
data Bit: \(\mathbb{N} \rightarrow\) Type where
    O : Bit 0
    I : Bit 1
data Bin : \((\) width \(: \mathbb{N}) \rightarrow(\) value \(: \mathbb{N}) \rightarrow\) Type where
    N : Bin Z Z
    (\#) : \(\operatorname{Bin} w n \rightarrow \operatorname{Bit} b \rightarrow \operatorname{Bin}(\mathrm{~S} w)(b+n+n)\)
\(\operatorname{addBin}: \operatorname{Bin} w m \rightarrow \operatorname{Bin} w n \rightarrow \operatorname{Bin}(S w)(m+n)\)
```



Figure 3.1: Shared tails of (1 :: 2 :: 3 :: 4 :: 5 :: 6 :: 7 :: Nil)
Each box represents a list (a cons cell), where the rightward arrow points to the head and the downward arrow points to the tail of the list.

Clearly, this function ought to run in $O(w)$ time, where $w$ is the number of bits in the operands. However, it turns out that it runs in $O\left(2^{w}\right)$ time.

Like in the example with $V$-views, the problem is hidden in the implicit arguments to the constructors. Namely, the constructor (\#) contains the index $\{n: \mathbb{N}\}$, which is the value of the binary number, represented in unary.

$$
(\#):\{w: \mathbb{N}\} \rightarrow\{n: \mathbb{N}\} \rightarrow\{c: \mathbb{N}\} \rightarrow \operatorname{Bin} w n \rightarrow \operatorname{Bit} b \rightarrow \operatorname{Bin}(\mathrm{~S} w)(b+n+n)
$$

Being a unary number, the index $n$ occupies memory size that is exponential in the number of bits. Thus, just constructing a binary number with $w$ bits takes $O\left(2^{w}\right)$ time.

Arithmetic on the indices It gets worse still. Like in Section 3.1.2.1, we can define a parity function for binary numbers.

$$
\text { parity : } \operatorname{Bin} w n \rightarrow \operatorname{Bool}
$$

Then the expression that computes the parity of the sum of two numbers, $x$ : Bin $w m$ and $y$ : $\operatorname{Bin} w n$, normally expressed as follows,

```
parity (addBin x y)
```

elaborates to the following.

$$
\text { parity }\{\mathrm{w}=w\}\{\mathrm{n}=m+n\}(\operatorname{addBin}\{w\}\{m\}\{n\} \times y)
$$

Therefore, whenever we pass the sum two binary numbers as an argument to another function, which should be an $O(w)$ operation, we also have to perform addition on
the two unary representations, which takes $O\left(2^{w}\right)$ time.

### 3.1.2.4 Run-length encoding

We can define a view of RLE-compressed lists, where long runs of identical elements can be represented by the length of the run and the value to repeat.

```
replicate : \(\mathbb{N} \rightarrow a \rightarrow\) List \(a\)
replicate \(\mathrm{Z} \quad x=\mathrm{Nil}\)
replicate (S n) \(x=x::\) replicate \(n x\)
data RLE : List \(a \rightarrow\) Type where
    RNil : RLE Nil
    RCons : \((n: \mathbb{N}) \rightarrow(x: a) \rightarrow\) RLE \(x s \rightarrow\) RLE (replicate \(n x+x s)\)
```

The function decompress is then defined as follows.

```
decompress : RLE \(x s \rightarrow\) List \(a\)
decompress RNil = Nil
decompress (RCons \(n x r x s\) ) \(=\) replicate \(n x+\) decompress \(r x s\)
```

The problem here is that we have to pass the uncompressed list as an argument to decompress. Indeed, the elaboration of (decompress $r x s$ ), where $r x s$ : RLE $x s$, is the following term.

```
decompress {xs}rxs
```

It is actually straightforward to prove that decompress $\{x s\} r x s=x s$.
Although the size of the RLE view is not necessarily asymptotically smaller than the size of the uncompressed list - especially when the run length is represented as a unary number - the fact that it always has to contain (keep references to) the uncompressed list is unintuitive and certainly undesirable.

### 3.1.3 Summary

I have shown a few examples of programs that look reasonable but have non-trivial runtime overhead caused by dependent typing: if we implemented them with less precise types, these performance problems would be eliminated.

- Vector concatenation incurs a non-constant overhead, which is however still within the bounds of asymptotic complexity of the concatenation operation itself.
- A V-view is not constructible in better than quadratic time (and space), while the expected complexity is linear. This means that we cannot use V -views to decide palindromicity in linear time.

| Program | Complexity |  | where $n$ is |
| :--- | :--- | :--- | :--- |
|  | expected | actual |  |
| Binary adder | $O(n)$ | $O\left(2^{n}\right)$ | number of bits |
| Palindrome checker | $O(n)$ | $O\left(n^{2}\right)$ | length of list |
| Run-length decoder | $O(n)$ | $O(n)$ | length of input |

Table 3.2: Expected and actual time/space complexities of the example programs

- Operations with binary numbers take exponential time and space in the number of binary digits, while the expected complexity is linear.
- The RLE decompression function requires the decompressed list as one of its arguments.

The above points are summarised in Table 3.2.

We need erasure If we want to use dependent types for realistic, practical functional programming, we certainly must remove this overhead. We ought not to pay this performance penalty for all the advantages of dependent types.

We therefore need a way to remove non-computational parts of programs before executing them, which in compiled languages means erasure before code generation. In other words, we need to identify the phase distinction in programs [Car88].

For reasonable usability, we also need an automated way to recognise which parts of a given program can be erased safely and which parts need to be preserved for run time. This is undecidable in general but this dissertation presents two (increasingly powerful) ways (Chapters 4 and 5 ) that have proven to work well in practice (Chapter 9).

### 3.2 Non-satisfactory approaches to erasure

There are several approaches to removing non-computational parts of programs that are used in current languages, and some approaches that one might come up with when thinking about the problem of erasure for a while. I will list some of them.

Indices vs. proofs In the following, I will refer to the distinction between indices and proofs.

An index is an argument of a type constructor used in a certain way, as described in Section 2.1.2.1. In all examples in Section 3.1.2, the problem was an index that was too big.

A proof is a value that represents evidence that a certain proposition holds. Its type (family), which represents the proposition, is usually itself indexed (or parameterised) by other values.

```
data All : \((p: a \rightarrow\) Type \() \rightarrow\) List \(a \rightarrow\) Type where
    ANil : All \(p\) Nil
    ACons : \(p x \rightarrow\) All \(p x s \rightarrow\) All \(p(x:: x s)\)
data AllDifferent : List \(a \rightarrow\) Type where
    ADNil : AllDifferent Nil
    ADCons : All \((\lambda y\). Not \((x \equiv y)) x s \rightarrow\) AllDifferent \((x:: x s)\)
\begin{tabular}{cccccccccc}
\(x s_{2}\) & \(\neq\) & & & & & & & & \\
\(x s_{3}\) & \(\neq\) & \(\neq\) & & & & & & & \\
\(x s_{4}\) & \(\neq\) & \(\neq\) & \(\neq\) & & & & & & \\
\(x s_{5}\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & & & & & \\
\(x s_{6}\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & & & & \\
\(x s_{7}\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & & & \\
\(x s_{8}\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & & \\
\(x s_{9}\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \\
\(x s_{10}\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) & \(\neq\) \\
& \(x s_{1}\) & \(x s_{2}\) & \(x s_{3}\) & \(x s_{4}\) & \(x s_{5}\) & \(x s_{6}\) & \(x s_{7}\) & \(x s_{8}\) & \(x s_{9}\)
\end{tabular}
```

Figure 3.3: AllDifferent, the predicate expressing that all elements of a list are different, has a quadratic size

We could see an example of both in Section 2.1.4.4. The function half : $(n: \mathbb{N}) \rightarrow$ $(p f:$ Even $n) \rightarrow \mathbb{N}$ takes two arguments: the argument $p f$ is a proof that $n$ is even and $n$ is its index.

While all examples in in Section 3.1.2 had indices that were too big, we can also have proofs that are too big. An example would be the function that inverts a mapping represented as a list of pairs, by flipping the pairs contained within.
invertMap : $(x s:$ List $(a, b)) \rightarrow$ AllDifferent (map snd $x s) \rightarrow$ List $(b, a)$
The prerequisite for invertibility of a mapping is its injectivity. This is represented as a proof that all values of the mapping are distinct.

However, while we would expect invertMap to run in linear time, in order to invoke it, we need to provide a proof of injectivity, which will likely be quadratic in size, as shown in its usual implementation in Figure 3.3.

I do not talk about them in my dissertation because proofs (unlike indices) are mostly satisfactorily erased by the established systems.

### 3.2.1 Current systems

### 3.2.1.1 Idris, forcing and collapsing

The combination of the forcing, detagging and collapsing optimisations [BMM04] can erase some important classes of data, such as accessibility and domain predicates predicates (Sections 2.2.6 and 2.2.7).

However, it does not erase the indices in the palindrome example (Section 3.1.2.2), and neither does it help with the binary numbers example (Section 3.1.2.3).

Forcing Brady, McBride and McKinna define that a constructor argument is forceable if it is uniquely and entirely determined by the indices of its type family.

A constructor argument is concretely forceable if it can be reconstructed in constant time by pattern matching on the indices.

Concretely forceable constructor arguments can thus be erased because they are always available from elsewhere in a pattern match.

Detagging A type family is detaggable if the constructor tag is uniquely determined by the indices of the type family.

A type family is concretely detaggable if the indices of its constructors are disjoint in a way that is efficiently decidable.

Constructor tags can therefore be erased in concretely detaggable type families.
Replacing matching on constructor tags with matching on the indices may change the operational behaviour of the program but the authors do not elaborate further on when such optimisation is likely to be an improvement and when it is not.

Both methods that I introduce in this dissertation, in Chapter 4 and Chapter 5, let the user (or the elaboration algorithm) decide which operational semantics they want.

Collapsing A type family is called collapsible if any value belonging to that family is entirely determined by its indices.

If all non-recursive arguments of all constructors of a concretely detaggable type family are concretely forceable, we are left with only recursive arguments belonging to the same type family and we call such a family concretely collapsible.

We can observe that a concretely collapsible family is indeed collapsible because all recursive arguments are determined from their indices by induction, and their indices are themselves determined - given in terms of the other (determined) arguments.

A value belonging to a concretely collapsible type family therefore does not contain any information that is not easily recoverable from its indices and can therefore be erased.

Savings at compile time The advantage of the above optimisations is that they are applicable at compile time because they are "lossless"; they erase only duplicate information, not all unused information.

The paper [BMM04] also discusses slightly more aggressive erasure for runtime.

Shortcomings The forcing/detagging/collapsing optimisation is not useful for erasing the problematic data in the examples in Section 3.1.2.2 and Section 3.1.2.3 because the duplication there is not "concrete". Let us look at the definition of

V-views.

```
data VView : List \(a \rightarrow\) Type where
    VNil : VView Nil
    VOne : \((x: a) \rightarrow\) VView ( \(x::\) Nil)
    VMore : \((l: a) \rightarrow(\) midV \(:\) VView mid \() \rightarrow(r: a) \rightarrow\) VView \((l::\) mid \(+r::\) Nil \()\)
```

While we know that there is only one way to decompose the list ( $l::$ mid $+r$ :: Nil) into its three components, the computer cannot see that. Furthermore, the extraction of mid would certainly not be a constant-time operation, as required by concrete forceability.

One could conceive a forceability scheme that drops the requirement of constanttime index recomputation and allows the user to provide their own index recomputation functions in cases where they are not obvious. In addition, one could forbid accessing the constructor arguments that are not reconstructible, for selected type families.

Finally, the forcing/detagging/collapsing optimisation will not remove data that is not duplicated. However, we often want to erase "irreversibly" because we know we will not need any copy of the value at run time at all.

### 3.2.1.2 Coq and Prop

Coq [The04] features Prop, a universe of values designated for erasure during program extraction [Pau89; Let03; Let08]. The programmer decides whether a type belongs to Prop, the universe of erased values or to Type, the universe of unerased values.

Proofs The Prop universe works well for erasure of proofs, whose types will have to be in Prop. An example would be the predicate AllDifferent with the same meaning as we saw above - except that the target type of the type constructors All and AllDifferent is Prop.

```
Inductive All \(\{a:\) Type \(\}(p: a \rightarrow\) Prop) : list \(a \rightarrow\) Prop :=
    | ANil : All \(p\) nil
    \(\mid\) ACons: forall \(x x s, p x \rightarrow\) All \(p x s \rightarrow\) All \(p(\operatorname{cons} x x s)\).
Inductive AllDifferent \(\{a:\) Type \(\}:\) list \(a \rightarrow\) Prop :=
    | ADNil : AllDifferent nil
    | ADCons: forall \(x x s\), All (fun \(y \Rightarrow x<>y\) ) \(x\) s
        \(\rightarrow\) AllDifferent \(x\) s
        \(\rightarrow\) AllDifferent (cons \(x \times s\) ).
```

During program extraction, Coq will erase all values whose types are in Prop, which includes all proofs of AllDifferent. This can be done because the type checker does not allow elimination of values (whose types are) in Prop whenever (the type of) the
constructed value is in Type, except for empty and singleton elimination [The04]. This statically guarantees that there is no flow of information from Prop to Type.

Indices However, Prop is not useful for erasure of indices, which usually have a non-Prop type. As an example, we can give the type of binary numbers, as shown in Section 3.1.2.3. What should the type of value be in the following type signature?

$$
\text { Bin }:(\text { width }: \mathbb{N}) \rightarrow(\text { value }: \mathbb{N}) \rightarrow \text { Type }
$$

We have established in Section 3.1.2.3 that value must be erased in any reasonable program. But $\mathbb{N}$, in Coq known as nat, is in Type, not in Prop. We could define pnat, a "mirror" copy of nat in Prop.

Inductive pnat: Prop
| PO : pnat
| PS : pnat $\rightarrow$ pnat
Then we will have to redefine Bin to have the following type signature.

$$
\text { Bin }:(\text { width }: \mathbb{N}) \rightarrow \text { (value }: \text { pnat }) \rightarrow \text { Type }
$$

However, this solution has its own problems because now the following function type signature does not typecheck.

$$
\text { natToBin : }(n: \mathbb{N}) \rightarrow \operatorname{Bin} w n
$$

The type of $n$ is $\mathbb{N}$ but Bin expects pnat. We however cannot change the type of $n$ to pnat because clearly execution of natToBin depends on it. We could add a conversion function as follows,

$$
\text { natToBin : }(n: \mathbb{N}) \rightarrow \operatorname{Bin} w \text { (nat2pnat } n \text { ) }
$$

but then the conversion function gets in the way of equality; we still have duplication of types and all corresponding functions: e.g. addition must be defined separately for nat and pnat; and this approach is incompatible with proof irrelevance.

Summary The key problem here is the inflexible erasure semantics, where erasability is an intrinsic property of a type [ML08], and we thus cannot use a single value with a single type in both erased and non-erased contexts.

Even though with effort, we can avoid duplication and achieve good erasure [Lei14b] with an approach in the spirit of the nc monad [LS05], it requires reformulation of the code, heavy automation, and its theoretical soundness is questionable [Lei14a; Doc14].

Finally, this approach makes erasure fully explicit and there is no erasure inference.

fishy: $\operatorname{Bin} 0$-value seems to represent 0 fishy $=10 \mathrm{~N}$ - in fact, value represents 1
(A) A type-correct Agda program using an irrelevant index of Bin.
$\mathrm{id}_{x}: .(n: \mathbb{N}) \rightarrow \operatorname{Bin} n \rightarrow \operatorname{Bin} n$ $\operatorname{id}_{x} \cap x=x$
(в) Bin with a relevant index and id $x$ with an irrelevant $n$ does not typecheck.

Figure 3.4: Irrelevance vs. indices of type families in Agda

### 3.2.1.3 Agda and irrelevance

In Agda, types are not intrinsically erased or otherwise, but any binder can be made irrelevant (and thus erased) by putting a dot in front of it [Agd14]. In Agda, the function invertMap might have the following type signature.

$$
\text { invertMap }:(x s: \text { List }(a, b)) \rightarrow .(\text { AllDifferent }(\text { map snd } x s)) \rightarrow \text { List }(b, a)
$$

Irrelevance is intended for proofs, where we are interested only in inhabitance of types but not the exact proof terms. All members of an irrelevant type are automatically considered equal, pattern matching on them is not allowed, they can be used only in irrelevant contexts - and they are erased before code generation.

Indices Again, while irrelevance works for erasing proofs, it is not useful for erasure of indices, as illustrated in the type-correct program shown in Figure 3.4a. The problem is that two values of an irrelevant type are considered equal already at the point of typechecking, which defeats the point of indexing data types. The notion of irrelevance is therefore too strong (Section 2.1.7).

After the example of Barras and Bernardo's ICC* [BB08], Mishra-Linger's EPTS [ML08], and Zombie [Sjö15], we might also conceive the program in Figure 3.4b, where the index in the type declaration is relevant (because it does matter for the type) but an irrelevant $n$ is passed into it in the function id $x$ (because it does not matter for the functional behaviour). This variation is considered in Section 2.1.7.2 but such programs are not accepted by the Agda type checker because their consistency with $\eta$-equality and large elimination is questionable [Abe11; Abe17]; see also Section 2.1.7.

Recent developments in Agda [AVW17] add another experimental form of irrelevance that allows formulation of the above, but irrelevance itself is still too strong a notion (Section 2.1.7) and irrelevance annotations are still fully explicit in Agda programs.

### 3.2.1.4 Zombie and irrelevance

Zombie [Sjö15] also uses irrelevance to achieve erasure. Since Zombie's equality is untyped, irrelevant values are more mobile than in Agda, and Zombie can erase all example programs shown in Section 3.1.2.

However, similar to Agda, Zombie equates erasure and irrelevance, which are distinct concepts (Section 2.1.7) and has no inference for them.

Zombie is discussed further in Section 8.2.3.

### 3.2.2 Other ideas

### 3.2.2.1 Erase exactly the types

Languages like Cayenne [Aug99] and Haskell [Jon03] erase exactly the types; Cayenne erases all values belonging to any type $t: \#_{i}$ where $i>1$, while Haskell has a syntactic distinction between terms and types.

This is insufficient because all problematic values that we needed to erase in the examples in the above Section 3.1.2 are non-types.

Furthermore, that would preclude typecase, which we may want to have.

### 3.2.2.2 Erase all implicits

This strategy erases exactly the implicit arguments and make it a compile-time error to try to access them.

As a specific example where this is inconvenient is the text concatenation operator (coming from an Idris library).

$$
(\#):\{e: \text { Encoding }\} \rightarrow \text { Text } e \rightarrow \text { Text } e \rightarrow \text { Text } e
$$

Here, the encoding is needed at run-time but we certainly want to keep it implicit because + is an infix binary operator.

Section 2.1.4.2 shows that we could actually erase $e$ and have append project it out of the constructor of Text. However, this will not work if $e$ is bound implicitly in the constructor, too. Furthermore, this limits the ways the program could work, and, for example, is in a direct contradiction with the forcing optimisation (Section 3.2.1.1).

The Hindley-Milner coincidence More generally, as Conor McBride argues [McB12; McB15], HM-style type systems traditionally conflate the distinctions between types vs. values, visible vs. invisible, programmer-specified vs. inferred, runtime vs. erased, non-dependent vs. dependent - McBride calls this "the Hindley-Milner coincidence". In a language like Haskell, type arguments to (polymorphic) functions are invisible (implicit), inferred by the typechecker, dependent, and erased before running the program. On the other hand, non-type arguments to functions are always visible (explicit), programmer-provided, non-dependent and unerased.

- terms vs types
- explicitly written things vs implicitly written things
- presence at run-time vs erasure before run-time
- non-dependent abstraction vs. dependent quantification
- parametric vs. non-parametric

However, in dependently typed languages, we often need to break this alignment and erase non-types (as shown earlier), retain implicit arguments for runtime (as shown here), give types explicitly (e.g. in show o read), etc. Erasing exactly the implicits - and thus tying explicitness to erasedness - would severely restrict the expressivity of the (surface) language.

For comparison, Dependent Haskell [Eis16] has twelve different quantifiers that express various combinations of the above options.

Furthermore, this would make erasure fully explicit in the input program, programmers would have to explicitly say what's erased all the time, and it would also be incompatible with erasure polymorphism.

Mishra-Linger [ML08, Sec. 7.3.3] also finds examples in literature where types are computational, proofs are computational, and non-types, non-proofs are noncomputational.

### 3.2.2.3 Laziness

Laziness would stop the overhead from indices from getting asymptotically bigger but would not remove it completely. Furthermore, laziness is not applicable in strict languages.

Asymptotic overhead Since producing thunks is normally a constant-time operation even if the thunks describe expensive computation, laziness would prevent asymptotic slowdown from unnecessary index recomputation.

For example, in the example with binary numbers (Section 3.1.2.3), if the unary representation stored in the constructors were lazy (and never forced), we would avoid the exponential slowdown.

However, this assumes that the thunks are never forced, which brings new problems.

Non-asymptotic overhead Even if there is no asymptotic worsening, there is still overhead. The program has to have the relevant data stored somewhere and a long chain of unevaluated thunks is not more efficient than a long list.

Leaks memory If a long-running recursive function has a lazy argument that is never forced but updated in every iteration, it will accumulate thunks in it, leading to a memory leak.

Optimising compilers, such as GHC, can spot many cases of an unused argument and remove it. But this optimisation has nothing to do with laziness and would remedy the problem that we are trying to solve using laziness, without using laziness.

Forced patterns In dependently typed languages, values can be case-inspected but still unused. In Section 3.1.2.1, the elaborated form of parity shows that even if the constructor tag of its argument $n$ is forced every time, we project $k$ out of it in the second clause to use it in the recursive call, where it is unused.

This shows that forced patterns in dependently typed languages should be implemented using irrefutable patterns, as found in Haskell, to avoid unnecessary evaluation.

Not applicable in strict languages Finally, laziness is not an option in strict languages, where we cannot make all values lazy. However, deciding which values should be made lazy amounts to deciding which values are unused. However, if such analysis is available, it would be better to remove these values entirely.

### 3.2.2.4 Program reformulation

It may be possible to also completely reformulate the program and change its data structures and restructure its functions so that we do not need a more advanced erasure mechanism than is available currently.

Leivent shows [Lei14b] that one can achieve good erasure of indices in Coq using an approach similar to Letouzey's and Spitters's nc monad [LS05] and heavy automation, as mentioned in Section 3.2.1.2.

However, if the purpose of dependent types is to reduce the cost of writing correct software, having to turn one's program inside out, disabling the use of idioms like indexed views, and imposing other limitations defeats the purpose - especially when there is a better way, as shown in this dissertation.

### 3.3 Summary

This chapter has outlined why we need erasure and also what properties a desirable solution should have.

Flexible erasure semantics as defined by Mishra-Linger [ML08]. Erasability should not be an intrinsic property of a value (determined by its type, for example), but a contextual property depending on where the value occurs.

Operationally inspired erasure The problem we are trying to solve is inefficiency of programs at run time. While improvements to the performance of type checking
would be valuable, in this dissertation, I focus on run time performance of compiled programs.

Erasure inference/elaboration While the programmer should be able to explicitly request (non-)erasure of particular entities, the machine should be able to infer the rest.

Views and other dependently typed idioms The erasure scheme should work well with idioms like views or accessibility/domain predicates.

Practicality The solution should also be implementable in a practical language, ideally being based on an existing programming language, and should support or be compatible with features used in practical programming.

The following chapters describe two different approaches.
Chapter 4 shows a less powerful but simple erasure approach that can nevertheless address all problems in Section 3.1.2. This approach is currently implemented in Idris.

Chapter 5 shows a more systematic and more powerful approach to erasure, and its consequences are discussed in the rest of the dissertation.

## Chapter 4

## Untyped erasure

This chapter describes an erasure method that is simple and effective, although not without limitations - most importantly incomplete erasure from higher-order functions. The main advantage is that it is unintrusive and fits on top of an existing core calculus or intermediate representation, which made it easy to add it to Idris. Therefore, this is the erasure method that Idris 1 is using nowadays.

This analysis is effectively an untyped, flow-based useless variable analysis [Shi91], extended and tailored for the scenario of dependently typed programming languages. Most importantly, it supports inductive data types, erasing fields of data constructors independently, and pattern matching via case trees.

Unlike previous approaches to the problem of erasure (Section 3.2), this analysis can erase not only proofs but also indices, and supports the full Idris language including type classes, data structures and pattern matching. It is entirely automatic; no user annotations are required and no expressive power is lost.

Despite not being able to erase from higher-order functions (e.g. functions stored in data constructors), an important special case, type classes, is supported via a specialised extension (Section 4.5.3), and I sketch other extensions that would improve erasure of higher-order constructions (Section 4.5).

In this chapter, I first describe a core language consisting of bindings and case trees on which the analysis can be applied (Section 4.2). Despite being an intermediate representation of Idris, it is not specific to Idris and can therefore be used to implement erasure analysis for other languages. Furthermore, the analysis does not depend on the exact form or typing rules of the core language.

Then I present a whole program analysis (Section 4.3) which identifies the parts of functions and data structures which are erasable without affecting the result produced by the main function. This analysis need not be whole program if we restrict erasure inference for data constructors, as discussed in Section 4.7.1.

I propose several extensions to the presented erasure analysis method (Section 4.5), most of which are already implemented in Idris 1.

Finally, I demonstrate the effectiveness of the erasure analysis with several examples (Section 4.6) showing that it not only reduces run-time (and in some cases, time and space complexity) but also that it, perhaps surprisingly, reduces compile times. I
then show that the experimental results match the theoretical expectations about asymptotical time complexity (Section 4.6.2).

### 4.1 Overview

This erasure approach relies on the fact that we can statically learn that some arguments of functions or data constructors do not affect the eventual value of main, as illustrated by the following examples.

### 4.1.1 Examples of unused values

Below, I show how erasure inference works on a few simple examples. For each example, I informally describe the process of extracting implications and show the final erased program.

The full process is described formally in Section 4.3.

### 4.1.1.1 Unreferenced variables

For example, it is easy to see that in the following function, the argument $y$ is unused because it is never mentioned on the RHS.

```
const \(^{A}: a \rightarrow b \rightarrow a\)
const \(^{A} x y=x\)
```

How it works We can capture these relationships by the set of implications $\left\{\right.$ const $_{1}^{A} \longleftarrow\left\{\right.$ const $\left.\left._{\star}^{A}\right\}\right\}$, which expresses that if const ${ }^{A}$ is used at all (represented by const ${ }_{\star}^{A}$ ), then its first argument (represented by const ${ }_{1}^{A}$ ) is used.

Assuming that const ${ }^{A}$ is indeed used, which is represented by the implication const $_{\star}^{A} \longleftarrow\{ \}$, we obtain the set of implications $\left\{\right.$ const $_{1}^{A} \longleftarrow\left\{\right.$ const $\left._{\star}^{A}\right\}$, const $_{\star}^{A} \longleftarrow$ $\}\}$. If we regard this set of rules as a logic program and apply forward chaining to it, we obtain $\left\{\right.$ const $_{\star}{ }_{\star}^{A}$, const $\left._{1}^{A}\right\}$ as its minimal solution. The answer implies that const ${ }^{A}$ is used itself, and its first argument is used, too.

The erased program contains only the used portions:

$$
\operatorname{const}^{A} x=x
$$

The set $\left\{\right.$ const $_{\star}{ }_{\star}^{A}$, const $_{1}^{A}$, const $\left._{2}^{A}\right\}$ is also a solution to the above set of implications, although it is not minimal. It corresponds to a variant of const ${ }^{A}$, where the second argument is not erased - which is not optimal. On the other hand, $\left\{\right.$ const $\left._{\star}^{A}\right\}$ is not a solution to this set of implication and it is also not a consistent erasure pattern.

This treatment may seem overly formal for const ${ }^{A}$ but we'll see that this approach gives answers in more complicated cases, too.

### 4.1.1.2 Unused arguments of functions

Here, we pass $x$ into an unerased argument and $y$ into an erased argument of const ${ }^{A}$, and thus $x$ and $y$ can be erased accordingly.

```
const \(^{B}: a \rightarrow b \rightarrow a\)
const \(^{B} x y=\) const \(^{A} x y\)
```

How it works The implication set will contain const ${ }_{\star}^{A} \longleftarrow\left\{\right.$ const $\left._{\star}^{B}\right\}$ since the invoked function is used whenever the invoking function is. For the arguments, we obtain const ${ }_{1}^{B} \longleftarrow\left\{\right.$ const $_{\star_{\star}}^{B}$, const $\left._{1}^{A}\right\}$ and const ${ }_{2}^{B} \longleftarrow\left\{\right.$ const $_{\star}{ }_{\star}^{B}$, const $\left.{ }_{2}^{A}\right\}$. Argument $x$ is used only if the whole RHS is used (const ${ }_{\star}^{B}$ ) and if const ${ }^{A}$ uses its first argument (const ${ }_{1}^{A}$ ). If any of the two conditions is false, the application stops being a reason to mark $x$ as used. The same holds for argument $y$.

Finally, we merge in the implications for const ${ }^{A}$, obtaining the following set of implications.

```
const \(_{\star}^{A} \longleftarrow\) donst \(\left._{\star}^{B}\right\}\)
const \({ }_{1}^{B} \longleftarrow\left\{\right.\) const \(_{\star}^{B}\), const \(\left._{1}^{A}\right\}\)
```



```
const \(_{1}^{A} \longleftarrow\left\{\right.\) const \(\left._{\star}^{A}\right\}\)
const \(_{\star}^{B} \longleftarrow\{ \} \quad\) (assume const \({ }^{B}\) is used)
```

The resulting minimal solution is $\left\{\right.$ const $_{\star}^{B}$, const $_{\star}^{A}$, const $_{1}^{B}$, const $\left._{1}^{A}\right\}$, as expected. This solution does not contain const ${ }_{2}^{A}$, nor does it contain const ${ }_{2}^{B}$.

The erased form of const ${ }^{B}$ is therefore the following.

$$
\operatorname{const}^{B} x=\operatorname{const}^{A} x
$$

### 4.1.1.3 Loops in data flow

There are more interesting patterns we would like to recognise. In the following function, $y$ is unused again, despite occurring on the RHS.

```
const \(^{\text {C }}:(n: \mathbb{N}) \rightarrow a \rightarrow b \rightarrow a\)
const \(^{C} \quad\) Z \(\quad x \quad y=x\)
const \(^{C}\left(\mathrm{~S} n^{\prime}\right) x y=\) const \(^{C} n^{\prime} x y\)
```

We can see that in the first clause, $y$ does not occur on the RHS, and therefore if $n=Z$, then the second argument of const ${ }^{C}$ is unused. In the second clause, $y$ occurs only as the second argument of const ${ }^{C}$, but by induction on $n$, this is an unused argument. The argument $y$ is therefore always unused.

How it works In order to gather implications, we need to look at the elaboration of const ${ }^{C}$ into case trees. Let us disregard the implicit arguments for now.

```
const \(^{C}: \mathbb{N} \rightarrow a \rightarrow b \rightarrow a\)
const \(^{C}=\lambda n: \mathbb{N} . \lambda x: a . \lambda y: a\).
    case \(n\) of
        \(\mathrm{Z} \Rightarrow x\)
        S \(n^{\prime} \Rightarrow\) const \(^{C} n^{\prime} x y\)
```

We can see that $n$ is inspected immediately, which yields the implication const ${ }_{1}^{C} \longleftarrow$ const ${ }_{\star}^{C}$. In the first branch, $x$ is used, which is described by const ${ }_{2}^{C} \longleftarrow$ const $_{\star}^{C}$.

In the second branch, we however introduce a new variable $n^{\prime}$. This variable is projected out of $n$, and thus its usage should imply const ${ }_{1}^{C}$. However, its usage should also imply the usage of the first field of constructor $S$, represented by $S_{1}$. Each variable therefore may cause usage of multiple atoms, as a general principle, and we need to keep track of this mapping. Let us do it informally for now.

On the right hand side of the second branch, the function const ${ }^{C}$ is used unconditionally, which corresponds to the (not very exciting) constraint const ${ }_{\star}^{C} \longleftarrow\left\{\right.$ const $\left._{\star}^{C}\right\}$. However, $n^{\prime}$ with its implied atoms $\left\{\right.$ const $\left._{1}^{C}, S_{1}\right\}$ is used only if const ${ }^{C}$ is used at all and const ${ }^{C}$ uses its first argument, which corresponds to the following implications, where we use sets of atoms to represent their conjunction.

```
const }\mp@subsup{1}{}{C}\longleftarrow{\mp@subsup{\mathrm{ const }}{\star}{C},\mp@subsup{\mathrm{ const }}{1}{C}
S
```

From the remaining two arguments, we obtain implications const ${ }_{2}^{C} \longleftarrow\left\{\right.$ const $_{\star}^{C}$, const $\left._{2}^{C}\right\}$ and const ${ }_{3}^{C} \longleftarrow\left\{\right.$ const $_{\star}^{C}$, const $\left._{3}^{C}\right\}$.

If const ${ }^{C}$ is used at all, we obtain the following set of implications:

```
const }\mp@subsup{}{\star}{C}\longleftarrow{{
const }\mp@subsup{1}{}{C}\longleftarrow{\mp@subsup{\mathrm{ const }}{\star}{C}
const }\mp@subsup{2}{2}{C}\longleftarrow{\mp@subsup{\mathrm{ const }}{\star}{C}
const }\mp@subsup{}{\star}{C}\longleftarrow{\mp@subsup{\mathrm{ const }}{\star}{C}
const }\mp@subsup{}{1}{C}\longleftarrow{\mp@subsup{\mathrm{ const }}{\star}{C},\mp@subsup{\mathrm{ const }}{1}{C}
    S
const }\mp@subsup{2}{2}{C}\longleftarrow{\mp@subsup{\mathrm{ const }}{\star}{C},\mp@subsup{\mathrm{ const }}{2}{C}
\mp@subsup{const}{3}{C}\longleftarrow{\mp@subsup{const}{\star}{C},\mp@subsup{\mathrm{ const }}{3}{C}}
```

Forward chaining shows that the minimal solution of this set of implications is \{const ${ }_{\star}^{C}$, const ${ }_{1}^{C}$, const $\left._{2}^{C}\right\}$, which matches our informal argument above, and the erased form of const ${ }^{C}$ is therefore as follows.

```
const }\mp@subsup{}{}{C
const}\mp@subsup{}{}{C}(\textrm{S}\mp@subsup{n}{}{\prime})x=\mp@subsup{\operatorname{const}}{}{C}\mp@subsup{n}{}{\prime}
```

Erasure of constructor fields This example also illustrates why, seemingly redundantly, we qualify all implications with const ${ }_{\star}^{C}$. One might ask: clearly, if this function is used at all, the solution will be the same whether or not we include const ${ }_{\star}^{C}$ among the guards; if the function is not used, then it does not matter whether its arguments are erased or not.

However, the function may match on constructors and read their fields; consider the clause pred $(S n)=n$. Here, we want to mark the argument of $S$ as used only if pred is used at all.

### 4.1.1.4 Pattern matching

So far, the erased argument was simply bound as a pattern variable on the LHS. However, in the following function, the argument $n$ can still be erasable.

```
vsum \(:(n: \mathbb{N}) \rightarrow\) Vect \(n \mathbb{N} \rightarrow \mathbb{N}\)
vsum Z Nil = Z
\(\operatorname{vsum}\left(\mathrm{S} n^{\prime}\right)(x:: x \mathrm{~s})=x+\operatorname{vsum} n^{\prime} x \mathrm{~s}\)
```

To see why, let us have a look at one possible elaboration of the pattern clauses into case trees.

```
vsum \(:(n: \mathbb{N}) \rightarrow \operatorname{Vect} n \mathbb{N} \rightarrow \mathbb{N}\)
vsum \(=\lambda n: \mathbb{N} . \lambda x s:\) Vect \(n \mathbb{N}\).
    case \(x s\) of
        \(\mathrm{Nil} \quad \Rightarrow\) case \(n\) of
        Z \(\Rightarrow\) Z
    \(x:: x\) s \(\Rightarrow\) case \(n\) of
        \(\mathrm{S} n^{\prime} \Rightarrow x+\operatorname{vsum} n^{\prime} x s\)
```

Both case inspections of $n$ above have only one branch, and thus we do not need to inspect $n$ to find out which branch to take. Furthermore, all variables projected out from $n$ (namely $n^{\prime}$ ) end up in unused positions. Therefore we don't need any information from $n$ at all, and it is unused as a whole.

Note that other elaborations into case trees would be possible. An elaboration that inspects $n$ first would not be able to erase $n$. Because the value $x$ projected out of the vector is always used, we would not be able to erase the argument $x s$, either. This is related to the choice described in Section 2.1.4.2.

How it works I will not list the implications coming from the function here, except for sketching the mechanism, which will be described more formally in the subsequent sections below.

While multi-branch case expressions immediately cause inspection of their scrutinee and produce an implication like vsum ${ }_{1} \longleftarrow$ \{vsum $\left.{ }_{\star}\right\}$, single-branch case expressions do not. Instead, we just make a side note that usage of $n^{\prime}-$ if it is ever
used - should cause usage of vsum ${ }_{1}$. Further usage analysis discovers that $n^{\prime}$ is never used, and thus neither is vsum ${ }_{1}$. These useless case splits on $n$ then must be removed before code generation.

The erased elaborated form of the above function is as follows.

```
vsum = \lambdaxs.
    case xs of
        Nil}\quad=>\mathrm{ Z
        x:: xs => x + vsum xs
```


### 4.1.1.5 Fields of data constructors

If we stop ignoring implicit arguments, the full type of the vector constructor (::) is the following.

$$
(::):\{a: \text { Type }\} \rightarrow\{n: \mathbb{N}\} \rightarrow(x: a) \rightarrow(x s: \operatorname{Vect} n a) \rightarrow \operatorname{Vect}(\mathrm{S} n) a
$$

In the following function, which arguments are erasable?

$$
\begin{aligned}
& \text { cons: }\{a: \text { Type }\} \rightarrow\{n: \mathbb{N}\} \rightarrow(x: a) \rightarrow(x s: \text { Vect } n a) \rightarrow \operatorname{Vect}(\mathrm{S} n) a \\
& \text { cons } a n x \times s=(::) a n x \times s
\end{aligned}
$$

All of them are used on the RHS to construct a vector so in this sense, each argument of cons is used. However, if we never inspect some fields of (::), or if they always end up in erased positions, or if the whole inspection occurs in an erased part of the program, then the corresponding arguments of cons are erasable - and we would like to recognise them as such. (Often, the erasable fields will be $a$ and $n$.)

This also means that, unlike in the previous cases, we cannot tell whether an argument of a function is erasable locally, just from its definition, because we also need to know how data constructors are used in the rest of the program. Data constructors thus introduce non-local dependencies.

How it works As we've seen in the example with const ${ }^{C}$, whenever projecting a field from a constructor, we need to associate two atoms with this projected variable. For example, consider the following function.

$$
\begin{aligned}
f=\lambda n: \mathbb{N} . \text { case } n \text { of } & \\
\mathrm{Z} & \Rightarrow \ldots \\
\mathrm{~S} n^{\prime} & \Rightarrow \ldots
\end{aligned}
$$

Above, usage of $n^{\prime}$ implies that:

- the first argument of function $f$ is used (represented by $f_{1}$ );
- the field of constructor $S$ is read somewhere in the program (represented by $S_{1}$ ).

Correspondingly, if we have a function $g x=\mathrm{S} x$, then we need to store $x$ in the field of constructor $S$ only if it is ever read in the program. This is expressed by the implication $g_{1} \longleftarrow\left\{g_{\star}, \mathrm{S}_{1}\right\}$.

### 4.1.1.6 Composition

Finally, in the following (contrived) example, we compose several different elements, obtaining dependency loops across multiple definitions.

```
data M : Type where
    \(\mathrm{MkM}: \mathbb{N} \rightarrow \mathrm{M}\)
\(f:(n: \mathbb{N}) \rightarrow(m: M) \rightarrow \mathrm{M}\)
\(f \quad \mathrm{Z} \quad(\mathrm{MkM} k)=\mathrm{MkM} k\)
\(f\left(\mathrm{~S} n^{\prime}\right)(\mathrm{MkM} k)=f n^{\prime}\left(\mathrm{MkM}\left(\right.\right.\) const \(\left.\left.^{A} k n^{\prime}\right)\right)\)
```

In the program above, assuming that no other functions read from MkM , the argument $m$ of $f$ can be erased but the analysis is a bit more involved this time.

In the first clause, the argument of $\mathrm{MkM}, k$, is passed to MkM on the RHS and thus it is used if the argument of MkM is used at all - read anywhere in the program.

In the second clause, the first field of $\mathrm{MkM}, k$, is used if const ${ }^{A}$ uses its first argument, and MkM uses its argument (is read anywhere in the program), and $f$ uses its second argument.

Since in each case in the program, the usage of the argument of MkM depends on the usage of the argument of MkM , it is consistent to choose that the argument of MkM is not used.

This then implies that besides the argument of MkM , the argument $m$ of function $f$ can be erased, too, yielding the following program.

$$
\begin{aligned}
& \text { data } M \text { where } \\
& \text { MkM }: M \\
& f:(n: \mathbb{N}) \rightarrow M \\
& f \quad Z \quad=M k M \\
& f\left(S n^{\prime}\right)=f n^{\prime}
\end{aligned}
$$

### 4.1.2 Larger example: binary numbers

Let us have a look at the binary adder (Section 2.2.8.4). I explained in Section 3.1.2.3 that without proper erasure, adding two $w$-bit numbers takes $O\left(2^{w}\right)$ time (and space). The following illustrates that erasure can recover the linear complexity of the binary adder.

Reminder: the type family of binary numbers Recall from Section 2.2.8.4 that binary numbers are defined as snoc-lists of bits, indexed with their length and the
value that they represent.

```
data Bit:\mathbb{N}->\mathrm{ Type where}
    O : Bit 0
    | : Bit 1
data Bin :(width:\mathbb{N})->(\mathrm{ value : N})->\mathrm{ Type where}\=\mp@code{N})
    N : Bin Z Z
    (#):{w:\mathbb{N}}->{n:\mathbb{N}}->{b:\mathbb{N}}
    Bin}wn->\operatorname{Bit}b->\operatorname{Bin}(\textrm{S}w)(b+n+n
```

In these declarations, I explicitly list all implicit arguments, most importantly the argument $n$ to the constructor (\#), which is responsible for the exponential blow-up.

One-bit full adder The function adb sums three bits, producing a two-bit number represented by the type family Sum.

```
data Sum : \(\mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathbb{N} \rightarrow\) Type where
    MkS \(:\{h i: \mathbb{N}\} \rightarrow\{l o: \mathbb{N}\} \rightarrow\{c: \mathbb{N}\} \rightarrow\{x: \mathbb{N}\} \rightarrow\{y: \mathbb{N}\}\)
        \(\rightarrow\) Bit \(h i \rightarrow\) Bit \(l o\)
        \(\rightarrow c+x+y \equiv l o+h i+h i\)
        \(\rightarrow\) Sum c \(x y\)
adb \(:\{c: \mathbb{N}\} \rightarrow\{x: \mathbb{N}\} \rightarrow\{y: \mathbb{N}\} \rightarrow\) Bit \(c \rightarrow\) Bit \(x \rightarrow\) Bit \(y \rightarrow\) Sum \(c x y\)
\(\operatorname{adb}\{1\}\{1\}\{1\}\) | I I = MkS \(\{1\}\{1\}\{1\}\{1\}\{1\}\) | I (Refl \(\{3\}\) )
\(\operatorname{adb}\{1\}\{1\}\{0\}|\mathrm{I} \operatorname{O}=\operatorname{MkS}\{1\}\{0\}\{1\}\{1\}\{0\}| \mathrm{O}(\operatorname{Refl}\{2\})\)
\(\operatorname{adb}\{1\}\{0\}\{1\}|\mathrm{O} \mathrm{I}=\operatorname{MkS}\{1\}\{0\}\{1\}\{0\}\{1\}| \mathrm{O}(\operatorname{Refl}\{2\})\)
```

The fully explicit version od adb is extremely verbose but conceptually simple: if we match on the three bits, the rest of each clause is uniquely determined.

If we ensure ${ }^{1}$ that the case-tree elaboration inspects the bits before their indices $c$, $x$, and $y$, the inspections of the indices become unnecessary, like in the example with vsum in Section 4.1.1.4. An example of such elaboration can be found in Figure 4.1.

Given the above, the arguments $c, x$, and $y$ of function adb are erasable. However, note that erasure of these arguments helps only a little since all of them are $O(1)$-sized unary naturals.

Ripple-carry adder The ripple-carry adder adc uses the one-bit full adder adb to sum the bits of two $w$-bit numbers and uses the following lemma for substitution in

[^8]```
adb : \(\{c: \mathbb{N}\} \rightarrow\{x: \mathbb{N}\} \rightarrow\{y: \mathbb{N}\} \rightarrow \operatorname{Bit} c \rightarrow \operatorname{Bit} x \rightarrow\) Bit \(y \rightarrow \operatorname{Sum} c x y\)
\(\operatorname{adb}=\lambda\{c: \mathbb{N}\} . \lambda\{x: \mathbb{N}\} . \lambda\{y: \mathbb{N}\} . \lambda b c:\) Bit \(c . \lambda b x:\) Bit \(x . \lambda b y:\) Bit \(y\).
case \(b c\) of
    \(I \Rightarrow\) case \(b x\) of
        I \(\Rightarrow\) case \(b y\) of
                        I \(\Rightarrow\) case \(c\) of
                        \(1 \Rightarrow\) case \(x\) of
                                    \(1 \Rightarrow\) case \(y\) of
                                    \(1 \Rightarrow \operatorname{MkS}\{1\}\{1\}\{1\}\{1\}\{1\}\) II (Refl \(\{3\})\)
                \(\mathrm{O} \Rightarrow\) case \(c\) of
                        \(1 \Rightarrow\) case \(x\) of
                        \(1 \Rightarrow\) case \(y\) of
                                    \(0 \Rightarrow \operatorname{MkS}\{1\}\{0\}\{1\}\{1\}\{0\}\) I O (Refl \(\{2\})\)
        \(\mathrm{O} \Rightarrow\) case by of
        I \(\Rightarrow\) case \(c\) of
                        \(1 \Rightarrow\) case \(x\) of
                                    \(0 \Rightarrow\) case \(y\) of
                                    \(1 \Rightarrow \operatorname{MkS}\{1\}\{0\}\{1\}\{0\}\{1\} \mid \mathrm{O}(\operatorname{Refl}\{2\})\)
```

Figure 4.1: An elaborated version of the one-bit full adder
the type.

$$
\begin{aligned}
& \text { IemmaB : }\left(c+b+b^{\prime} \equiv l o+h i+h i\right) \\
& \quad \rightarrow l o+\left(h i+n+n^{\prime}\right)+\left(h i+n+n^{\prime}\right) \equiv c+(b+n+n)+\left(b^{\prime}+n^{\prime}+n^{\prime}\right)
\end{aligned}
$$

I elaborate the function adc only partially to just expose the handling of the implicits but I will not desugar the case expression, nor elaborate it into case trees, nor fill in the implicit arguments of subst.

```
adc \(:\{c: \mathbb{N}\} \rightarrow\{w: \mathbb{N}\} \rightarrow\left\{m^{\prime}: \mathbb{N}\right\} \rightarrow\left\{n^{\prime}: \mathbb{N}\right\}\)
    \(\rightarrow \operatorname{Bit} c \rightarrow \operatorname{Bin} w m^{\prime} \rightarrow \operatorname{Bin} w n^{\prime} \rightarrow \operatorname{Bin}(\mathrm{S} w)\left(c+m^{\prime}+n^{\prime}\right)\)
adc \(\{c\}\{Z\}\{Z\}\{Z\} b c \mathrm{~N}=\mathrm{N}=\mathrm{N}=\)
adc \(\{c\}\{\mathrm{S} w\}\{x+m+m\}\{y+n+n\} b c((\#) w m x x s b x)((\#) w n y y s b y)=\)
    case adb bc bx by of
        MkS \(\{h i\}\{l o\}\{c\}\{x\}\{y\}\) bhi blo eq \(\Rightarrow\)
        subst \((\operatorname{Bin}(\mathrm{S} w))\left\{\left\{_{-}\right\}\left\{_{-}\right\}(\right.\)lemmaB eq)
            ((\#) \(\{\mathrm{S} w\}\{x+m+m+y+n+n\}\{l o\}(\) adc \(\{h i\}\{w\}\{m\}\{n\}\) bhi \(x s y s)\) blo)
```

Having the workhorse function, adc, defined, we can implement the function that adds two binary numbers very easily.

```
\(\operatorname{addBin}: \operatorname{Bin} w m \rightarrow \operatorname{Bin} w n \rightarrow \operatorname{Bin}(S w)(m+n)\)
addBin \(=\operatorname{adc} \mathrm{O}\)
```

In function adc, we can again observe that all variables that stand for natural numbers end up in erasable positions or are entirely unused. In particular, the exponentially large variables, $m$ and $n$, projected out of the constructor (\#), end up in the same position of the constructor (\#) or as arguments $m^{\prime}$ and $n^{\prime}$ in the recursive call on the RHS, and are therefore unused. Furthermore, the arguments of adc that I named $m^{\prime}$ and $n^{\prime}$ here are entirely forced to $x+m+m$ and $y+n+n$ and thus not inspected.

We can therefore see that the arguments $m^{\prime}$ and $n^{\prime}$ of function adc and the argument $n$ of constructor (\#) are erasable (together with the other indices that we are not worried so much about, such as $w$ ), for reasons that I illustrated in Section 4.1.1.

Erasability of argument $n$ of constructor (\#) especially means that the expression $x+m+m+y+n+n$ on the RHS need not be evaluated - and that is precisely where the exponentially sized unary numbers would be constructed in each iteration.

Summary In the illustration above, we took a few reasonable assumptions, such as subst using only the last one of its arguments, that the fields of the constructor (\#) that are unused in adc are not read elsewhere in the program, and similar.

This allows us to conclude that all expensive computation occurs in erasable positions and we can skip it at runtime.

### 4.1.3 Compilation process of Idris

The overall process of compiling Idris programs is illustrated in Figure 4.2. The elaboration stage translates the surface language, Idris, into the core calculus, $\mathrm{TT}_{\text {case }}$, by filling in all blanks, omitted types, and expressing high-level language constructs in the core calculus. $\mathrm{TT}_{\text {case }}$ is a dependently typed lambda calculus with case trees as the pattern matching facility.

A program in $\mathrm{TT}_{\text {case }}$ is then stripped of types, producing a program in IR, the untyped intermediate representation. We perform erasability analysis on this intermediate representation. The results of erasability analysis inform the erasure transformation, which erases all erasable portions of the given program, yielding a program expressed in $\mathrm{IR}_{\mathrm{a}}$.

Finally, the program in $\mathbb{R}_{\square}$ is processed by the remaining stages of the compiler back end to produce an executable.

### 4.2 The calculi $\operatorname{IR}$ and $\mathrm{IR}_{\square}$

The erasure approach presented in this chapters analyses programs expressed in the calculus $I R$, producing erased programs expressed in $I_{\square}$. The calculus $I R_{\square}$ is identical to $I R$, except for an added symbol $\square$, which stands for erased terms. I will write $\mathrm{IR}_{(\mathrm{\square})}$ to refer to both calculi.

In $\mathrm{IR}_{(\mathrm{\square})}$, a program is a sequence of function definitions $D$ and data constructor declarations $C$. The variables $v_{i}$ stand for formal parameters of the function named n and its body is a term of $\mathrm{IR}_{(\mathrm{D})}$.


Figure 4.2: Idris Compilation Process

```
\(D::=\mathrm{n} v_{1} v_{2} \ldots v_{m}=T\)
\(C\) ::= constructor \(n\) with \(m\) arguments
\(T::=c|v| n\)
    \(\mid \square\)-only in \(I R_{\square}\)
    | TT| \(\lambda v . T\)
    let \(v=T\) in \(T\)
        (case \(T\) of
        \(\mathrm{n}^{1} v_{1}^{1} v_{2}^{1} \ldots v_{m^{1}}^{1} \Rightarrow T\)
        \(\mathrm{n}^{2} v_{1}^{2} v_{2}^{2} \ldots v_{m^{2}}^{2} \Rightarrow T\)
        \(\mathrm{n}^{k} v_{1}^{k} v_{2}^{k} \ldots v_{m^{k}}^{k} \Rightarrow T\)
```

Figure 4.3: Term syntax of the intermediate representations $\mathrm{IR}_{(\mathrm{\square})}$.

An $\mathrm{IR}_{(\text {ㅁ) }}$ term $T$ is either a constant, a variable, a global name; an erased term; an application, a lambda; a let-binding; or a case-expression, whose individual branches refer to data constructors $\mathrm{n}_{i}$ with their fields being pattern-matched as $v_{i}^{j}$.

We distinguish (local) names of variables $v$ from global names of definitions $n$.
The language $\mathrm{IR}_{(\square)}$ is untyped. This allows us to remove parts of the program arbitrarily, without restrictions (but also guarantees) of any typing constraints that would be invalidated by erasure.

### 4.3 Erasure inference

Given a program expressed in IR, we can infer erasability from it by formalising the intuition given in Section 4.1.

### 4.3.1 Basic notions

Let us define the following terms.
Usage An item is used if it may influence the normal form of main. Otherwise it is unused.

Global name A name of a function, data constructor, or other globally defined item, as opposed to e.g. lambda-bound names, which are not global names.

Arity of a global name The number of $\Pi$ binders present literally at the beginning of the type signature of the global name.

I define this because the arity of a function may not be clear in variadic functions like printf. In this scheme, variadic functions are modelled as fixed-arity functions returning other functions, where the "other" functions are not subject to erasure.

Node A pair of a global name n and argument number $i$, usually written $\mathrm{n}_{i}$. A node stands for a position that can be considered used/erased or not.

We also introduce node $f_{\star}$ for every function $f$, to denote the return value of $f$ (which also may or may not be used).

Set of dependencies A set of nodes, usually associated with a variable. When that variable is recognised as used, it follows that all nodes from its set of dependencies must be considered used as well.

Guards A set of nodes whose simultaneous usage implies that some other node is used.

Implication A formula of the form $n_{i} \longleftarrow G$. Its meaning is "if every guard (node) from $G$ is recognised as used, then $n_{i}$ must also be considered used".

Usage pattern A mapping from a set of nodes to the set \{possibly used, unused\}.

### 4.3.2 Implication gathering

In order to infer erasability, the algorithm searches the call graph to discover which functions are (transitively) referred to from main. From each function definition discovered, it collects a set of implications describing how its arguments are used.

Implications are generated by the operation $\llbracket-\mathbb{l}_{G^{\prime}}^{\Gamma}$, which takes a term and returns a set of implications. The indices $G$ and $\Gamma$ describe the current context. $G$ is a set of guards for the current context and $\Gamma$ is an environment that maps variable names to their dependency sets, as described further below. Figure 4.4a contains the implication-generating rules for definitions and terms; Figure 4.4b describes how to generate implications for case expressions. Constructor declarations do not generate implications.

### 4.3.2.1 Function definitions

Preprocessing Before analysis, we $\eta$-expand function definitions, wherever applicable, generating fresh names for the new arguments. Any name defined with a functional type should have the corresponding number of lambdas at the beginning of its definition.

The $\eta$-expansion procedure uses arity as defined in Section 4.3.1.

Implications Equation 4.2 in Figure 4.4a describes how to gather implications from function definitions. The body of $f$, written $B_{f}$, is analysed as a term in the environment and with the guards given in the equation.

Guards We start analysing the body of function $f$ with the set of guards containing $f_{\star}$. This expresses that whatever usage is inferred from the body of $f$, it should be considered only if the return value of $f$ is used at all.

Environment of dependencies The environment $\Gamma$ in $\llbracket-\rrbracket_{G}^{\Gamma}$ is used to keep track of every variable occurring in the function being analysed and to remember which dependencies it draws in, i.e. which nodes should be marked as used if this variable is found to be used. We call this set of nodes the dependency set of the variable, and thus the environment $\Gamma$ consists of assignments of the form $x \mapsto\left\{n_{i}, m_{j}, \ldots\right\}$, where the dependency set $\left\{n_{i}, m_{j}, \ldots\right\}$ is assigned to the variable $x$. We write $\Gamma(x)$ to denote the set of dependencies (nodes) assigned to $x$. A variable may draw in a non-singleton set of dependencies if it arises from nested pattern matching, which is represented in $\mathrm{IR}_{\text {(ㅁ) }}$ by nested case expressions (case 4.4 in Figure 4.4 b ).

Example Let us look at the following function as an example.

```
makeEven : \(\mathbb{N} \rightarrow \mathbb{N}\)
makeEven \(=\) double \(\circ\) halve
```

First, we $\eta$-expand to makeEven' $x=$ (double o halve) $x$. Then the variable $x$ is the first formal argument of the function makeEven' and it is represented by the node makeEven $_{1}$. The initial dependency environment $\Gamma$ is $\left\{x \mapsto\left\{\right.\right.$ makeEven $\left.\left._{1}\right\}\right\}$, and the initial set of guards $G$ is $\left\{\right.$ makeEven $\left._{\star}\right\}$.

### 4.3.2.2 Terms

The remaining equations in Figure 4.4a show how to build implication sets for terms of IR.

- Constants, global names, and local variables;
- applications of global names;
- application of terms that are not global names;

$$
\begin{aligned}
& \llbracket f v_{1} v_{2} \ldots v_{m}=B_{f} \rrbracket=\llbracket B_{f} \rrbracket_{\left\{f_{*}\right\}}^{\left\{v_{1} \mapsto\left\{f_{1}\right\}, \ldots, v_{m} \mapsto\left\{f_{m}\right\}\right\}} \\
& \llbracket c \rrbracket_{G}^{\Gamma}=\emptyset \quad-\text { constant } \\
& \llbracket n \rrbracket_{G}^{\Gamma}=\left\{n_{\star} \longleftarrow G\right\} \quad \text { - global name } \\
& \llbracket v \rrbracket_{G}^{\Gamma}=\left\{d_{i} \longleftarrow G \mid d_{i} \in \Gamma(v)\right\} \text {-variable } \\
& \llbracket \mathrm{n} T_{1} T_{2} \ldots T_{m} \rrbracket_{G}^{\Gamma}=\left\{\mathrm{n}_{\star} \longleftarrow G\right\} \cup \bigcup_{i=1}^{m} \llbracket T_{i} \rrbracket_{\left\{\mathrm{n}_{i}\right\} \cup G}^{\Gamma} \\
& \llbracket F T_{1} T_{2} \ldots T_{m} \rrbracket_{G}^{\Gamma}=\llbracket F \rrbracket_{G}^{\Gamma} \cup \bigcup_{i=1}^{m} \llbracket T_{i} \rrbracket_{G}^{\Gamma} \\
& \llbracket \text { let } v=T \text { in } M \rrbracket_{G}^{\Gamma}=\llbracket T \rrbracket_{G}^{\Gamma} \cup \llbracket M \rrbracket_{G}^{\Gamma \cup\{v \mapsto \emptyset\}} \\
& \llbracket \lambda v . M \rrbracket_{G}^{\Gamma} \quad=\llbracket M \rrbracket_{G}^{\Gamma \cup\{v \mapsto 0\}}
\end{aligned}
$$

(A) Implication gathering: function definitions and terms

$$
\begin{aligned}
& \left\|\begin{array}{c}
\text { case } T \text { of } \\
\mathrm{n}^{1} v_{1}^{1} v_{2}^{1} \ldots v_{m^{1}}^{1} \Rightarrow B^{1} \\
\mathrm{n}^{2} v_{1}^{2} v_{2}^{2} \ldots v_{m^{2}}^{2} \Rightarrow B^{2} \\
\vdots \\
\mathrm{n}^{k} v_{1}^{k} v_{2}^{k} \ldots v_{m^{k}}^{k} \Rightarrow B^{k}
\end{array}\right\|_{G}^{\Gamma}=\llbracket T \rrbracket_{G}^{\Gamma} \cup \bigcup_{i=1}^{k} \llbracket B^{i} \rrbracket_{G}^{\Gamma \cup v^{i}} \\
& \quad \text { where } V^{i}=\left\{v_{j}^{i} \mapsto\left\{\mathrm{n}_{j}^{i}\right\} \mid j \in 1 \ldots m^{i}\right\} \\
& \text { and }(k \neq 1 \text { or } T \text { is not a variable })
\end{aligned}
$$

$\llbracket \begin{gathered}\text { case } v \text { of } \\ n v_{1} v_{2}\end{gathered} \ldots v_{m} \Rightarrow B \|_{G}^{\Gamma}=\llbracket B \rrbracket_{G}^{\Gamma \cup V}$
where $V=\left\{v_{j} \mapsto\left(\left\{\mathrm{n}_{j}\right\} \cup \Gamma(v)\right) \mid j \in 1 \ldots m\right\}$
(в) Implication gathering: case expressions

- let expressions;
- lambda expressions.

Constants and references Constants do not generate any constraints.
Global names, in a context represented by the set of guards $G$, produce one implication, $n_{\star} \longleftarrow G$. This means that in the context guarded by $G$, the (return) value of $n$ is used.

Local variables do not have a dedicated node $-\star$ like global names. Instead, they have dependency sets recorded in the environment $\Gamma$. This environment keeps track of where the local variable comes from, whether it comes from a function argument, a pattern variable in a case match, or a sequence of single-branch case matches.

If a local variable $v$ is used in the context represented by guards $G$, all nodes from its dependency set must be used, too. This is expressed by the set of implications $\left\{d_{i} \longleftarrow G \mid d_{i} \in \Gamma(v)\right\}$.

In general, tautologies can be dropped and implications can be optimised at this point. For example, the above set can be reduced to $\left\{d_{i} \longleftarrow G \mid d_{i} \in \Gamma(v) \backslash G\right\}$.

Applications of global names Applications of global names are the key element in our erasure algorithm. Erasure corresponds to pruning an abstract syntax tree just below the nodes corresponding to applications of globals, removing some of their subterms.

To explain the rules of usage in applications of globals, consider when the variable $x$ is used in the body of $f$ in the following definition.

$$
f x=g y(h x) z
$$

If $g$ does not use its second argument, the whole expression $(h x)$ can be discarded to save computation, which means that $x$ is not used. Even if $g_{2}$ is used, $h$ may not use its first argument, which would also make $x$ unused again. In other cases, we mark $x$ as used.

As we have seen, the usage of $x$ depends on $g_{2}$ and $h_{1}$, and every occurrence of every variable has got such a set of "preconditions" derived from its enclosing environment, from the path down the tree of applications. We call this set of preconditions guards and maintain it as the index $G$ in $\llbracket-\rrbracket_{G}^{\Gamma}$.

We can generalise the above example and write a general rule for application of global names (i.e. functions or data constructors), as shown in Figure 4.4a. For every argument $T_{i}$, we include its set of implications, guarded by $f_{i}$. This precondition added to $G$ expresses that these implications come into effect only if the $i$-th argument of $f$ is used.

Finally, each application of a global name $n$ uses the return value of $n$, which yields an extra implication $n_{\star} \longleftarrow G$.

Applications of non-globals If the inspected term is an application of anything other than a global name, such as a local variable or a more complex expression, we assume nothing is erased. In practice, the only difference between applying a global name and anything else is that we extend the set of guards $G$ in the operands when applying globals.

Since Idris uses strict evaluation, we do not perform deep analysis to find whether arguments of non-global applications are used, but consider them used because they will be evaluated regardless.

Therefore, in cases other than application of a global name (such as application of a local variable or a lambda) we include the dependencies for the operator and all operands.

Let expressions Let-bound values are considered used, regardless of how (and whether at all) the bound variable is used on the RHS of the let expression. For the RHS $M$, the environment $\Gamma$ is extended with the empty dependency set for $v$ because the associated set of implications $\llbracket T \rrbracket_{G}^{\Gamma}$ has already been unconditionally added to the constraint set.

In practice, this has led to surprising effects where a programmer complained about insufficient erasure when binding proofs using let, and that moving the proofs into a where block fixed the issue since in Idris, where definitions are lifted to top level.

A way to solve this problem would be generating a unique global name for each let-bound definition, and treating them like global definitions in the erasure mechanism. This would simulate lifting let-bound definitions to the global scope. It has not been implemented in Idris 1.

Another way would be not including the implications from $T$ immediately but associating them with $v$ in $\Gamma$ instead. This would however require a more complex structure of dependency sets in $\Gamma$ (Section 4.5.4) than we have now.

Lambda expressions From the point of view of erasure and usage, lambda expressions are delayed computation. Since this erasure scheme cannot track control flow, we have to assume that all resources in a lambda expression are used at the point of creating of the anonymous function.

Furthermore, since the rule for applying non-globals, which includes lambdas and higher-order variables, unconditionally includes dependencies from the argument, there are no dependencies we need to (and possibly could) assign to the variable $v$, and thus we extend the environment $\Gamma$ with $v \mapsto \emptyset$.

### 4.3.2.3 Case expressions

Analysis of the most general form of case expressions is shown in the first equation in Figure 4.4b. The inspected term $T$ is certainly used and therefore $T$, together with each branch of the case expression, contributes to its set of implications.

In each branch, the context $\Gamma$ is extended with $V^{i}$, which describes the new variables introduced by pattern matching. $V^{i}$ expresses that the value $v_{j}^{i}$ is obtained by reading the $j$-th field of the constructor $\mathrm{n}^{i}$, represented by the node $\mathrm{n}_{j}^{i}$.

Single-branch case expressions In Figure 4.4b, I include a rule for one special case of case-expressions. When the case expression inspects a variable with only one possible branch, we defer usage of the inspected variable to the point of usage of the projected variables.

If all projections end up in erased positions or are not used at all (for illustration, this usually happens when matching on Refl, the constructor of propositional equality), we want to avoid marking the inspected variable as used.

In such cases, the erasure step must later remove case-inspections of erased variables in order to keep the inspected expression unevaluated.

This optimisation is intended for forced constructors (cf. Section 7.2.3.2, rule 7.3) and does not preserve pattern match failures if the pattern is not covering.

Pushing case inspection into the leaves This single-branch optimisation could also be achieved by "pushing case inspections into the leaves" using the following rewrite rule. This has to be done before erasure analysis.

$$
\begin{aligned}
& \text { case } v \text { of } \\
& \mathrm{n} v_{1} \ldots v_{m} \Rightarrow R
\end{aligned} \quad \Longrightarrow \quad R\left[\begin{array}{c}
\text { case } v \text { of } \\
\mathrm{n} v_{1} \ldots v_{m} \Rightarrow v_{i}
\end{array}\right]_{i \in 1 . . m}
$$

Above, $\left[v_{i} \mapsto \ldots\right]_{i \in 1 . . m}$ stands for substitution for variables $v_{1}$ through $v_{m}$.
If all references to a variable are unused in the original program, all copies of its corresponding case expression will be unused and erasable in the transformed program, too.

However, depending on the implementation of the language, this transformation may or may not incur runtime cost because it copies (constantly sized) pieces of code.

IR, as implemented in Idris 1 , has a special term form called $\operatorname{ProjCase}_{i}(T)$ that projects the $i$-th field from the constructor at the head of the normal form of $T$. This term form is used for optimisations; it is low-level and unsafe and it does not check which constructor it is projecting from, whether the index $i$ is in bounds, or whether the piece of memory in question represents a constructor at all.

We can view ProjCase as a shorthand for a case expression that has been "pushed into the leaf". Indeed, if we extend ProjCase to store the name of the constructor $n$, the difference between ProjCase and a case expression pushed into the leaf reduces to just syntax.

Single-branch inspection of terms The single-branch optimisation in Figure 4.4b is restricted to the cases where the scrutinee is a variable. Therefore, case inspections of compound terms will not be recognised as redundant, even if there is only one branch and all variables projected from the match are unused.

This is sufficient for Idris 1 because its case-tree elaboration algorithm [Wad87a] produces only case trees that inspect variables.

We could extend the single-branch optimisation for singleton case expressions inspecting compound terms but that would require a more elaborate formulation of dependency sets than we currently have (Section 4.5.4).

### 4.3.3 Dependency solving

Interpretation as a logic program After collecting a set of implications from the program, the algorithm uses it to find the minimal consistent usage pattern of the program. We interpret every node as a propositional variable, a set of guards as a conjunction of variables, and every implication as logical implication.

Intuitively, the propositional variable $f_{i}$ is true if the function $f$ uses its $i$-th argument (when $f$ is a function), or if the data constructor $f$ needs to store its $i$-th argument (when $f$ is a data constructor) in order to preserve the result of main.

With this interpretation, each implication collected by the program is a Horn clause, e.g.:

$$
f_{i} \longleftarrow g_{j}, h_{k}, m_{l}, \ldots
$$

The above implication says that if nodes $g_{j}, h_{k}$, and $m_{l}$, etc, are all found to be used, the node $f_{i}$ has to be considered to be used as well in order to stay erasure-consistent.

Therefore, the output of implication gathering can be seen as a ( 0 -th order) logic program.

Postulates We extend the set of implications gathered from the program with the following implication.

$$
\operatorname{main}_{\star} \longleftarrow \emptyset
$$

This implication has an empty set of guards on the RHS and it expresses that the return value of main is used unconditionally.

In the presence of compiler primitives or other foreign definitions, we may have to add additional postulates, as described in Section 4.5.2.

Finding the minimal solution Let $\Delta$ be the set of Horn clauses gathered from the program, including all postulates and other extra alements added to it. Then the minimal solution is the smallest set $S$ such that the following rule holds.

$$
\frac{G \subseteq S}{} \quad\left(n_{i} \longleftarrow G\right) \in \Delta \text { ForwardChain }
$$

The set $S$ is the minimal model of the logic program $\Delta$.

$$
\begin{aligned}
& \langle c\rangle_{S} \quad=c \\
& \langle v\rangle_{S} \quad=v \\
& \langle\mathrm{n}\rangle_{S} \quad=\mathrm{n} \\
& \langle\lambda v . T\rangle_{S} \quad=\lambda v .\langle T\rangle_{S} \\
& \langle\text { let } v=T \text { in } M\rangle_{S}=\text { let } v=\langle T\rangle_{S} \text { in }\langle M\rangle_{S} \\
& \left\langle F T_{1} \ldots T_{m}\right\rangle_{S}=\langle F\rangle_{S}\left\langle T_{1}\right\rangle_{S} \ldots\left\langle T_{m}\right\rangle_{S}
\end{aligned}
$$

## Figure 4.5: Erasure from terms

Since $\Delta$ describes the data dependencies within the program, then nodes in $S$ must be considered used and unerasable. For the nodes outside $S$, there is no reason to consider them used and they can be erased.

The dependency solving stage is discussed more broadly in Chapter 6. Especially, its efficiency is discussed in Section 6.5.2.

### 4.4 Erasure

The removal of non-computational code happens by pruning the AST of a program, which transforms a program expressed in IR to a program expressed in $\mathrm{IR}_{\square}$. I represent erasure by the operation $\langle-\rangle_{S}$, defined in Figures 4.5 and 4.6.

### 4.4.1 Terms

In Figure 4.5, Equation 4.5 shows how to prune terms like constants, variables, global names, applications, lambdas and let-expressions. These do not change beyond being pruned recursively.

Applications of global functions In Figure 4.5, Equation 4.6 shows that we prune the syntax tree by replacing erased positions in applications of global functions with athe placeholder $\square$.

This approach does not change arities of functions; it does not remove formal arguments from functions. Instead, we just do not perform the erased pieces of computation and leave the corresponding references undefined ${ }^{2}$ in the low-level representation.

The (meta-) function Arity computes arity as defined in Section 4.3.1 - by counting the literal $\Pi$ binders in the type signature of $n$.

Data constructor applications In a way, data constructors are simpler than functions because they have more clearly defined arities, and other parts of the Idris compiler keep them exactly saturated in the internal representation. Therefore, it is easier to completely remove their fields, changing their arities, instead of filling them with placeholders (ㅁ). This is shown in Figure 4.5, Equation 4.7.

If an application is not saturated, it may need $\eta$-expansion or other changes depending on the context to ensure that all arguments end up in the correct positions.

For example, consider the following program, where we will assume that the argument $z$ of constructor $C$ can be erased.

```
data T : Type where
    \(\mathrm{C}:(x: \mathbb{N}) \rightarrow(y: \mathbb{N}) \rightarrow(z: \mathbb{N}) \rightarrow \mathrm{T}\)
\(x:(\) Bool, \(\mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathrm{T})\)
\(x=(\) False, C 3\()\)
```

Then the definition $x$ must erase to the following.

$$
x=\left(\text { False }, \lambda y \cdot \lambda z \cdot\langle\mathrm{C}\rangle^{2} 3 y\right)
$$

We had to $\eta$-expand the application of $C$ because the erasure scheme in this chapter does not support erasure in non-global functions. Hence any code that receives the function (C 3) will treat it as a function with type $\mathbb{N} \rightarrow \mathbb{N} \rightarrow \mathrm{T}$ with no erased arguments and will attempt to apply it to (up to) two arguments.

Since we do remove the arguments in the low-level representation of $C$ but we cannot propagate that fact with the resulting higher-order function, we must use $\eta$-expansion to create a low-level interface that matches the type of the function.

### 4.4.2 Case expressions

Case expressions are erased as described in Figure 4.6. We recursively erase all involved parts:

- the inspected term;

[^9]\[

\left.$$
\begin{array}{l}
\left\langle\begin{array}{c}
\text { case } v \text { of } \\
\mathrm{n} v_{1} \\
v_{2}
\end{array} \ldots v_{m} \Rightarrow B\right. \tag{4.8}
\end{array}
$$\right\rangle_{S}=\langle B\rangle_{S}
\]

$$
\begin{aligned}
& \text { case }\langle T\rangle_{S} \text { of } \\
& \begin{array}{l}
\text { case } T \text { of } \\
\mathrm{n}^{1} v_{1}^{1} v_{2}^{1} \ldots v_{m^{1}}^{1} \Rightarrow B^{1} \quad\left\langle\mathrm{n}^{1} v_{1}^{1} v_{2}^{1} \ldots v_{m^{1}}^{1}\right\rangle_{S} \Rightarrow\left\langle B^{1}\right\rangle_{S}
\end{array} \\
& \left.\begin{array}{c}
\mathrm{n}^{2} v_{1}^{2} v_{2}^{2} \ldots v_{m^{2}}^{2} \Rightarrow B^{2} \\
\vdots
\end{array}\right|_{S}=\left\langle\mathrm{n}^{2} v_{1}^{2} v_{2}^{2} \ldots v_{m^{2}}^{2}\right\rangle_{S} \Rightarrow\left\langle B^{2}\right\rangle_{S} \\
& \mathrm{n}^{k} v_{1}^{k} v_{2}^{k} \ldots v_{m^{k}}^{k} \Rightarrow B^{k} \quad\left\langle\mathrm{n}^{k} v_{1}^{k} v_{2}^{k} \ldots v_{m^{k}}^{k}\right\rangle_{S} \Rightarrow\left\langle B^{k}\right\rangle_{S} \\
& \text { if } \\
& \text { previous rule (4.8) does not apply }
\end{aligned}
$$

Figure 4.6: Erasure from case expressions

- right-hand sides of each branch;
- left-hand sides of each branch.

The left-hand sides are erased using the rule described in Figure 4.5, Equation 4.7, because at runtime, the arities of data constructors might be different.

If we use the singleton-case optimisation from Figure 4.4b, Equation 4.4, we must also remove unused case splits according to Figure 4.6, Equation 4.8, to ensure that the scrutinee is not inspected at runtime, as the corresponding low-level reference may be undefined.

The resulting erased program is now free from all unused data that we have identified, and is ready to be compiled further by the back-end to an executable.

### 4.5 Extensions

In a practical language implementation, there are additional language elements that interact with erasure, such as type classes or compiler primitives. We may also wish to add features for better ergonomy of the erasure mechanism, such as explicit erasure annotations and more helpful erasure warnings. This section discusses a few such options.

### 4.5.1 Erasure annotations

My implementation in Idris 1 allows user-provided explicit erasure annotations. Perhaps unintuitively, they cannot be used to request erasure of the annotated elements. Instead, they influence erasure only indirectly, via the second of their two purposes:

```
data Vect: \(\mathbb{N} \rightarrow\) Type \(\rightarrow\) Type where
    Nil: Vect Za
    (::): . \(\{n: \mathbb{N}\} \rightarrow(x: a)\)
    \(\rightarrow(x s: \operatorname{Vect} n a) \rightarrow \operatorname{Vect}(\mathrm{S} n) a\)
index : . \(\{n: \mathbb{N}\} \rightarrow\) Fin \(n \rightarrow\) Vect \(n a \rightarrow a\)
index FZ \((x:: x \mathrm{~s})=x\)
index (FS \(n)(x:: x\) s \()=\) index \(n x s\)
```

Figure 4.7: Syntax of erasure annotations in Idris 1

- requesting warnings if any annotated part of the program is not erased;
- influencing case-tree elaboration to prefer inspecting unannotated values.

In Idris 1, users can assert that certain arguments of functions and data constructors will be found unused by the usage analysis by putting dots in the corresponding places of type signatures. In Figure 4.7, this is demonstrated on the type index $n$, in both the data constructor (::) and the function index. If this assertion fails because usage analysis finds that $n$ could be used, the compiler will emit a warning and will not erase $n$, still producing a correct program.

It is important to note that erasure does not depend on erasure annotations. They can improve it indirectly via case tree elaboration, but only because Idris 1 does not have other facilities to fully specify the desired runtime behaviour (see Section 4.5.1.1 below).

After case tree elaboration, the subsequent compilation stages perform an independent usage analysis. If the analysis marks something as erasable, there is no reason to leave it in the program even if the user did not annotate it. Conversely, when the analysis detects that the program code needs a value at runtime, it cannot be erased, even if the user marked it as such.

### 4.5.1.1 Case-tree elaboration

When elaborating pattern-matching function definitions into case trees, there may be several choices, as already discussed in Section 2.1.4.2.

For example, the function halve could perform computation on either of its two arguments, erasing the other.

$$
\begin{aligned}
& \text { halve : }(n: \mathbb{N}) \rightarrow \text { Even } n \rightarrow \mathbb{N} \\
& \text { halve } \quad Z \quad \text { EvenZ }=Z \\
& \text { halve }(S(S n))(\text { EvenSS } e)=S \text { (halve } n e)
\end{aligned}
$$

Both versions would work correctly but they would have different erasure properties, and thus different runtime behaviour, possibly with even asymptotically different
runtimes and/or memory usage. This is especially important because erasure cascades.

In Section 2.1.4.3, I argue that the choice of the interpretation is up to the programmer. However, Idris 1 does not have a way for programmers to choose which elaboration they desire because there is no facility to mark forced patterns.

This is partly because Idris's former erasure scheme (forcing, collapsing, and detagging, Section 3.2.1.1) used to make the choice for the programmer by always inspecting function arguments instead of constructor fields, wherever possible. Idris also uses other heuristics to build efficient case trees, such as inspecting the variable with the highest number of distinct constructors first, or preferring to split "from the right", assuming that indices would be mostly forced by the patterns to the right of them.

In such cases, the user can influence the case-tree elaborator by putting an explicit erasure annotation in the type of the function or in types of data constructors and the case-tree elaborator will try to avoid inspecting dotted arguments, if possible.

The algorithm The compiler of Idris uses a variant of the pattern compiling algorithm described by Wadler [Wad87a], with its own modifications and heuristics, some of them described in the paragraphs above.

I modified the pattern compiler to reorder the list of pattern variables so that no dotted variables (including those that arise from matching on constructors) are matched before exhausting non-dotted variables.

This is achieved by modifying Wadler's function match to sort its list of variables, together with their corresponding patterns, by whether they are dotted or not (besides the other criteria that Idris used before).

In practice, this amounts to sorting the list of variables and patterns at the beginning of the transformation and then every time Wadler's constructor rule is applied. In other words, the list of pattern variables (and their corresponding patterns) is sorted every time new pattern variables are added to it.

### 4.5.1.2 Free implicits

As mentioned in Section 2.1.1, free implicits are free variables occurring in type signatures. In the type signature below, $a$ is a free implicit and $n$ is a bound implicit.

$$
\text { vlen }:\{n: \mathbb{N}\} \rightarrow \text { Vect } n a \rightarrow \mathbb{N}
$$

Free implicits are silently bound by Idris at the beginning of the type signature with their inferred type.

In Idris 1, we also chose to make free implicits "dotted" (erasure-annotated) by default. This is a compromise solution to make the pattern compiler choose the interpretation "that the user meant" without making the user to put in too many
erasure annotations. In practice, we have found it consistent with the usual intention and it provides extra checks.

However, it is still a compromise and a mild case of the Hindley-Milner conflation (Section 3.2.2.2), which here extends to the fact that the same facility - erasure annotations - are used to control two entirely different things, erasure warnings, and elaboration of case trees.

This trick could be removed if Idris 1 gets another way to specify the desired operational behaviour of pattern matching definitions.

### 4.5.1.3 Erasure warnings

After usage analysis, the compiler checks whether everything that has been dotted (marked with erasure annotations) is also recognised as erasable. If that is not the case, it issues a warning for each case where an erasure annotation is violated.

Erasure warnings are, however, merely warnings saying that the programmer's idea differs from what has been found about the source code. The subsequent compilation stages use only the output of usage analysis (not the annotations) and the resulting program will work correctly even with erasure violations. However, it may be less efficient than the programmer expected.

Erasure warnings are discussed further in Section 4.5.6.

### 4.5.2 Primitives and builtins

The erasure inference algorithm (Section 4.3) generates implications only from inlanguage function definitions. However, all external definitions, foreign calls and compiler builtins have no in-language definitions and they would therefore end up recognised as not using any of their arguments.

Therefore we introduce usage postulates, which assert which arguments of which builtins are used. In the case of Idris 1, some usage postulates are built into the compiler, and they can also be introduced by a programmer with a compiler pragma.

For example, the fact that the return value of main is used, is also implemented as a usage postulate in Idris.

$$
\begin{equation*}
\operatorname{main}_{\star} \longleftarrow \emptyset \tag{4.11}
\end{equation*}
$$

We saw this postulate in Section 4.3.3 on dependency solving.

### 4.5.3 Type classes

The erasure scheme, as presented, cannot express higher-order erasure patterns, such as data constructors taking functions with erased arguments. (This is further discussed in Section 4.5.5.)

However, type classes are an important higher-order structure, since they are implemented as records containing functional fields, and we would like to erase from methods of type classes as if they were normal functions.

Type class methods usualy do not have (immediate) definitions and therefore erasure inference would not infer any usage for them. We thus define the usage pattern of a method as the union of usage of all its instances, which is the conservative approximation. More precisely, we define the usage of a method as the union of the usage of every function passed to the instance constructor anywhere in the program.

For example, this will likely compute the usage of Num.(+) as the union of the usage of $+_{\mathbb{N}},+_{\mathrm{Int}},+_{\text {Double, }}$, etc. In Idris, this may include runtime-constructed instances.

In Idris 1, I implemented special support for type classes as given in the following description.

- We generate a fresh global name for each typeclass method. In the following, let us assume that the name is $\mathrm{n}^{j}$ for each instance constructor n and number of method $j$.
- We extend the environment $\Gamma$ in Figures 4.4 a and 4.4 b to track which variables represent which typeclass methods.
- We extend usage analysis in Figure 4.4a with the following rule that takes precedence over the general rule for applications.

$$
\llbracket v T_{1} T_{2} \ldots T_{m} \rrbracket_{G}^{\Gamma}=\left\{n_{\star}^{j} \longleftarrow G\right\} \cup \bigcup_{i=1}^{m} \llbracket T_{i} \rrbracket_{\left\{n_{i}^{j}\right\} \cup G}^{\Gamma}
$$

if $\Gamma$ indicates that $v$ represents typeclass method $\mathrm{n}^{j}$

Without this rule, all arguments $T_{i}$ would be analysed as used in the context represented by $G$. With this rule, usage of every argument $T_{i}$ has an extra precondition $\mathrm{n}_{i}^{j}$ that extends $G$ in the recursive application of $\mathbb{I} \cdot \rrbracket$.

- We further extend usage analysis in Figure 4.4a with the following rule that takes precedence over the general rule for global names.

$$
\begin{aligned}
\llbracket \mathrm{n} T_{1} T_{2} \ldots T_{m} \rrbracket_{G}^{\Gamma}= & \left\{\mathrm{n}_{\star} \longleftarrow G\right\} \cup \bigcup_{i=1}^{m} \llbracket T_{i} \mathbb{\rrbracket}_{\left\{\mathrm{n}_{i}\right\} \cup G}^{\Gamma} \\
& \cup \bigcup_{j=1}^{m} \llbracket \mathrm{n}^{j}=T_{j} \rrbracket
\end{aligned}
$$

if n is a typeclass instance constructor

In the rule above, $\llbracket \mathbf{n}^{j}=T_{j} \rrbracket$ invokes Equation 4.2 from Figure 4.4a - we analyse the program as if it contained $\mathrm{n}^{j}=T_{j}$ as a definition.

Without this rule, no implications would be generated for the instance names $\mathrm{n}^{j}$. With this rule, each term $T_{j}$ passed as the $j$-th argument to the instance constructor n anywhere in the program also contributes the appropriate erasure implications to $\mathrm{n}^{j}$.

Because the analysis of function definitions performs $\eta$-expansion, this approach works even in Idris, where $T_{i}$ is always just a global name.
Note that implications for $n^{j}$ are generated even if $G$ represents an erasable context. This could be fixed easily by passing $G$ down to the analysis of $\mathrm{n}^{j}=T_{j}$ or by other means, such as a better representation of dependency sets (Section 4.5.4).

- We extend erasure in Figure 4.6 to keep track of which variables are projected out from a typeclass instance constructor. This amounts to keeping an environment while performing recursion.
- We extend erasure in Figure 4.5 with the following rule that takes precedence over the general rule for applications (which includes applications of local variables).

$$
\begin{aligned}
& \left\langle v T_{1} T_{2} \ldots T_{m}\right\rangle_{S}=v T_{1}^{\prime} \ldots T_{m}^{\prime} \\
& \text { where } \\
& \quad v \text { represents method } \mathrm{n}^{j} \\
& \qquad T_{i}^{\prime}= \begin{cases}\square & \text { if }\left(\mathrm{n}_{i}^{j} \notin S\right) \wedge\left(i<\operatorname{Arity}\left(\mathrm{n}^{j}\right)\right) \\
\left\langle T_{i}\right\rangle_{S} & \text { otherwise }\end{cases}
\end{aligned}
$$

This means that erasure-wise, $v$ is considered to represent $\mathrm{n}^{j}$ but the generated code still contains $v$.
Creating names of the form $\mathrm{n}_{i}^{j}$ is a special case of the more general approach discussed in Section 4.5.5.

### 4.5.4 Different representation of dependency sets

In Figures 4.4a and 4.4b, we keep $\Gamma$, an environment that tracks dependency sets for each variable. Dependency sets are called dependency sets because they contain just the dependencies, nodes, as illustrated by the following example.

$$
\Gamma(v)=\left\{\mathrm{n}_{2}, \mathrm{~m}_{1}\right\}
$$

As we have seen earlier in this chapter, this simplicity precludes more advanced erasure inference, such as better analysis of let bindings (Section 4.3.2.2), single-branch case-inspection of complex terms (Section 4.3.2.3), or better approximation of usage patterns of class methods (Section 4.5.3).

In Chapter 6, we associate a whole constraint set with a variable. This set does not contain just nodes that are used immediately when a variable is used, but also nodes that are used given some precondition when the variable is used, as illustrated by the following example.

$$
\Gamma(v)=\left\{\left\{\mathrm{p}_{3}, \mathrm{q}_{1}\right\} \rightarrow \mathrm{n}_{2}, \emptyset \rightarrow \mathrm{~m}_{1}\right\}
$$

This approach is more flexible and composable.
For illustration, Equation 4.4 in Figure 4.4b for single-branch case trees could be generalised to support non-variable scrutinees as follows (assuming that the rest of the erasure mechanism has been adapted to the new form of $\Gamma$ ).

$$
\begin{aligned}
& \left\|\begin{array}{l}
\text { case } T \text { of } \\
\mathrm{n} v_{1} v_{2} \ldots v_{m} \Rightarrow B
\end{array}\right\|_{G}^{\Gamma}=\llbracket B \rrbracket_{G}^{\Gamma \cup V} \\
& \quad \text { where } V=\left\{v_{j} \mapsto\left(\left\{\emptyset \rightarrow \mathrm{n}_{j}\right\} \cup \llbracket T \rrbracket_{G}^{\Gamma}\right) \mid j \in 1 \ldots m\right\}
\end{aligned}
$$

The most important difference to the original rule is that the extension to $\Gamma$, which we call $V$, is now free to use $\llbracket T \rrbracket_{G}^{\Gamma}$ instead of $\Gamma(v)$.

A similar inference rule would be applicable for let expressions, together with an erasure rule that removes a let-bound definition if it is not referenced from the erased subterm, exactly like with singleton case trees.

### 4.5.5 Higher-order functions

The erasure mechanism presented in this chapter does not support higher-order functions in the sense that it is unable to express erasure from functional arguments of functions and data constructors.

As an example, consider the following function expressed in the continuationpassing style.

$$
f:(g:(n: \mathbb{N}) \rightarrow \text { Vect } n \text { Bool } \rightarrow a) \rightarrow a
$$

Here, the argument $n$ of $g$ cannot be erased because $g$ does not have a global name and therefore there is no way to create nodes for it in the current scheme.

An example of this problem are also typeclass instances, which are represented in Idris as records with functional fields, as discussed in Section 4.5.3.

I present several suggestions, of which only the special case for type classes is implemented in Idris 1 (Section 4.5.3).

Generalised nodes We could generalise the node naming scheme. Instead of generating nodes $n_{\star}, n_{1} \ldots n_{m}$ for any global name $n$ with arity $m$, we could use numeric sequences in the subscript of $n$.

- $n$, with an empty sequence in the subscript, represents the return value of $n$
- $\mathrm{n}_{i}$ represents the $i$-th argument of n
- $\mathrm{n}_{i j}$ represents the $j$-th argument of the $i$-th argument of n
- $\mathrm{n}_{i j k}$ represents the $k$-th argument of the $j$-th argument of the $i$-th argument of n
- ...

This would allow erasure analysis of names that are not global.

Arbitrarily numbered nodes Alternatively, we could just assign a unique integer to all binders in the program, instead of the currently used descriptive name $\mathrm{n}_{i}$. This is the approach taken in Chapter 5.

This would also allow analysis of lambdas and let expressions, which would otherwise not be assigned nodes even with the generalised-nodes approach above.

Lambda/let lifting An alternative to numbering might be lambda/let lifting, which moves local definitions to the top level, creating a global name for each one before erasure analysis. Idris 1 currently does not perform this before erasure analysis (although it does at code generation time).

Lambda/let lifting would however not help with the function $f$ given at the beginning of this section.

Shortcomings Even the numbered-nodes approach would not be sufficient for the full strength of dependent types. Consider the function $f$ defined as follows.

$$
\begin{aligned}
& \text { fTy : Bool } \rightarrow \text { Type } \\
& \text { fTy True }=\mathbb{N} \rightarrow \mathbb{N} \\
& \text { fTy False }=\mathbb{N} \rightarrow \mathbb{N} \\
& f:(b: \text { Bool }) \rightarrow \mathrm{fTy} b \\
& f \text { True }=(\lambda x . x) \\
& f \text { False }=(\lambda x .42)
\end{aligned}
$$

In general, this method falls short when the type of a function is itself computed because the definition of arity, and therefore what a formal argument is, and therefore how we generate erasure nodes, relies on explicit $\Pi$ bindings at the beginning of a type (Section 4.3.1).

It is not clear how to extend this numbering scheme to computed types without considering the types themselves, which this chapter does not. I address this in Chapter 5 , which does consider types fully.

### 4.5.6 Better error reporting

If the programmer annotates any function arguments with explicit erasure annotations (Section 4.5.1), or if the compiler erasure-annotates free implicits by default (Section 4.5.1.2), the compiler checks that the explicit annotations match the inferred erasure pattern.

If a discrepancy is found, the compiler reports an error or a warning. However, in the erasure scheme presented in this chapter, all that the compiler can report is which nodes that have been annotated (asserted to be unused) but found used. Most
importantly, it cannot report where they are used, which is the most useful piece information for the programmer ${ }^{3}$

The information where nodes are used is lost because the process of implication gathering and solving them separately is decoupled from the program.

Reasons My implementation in the Idris 1 compiler therefore uses an extended representation of implications.

$$
\mathrm{n}_{i} \stackrel{\rho}{\longleftarrow} \mathrm{~m}_{j}, \mathrm{z}_{k}
$$

In the implication above, $\rho$ is the reason explaining why the implication exists. The reason usually carries information like "case-inspected as $i$-th argument of function $f^{\prime \prime}$.

Eventually, the solver emits the corresponding reasons for each node that has been resolved as used and unerasable. If any of these nodes are erasure-annotated, the user is presented with a list of reasons for each such node.

### 4.5.7 Newtype optimisation

The newtype optimisation [Jon03] deals with type families with a single constructor that has a single field. Values of such types can be represented at runtime by just the value stored inside, without the constructor wrapper.

In strict languages, like Idris, we are free to perform the newtype optimisation on any single-constructor-single-field type family, since it will not lead to undesired loss of laziness.

Idris does perform the newtype optimisation, and it performs it after erasure. With erasure, many complex-typed structures, especially proof-wrapped (for correctness) primitives (for performance), are stripped of types and proofs, and they collapse down to their bare bones low-level representation.

### 4.6 Results

As simple as it is, the erasure system presented in this chapter can erase all undesired data in all examples presented in Section 3.1.2. A summary of its shortcomings can be found in Section 4.7.1.

### 4.6.1 Benchmarks

The presented algorithm is implemented in the Idris 1 compiler, and it is used to perform erasure on all programs. In this section, I show how it performs in practice.

[^10]
### 4.6.1.1 Benchmarked programs

I show the performance of the following three programs ${ }^{4}$, introduced in Section 3.1.2. These programs are written in Idris, with no explicit erasure annotations, and are compiled to native code using the standard Idris pipeline.

Palindrome reads one line from the standard input as an Idris String and unpacks it into a list of characters. Then it checks whether the list is a palindrome, using the presented algorithm, and then prints "yes" or "no".

In my benchmarks, the input string was always of the form "abbb. . . bbba" and the answer was thus always "yes". This also means that short-circuiting and was not possible.

The input size is the length of the input string.
Binary adder reads four lines from the standard input as strings. The first line is parsed as a decadic natural number $w$, the width of the upcoming two binary numbers. Each of the following two lines is unpacked into a list of characters, reversed, and then the first $w$ characters (either ' 0 ' or ' 1 ') are used to build a $w$-bit number, possibly padded with zeros up to the width $w$. The fourth number is a decadic natural number $n$ giving how many times addition should be repeated.

The program converts the resulting sum after $n$ iterations into an Idris String of length $w+1$, which is then printed.

Strictly speaking, the conversion to string in the last step takes quadratic time because Idris strings have to be copied with every cons. However, the adder performs enough work to make this overhead negligible.
In my benchmarks, both input numbers were identical: '1' followed by $w-1$ zeroes. The number of iterations $n$ was always $10^{5}$.

The input size is the number $w$.
RLE reads a decadic natural number $n$ from the standard input. Then it creates a list of $n$ integers (lnt) with each element equal to 1 . This list is RLE-compressed and decompressed, and the length of the result is printed as a decadic natural number.

The input size is the number $n$.
Idris special-cases (unary) natural numbers in the compiler and represents them as big GMP integers. However, non-primitive operations on naturals use exclusively their unary structure and therefore even if their size is logarithmic, operations on them may still be linear or worse.

(A) Palindrome checker

(в) Binary adder ( $10^{5}$ iterations)

(c) RLE

Figure 4.8: Run times of erased and unerased programs
Points show the mean and whiskers extend to the minimal and maximal sample for each input size. Vertical axis shows runtime in seconds.
Note that each plot, except for the two RLE plots, has different scales, both vertically and horizontally.


Figure 4.9: Compilation times of erased and unerased programs, including erasure analysis
Horizontal axis shows compilation time in seconds. Includes every stage, from parsing to code generation. Bars show mean, error bars extend to the minimal and maximal sample. This includes the whole run time of the Idris compiler, including parsing on one end and native code generation via $C$ on the other.

### 4.6.1.2 Results

I ran each program, with and without erasure, on inputs of different size, 10 times per input, on a desktop computer. I do not report on the hardware configuration or other details since here we focus only on the asymptotic behaviour of the programs.

Since Idris 1 does not have a command line option to enable or disable erasure, the unerased programs were compiled by the last stable version of Idris without erasure (v0.9.12), and the erased programs were compiled by a version built some time after merging the erasure patch.

Palindrome Figure 4.8a shows the run time of a palindrome decider. In Section 3.1.2.2, we established that the indexing data must lead to a quadratic slowdown. Linear regression in the log-log plot shows that my implementation takes cubic time to compute the result (see Section 4.6.2).

However, the same program, compiled with an erasing compiler exhibits the behaviour seen on the left, where the run time seems to be dominated by effects of the Idris RTS, possibly garbage collection. In any case, linear regression in the log-log plot indicates that this program is likely linear.

Binary adder Figure 4.8 b shows the run time of the binary adder. The unerased variant slows down exponentially, which is especially visible in the rightmost samples, which take approximately $<5,7.5,15$ and 30 seconds.

The run time of the erased program grows only linearly.

Run-length encoder Finally, Figure 4.8c shows that erasure can help even if it does not improve asymptotic behaviour of a program.

Thanks to sharing (Figure 3.1), the in-memory size of the compressed list, as well as the run time of compression and decompression, is linear.

[^11]Unlike the previous two cases, both plots in this figure use the same scale for the axes of both plots. This reveals that the run times of the unerased program rise slightly more steeply than those of the erased program.

Therefore, erasure does not yield asymptotic improvements, but eliminates unnecessary index manipulation.

Compilation time Figure 4.9 also shows that erased programs take slightly less time to compile. This may seem surprising at first, but programs with heavy use of dependent typing contain a lot of erasable code. While the erasure analysis does take some time, there is less code to generate by the later stages of the compiler.

The plot includes all stages of compilation, such as parsing, erasure inference, Scheme generation, compilation of Scheme to native code via C using Chicken Scheme [CHI20].

### 4.6.2 Comparison with theory

The expected and measured results are summarised in Table 4.10.
Assuming that the time complexity of all programs except for the unerased binary adder is $O\left(n^{k}\right)$, we can calculate an approximation of $k$ for each program using linear regression in the log-log plot of its run time. We estimate $k$ as the slope of the best linear fit, as further discussed in Section 9.1.4.

Before fitting, I removed all samples below a certain input size to reduce the effect of lower-order terms. For Palindrome, both erased and unerased, I removed all samples for inputs shorter than 1000 elements. For binary numbers (erased), I removed all samples for inputs shorter than 2 binary digits. For RLE, both erased and unerased, I removed all samples for inputs smaller than 1000 elements.

Table 4.10 shows that in all programs that we expect to be linear, which includes all erased programs and the unerased RLE program, we obtain exponent estimates within $1.0 \pm 0.2$.

My implementation of the palindrome checker seems to be cubic when not erased. This contradicts the expected complexity $O\left(n^{2}\right)$, which would have to be relaxed to $\Omega\left(n^{2}\right)$. I have not found the reason but I also have not investigated it deeply.

Finally, the unerased binary adder has no exponent measured because it does not satisfy the assumptions of the model (polynomiality). Indeed, even in the log-log plot, the run times of the unerased binary adder form a convex curve.

### 4.7 Discussion

I have shown that even such a simple erasure scheme as the one presented in this chapter can remove non-computational data from programs where existing systems fall short (as shown in Section 3.2) and recover the desired linear complexity in the example programs.

| Program | Expected complexity |  | Measured exponent |  |
| :--- | :--- | :--- | :---: | :---: |
|  | erased | unerased | erased | unerased |
| Palindrome checker | $O(n)$ | $O\left(n^{2}\right)$ | $1.11 \pm 0.01$ | $3.38 \pm 0.01$ |
| Binary adder | $O(n)$ | $O\left(2^{n}\right)$ | $0.81 \pm 0.01$ | - |
| Run-length decoder | $O(n)$ | $O(n)$ | $0.89 \pm 0.03$ | $0.96 \pm 0.03$ |

Table 4.10: Complexities of the example programs Measured exponents are given $\pm$ one standard error.

Furthermore, experience with its implementation in Idris 1 over the past six years shows that especially with several extensions (Section 4.5), this method is suitable for use in practical programming languages.

Erasure of constructor fields Compared to most other approaches to useless variable elimination, the erasure approach in this chapter can erase constructor fields, not just arguments of functions. This is a necessary feature if we are designing erasure for dependently typed languages.

Non-invasiveness An interesting property of this erasure scheme is that it is easy to add to an existing language. It does not modify the core calculus; instead, it computes usage "on the side" and then produces a list of nodes saying which argument of which function is erasable.

In other words, the set of programs that are accepted by a programming language remains unchanged by adding this erasure mechanism.

Surprising effects of erasure inference Erasure inference can produce unexpected results. One of the most frequent effects is the occasional erasure of the recursive field in recursive data types, such as in the constructor $S$ of the naturals, or the tail of a vector in the constructor (::) of vectors.

This happens for example if the main function computes a value of such a type and just returns it instead of printing it. Since the erasure analysis discovers that all inspections of the recursive occurences are used only to construct other recursive occurences, it is consistent to remove all of them.

Then the program computes only that the answer is a successor (returns just S ) or computes only the head of the list but not the rest (returns (::) 42).

This resembles "static laziness": some computation is not only left unevaluated, it is removed entirely, at compile time.

Laziness This method is also applicable to lazy languages since lazy evaluation only delays usage; it does not add new usage. Thus an usage pattern inferred with strict evaluation in mind will be a safe approximation for lazy evaluation of the same program.

Dependence on case-tree elaboration Since the operational behaviour of a program depends on how patterns are compiled to case trees, erasure depends on it as well. Programmers need suitable tools to be explicit about the desired operational behaviour where necessary.

This would remedy the problem with double-purpose usage of erasure annotations in Idris 1 - both as erasure assertions, but also as a way to select forced patterns in a pattern match (see Section 4.5.1).

Untypedness Another interesting aspect of this erasure scheme is that it ignores types: the only purpose types are used for is determining the arity of definitions. This erasure scheme could thus also be useful for other untyped languages with data types and pattern matching - most likely an intermediate representation of another functional language.

### 4.7.1 Shortcomings

Higher-order functions As mentioned earlier, this erasure scheme needs extensions to erase from functional arguments of functions and data constructors, let expressions or lambdas. The extension for the one of the most common instances of this problem, type classes, has been implemented in Idris 1 (Section 4.5.3) and it works well.

However, the more general case needs more general extensions and some problems do not seem to be solvable at all in the current scheme, such as functions with computed types (Section 4.5.5).

Placeholders instead of argument removal In data constructors, this erasure method removes fields entirely, which means that at runtime, a constructor has a different arity. For functions, this method merely fills the unused arguments with the undefined term $\square$ in each application.

There is no fundamental reason for not removing arguments from functions at runtime, except that careful design and implementation is needed, especially in the questions of partial application and higher-order variables.

Whole-program analysis The negation-as-failure approach to erasure inference means that even if we can analyse separate functions separately, we generally cannot conclude that a value is erasable until we have seen the whole program - each piece of the program might theoretically produce a constraint that transitively causes the value in question to be needed at runtime.

This "action at distance" happens through arguments of constructors and Section 7.4 discusses how we can make erasure inference more modular.

Token type target elimination The problem with erasure of token type target elimination (discussed in Section 9.2.1.8), where the reduction behaviour (especially strong normalisation) of a calculus is not preserved after erasure, does not apply to
this erasure method because we do not change arities of functions. Instead, we pass $\square$ in place of all erased arguments (Section 4.4), which prevents the reduction problems.

Non-argument nodes It would be useful to place erasure nodes not only on arguments on functions but also on each binder, each let-bound definition, on each application of two terms, on each scrutinee of a case expression, etc. - this is the approach taken in Chapter 5.

This would solve problems such as the slightly awkward erasure rule for singlebranch case trees (Figure 4.6):

$$
\left.\begin{aligned}
& \left\langle\begin{array}{c}
\text { case } v \text { of } \\
\mathrm{n} v_{1} \\
v_{2}
\end{array} \ldots v_{m} \Rightarrow B\right.
\end{aligned}\right|_{S}=\langle B\rangle_{S}
$$

This rule says that we must check whether any of the variables $v_{i}$ is free in the erased RHS, $\langle B\rangle_{S}$, in order to figure out whether we can eliminate the case inspection as useless.

If we had an erasure node $x$ attached to the case expression, whose usage would be implied by the usage of any of $v_{1} \ldots v_{m}$, we could decide whether to elide the case inspection immediately by checking whether $x \in S$, instead of traversing $\langle B\rangle_{S}$ in search of any occurrence of $v_{1} \ldots v_{m}$.

The same approach would help erase let-bound definitions.

Non-covering definitions The erasure transformation in this chapter does not preserve pattern match failures in non-covering programs. Consider the following program.

```
isZero: \mathbb{N}->\mathrm{ Bool}
isZero Z = True
-missing clause for Sn
main : Bool
main = isZero (S Z)
```

After erasure, this program reduces to True instead of failing with a pattern match failure. We have erased too much.

On the other hand, Idris allows non-covering function definitions but non-covering pattern matches are compiled into trees with extra default cases that abort the program with an error message at runtime. These extra cases cause inspection of all arguments of non-covering functions (and also constructors in nested matches), which prevents their erasure and also transitively blocks erasure in other parts of the program. This means that we now erase too little.

To improve this situation, we could:

- Add the extra inspecting cases after erasure analysis. If the pattern match fails, the program will abort immediately and it does not matter that the right-hand side of the function is not erasure-consistent.
- Devise a more careful way of adding the extra cases only where absolutely necessary instead of in every case inspection, which might preserve erasure better.
- Use a more elaborate erasure approach, such as the one in Chapter 5.

It remains to be seen which approach is the most useful.

Relationship to typed erasure Chapters 5 and 6 describe a type-based approach to erasure. It is an open problem how the approach in this chapter formally relates to the type-based approach. Any description of a relationship will require a development of suitable metatheory for IR, which I do not provide in this dissertation.

## Chapter 5

## A dependent calculus with erasure

A way to eliminate the drawbacks of the erasure approach from Chapter 4, is using a core calculus that supports erasure natively.

This chapter presents a new dependently typed calculus, which has erasure built into its syntax and typing rules. The name of the calculus is $\mathrm{TT}_{\star}$ and it has been designed as an extension of TT, the core calculus of Idris [Bra13]. However, its principles should be applicable to other calculi, underlying other dependently typed languages.

I give a description of the calculus, its reduction and typing rules, show how erasure works with it, and prove several desirable properties of it , such as confluence, subject reduction, and soundness of erasure. Inference of erasure annotations is described separately in Chapter 6.

### 5.1 Introduction

Figure 5.1 shows the compilation pipeline of Idris. $\mathrm{TT}_{\star}$ is a core calculus, which means that it is fully explicit and contains a lot of type/erasure annotations.

As explained in Section 2.1.6, this verbosity makes it easy to check automatically but also tedious to write by hand. Implementations are expected to have a surface language, which allows omission of machine-inferrable details (such as type and erasure annotations) in the input provided by the programmer, and an elaborator, which fills in all the blanks to obtain a fully annotated program expressed in the core calculus.

This dissertation discusses elaboration of erasure annotations in Chapter 6. However, I do not discuss elaboration of type annotations, which I assume to be done using established methods [Bra13].

TT ${ }_{\star}$ inherits mostly from TT of Idris (core calculus) and EPTS of MishraLinger [ML08] (erasure semantics). The most important difference between TT and $\mathrm{T} \mathrm{T}_{\star}$ is that the syntax of $\mathrm{T} \mathrm{T}_{\star}$ includes explicit erasure annotations on all name binders and applications. There are also other differences, such $\mathrm{TT}_{\star}$ let-binding arbitrary pattern matching functions and all type and data constructors, instead of


Figure 5.1: High-level overview of a typical compilation process, as found in Idris
defining them in a top-level, global scope. The most important difference from MishraLinger's EPTS [ML08] is support of full dependent pattern matching, including forced patterns and forced constructors.

### 5.2 Syntax

The syntax of $T T_{\star}$ is shown in Figure 5.2. The calculus has variables, lambda expressions, dependent type expressions, let expressions, and applications. The special term $\square$, "omitted", replaces types after erasure (everything to the right of colons). There is no special syntax for the type of types; Type is just a name.

### 5.2.1 Erasure annotations

The key aspect of $T T_{\star}$ is that every binder (colon) and every application is annotated with an erasure annotation, which can have the values shown in Table 5.4 - like in Mishra-Linger's EPTS [ML08].

In some sentences, it is more natural to use the expression "retention annotations" instead of "erasure annotations" since the annotations behave like Boolean values if True is interpreted as "retain (do not erase)".

| Annotation | Meaning |
| :---: | :--- |
| $\bullet$ | Erasability unknown/missing. |
| $i$ | Erasure variable number $i$; not a specific value. |
| R | Runtime/computational value. Retain. Not erasable. |
| E | Erasable. |

Table 5.4: Erasure annotations in $\mathrm{TT}_{\star}$

### 5.2.1.1 Variants of $\mathrm{TT}_{\star}$

It turns out to be useful to create several different "flavours" of $\mathrm{TT}_{\star}$ for different stages of the erasure pipeline (Figure 5.5), restricting which erasure annotations are

In this figure, $n$ stands for names, $i$ stands for integers, and $\bar{X}$ stands for zero or more repetitions of $X$.


Figure 5.2: Syntax of $\mathrm{TT}_{\star}$

|  | $T, M, N, R, F, G, X, Y$ term |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\alpha, \beta, \tau, \sigma, \rho, v$ |  | type (i.e. term) |  |
|  | $\Delta, \Sigma, \Phi, \Xi, \Psi, \Lambda, P$ |  | constraint set |  |
|  | $n, m, f, x, c$ |  | nam |  |
|  | $r, s, t, u, v, q$ |  | eras | ure annotation |
| $Г, П$ | environment | $b$ |  | definition body |
| $\mu, \pi$ | substitution | P, L |  | pattern |
| $d, p$ | definition | $\bar{x}, \bar{x}^{i}$, | -1..n | sequence $\left\{x_{i}\right\}_{1 \leq i \leq n}$ |
| C | clause | $\emptyset$ |  | empty sequence |
| $i, j$ | evar number |  |  |  |

Figure 5.3: Notation conventions


Figure 5.5: Inference, checking and erasure process of $\mathrm{T}_{\star}{ }_{\star}$
allowed at which stage. This helps with presentation of the pipeline on paper, but also in the implementation, where I parameterise the inductive type of $\mathrm{TT}_{\star}$ terms with the type of erasure annotations to obtain the different variants as separate types.

| Variant | Definition of $r$ | Purpose |
| :--- | :--- | :--- |
| $\mathrm{TT}_{\star}^{\bullet}$ | $r::=\mathrm{R}\|\mathrm{E}\| \bullet$ | optional annotations given by programmer |
| $\mathrm{T}_{\star}^{\text {evar }}$ | $r::=\mathrm{R}\|\mathrm{E}\| i$ | evars numbered for erasure inference |
| $\mathrm{T}_{\star}^{\mathrm{R}}$ | $r::=\mathrm{R} \mid \mathrm{E}$ | final form, fully explicit, checkable |
| $\mathrm{T}_{\star}^{\star}$ | $r::=\bullet$ | output of erasure |

Table 5.6: Variants of TT ${ }_{\star}$

The variants are defined by varying the production rule for $r$, shown in Table 5.6. $\mathrm{TT}_{\star}^{\bullet}$ is used for the output of (type) elaboration, where erasure annotations remain as given by the programmer - either explicit or left for the computer to figure out.

In $\mathrm{TT}_{\star}^{\text {evar }}$, all undefined annotations are replaced with erasure variables, shortly evars. Evars are numbered and their purpose is to represent erasure annotations found in the program. They appear in erasure constraints in order to express relationships between erasure annotations. (For further details, see Section 6.1.1.)
$\mathrm{TT}_{\star}^{\mathrm{RE}}$ is a fully explicit, fully annotated, central core calculus, which contains only definite annotations (either R or E), and it is this calculus that can be checked using the typing rules given in Section 5.5 to obtain the correctness guarantees given in Section 5.7.

Finally, $\mathrm{TT}_{\star}^{\square}$ is used to express erased programs that do not contain any erasure annotations anymore. Because erasure removes terms to the right of colons, too, these
programs are essentially untyped, too ${ }^{1}$.

### 5.2.2 Definitions in $\mathrm{TT}_{\star}$

Let expressions and environments bind definitions, which give the type, erasability, and body for the name being defined. In this dissertation and its implementation, I represent all binders as definitions, including lambdas and $\Pi$ expressions. This comes with the following notation conventions.

- If the erasure annotation is $\bullet$ (unknown), we can omit it from the colon subscript.

$$
(n: \tau=b):=(n: \bullet \tau=b)
$$

- If the erasure annotation is • (unknown) and the type is $\square$ (omitted), we can omit the colon, too.

$$
(n=b):=(n: \bullet \square=b)
$$

- If the body of the definition is variable, we can omit it.

$$
\left(n:_{r} \tau\right):=\left(n:_{r} \tau=\text { variable }\right)
$$

The above rules allow us to write ( $\lambda x, x$ ) for ( $\lambda x: \bullet \square=$ variable. $x$ ), which is useful especially for terms in $\mathrm{TT}_{\star}^{\square}$.

### 5.2.2.1 Definition bodies

Definitions in $\mathrm{TT}_{\star}$ can have four different kinds of bodies:
term $T$, where the name being defined stands for the term $T$;
clauses $\bar{C}$, where the name being defined stands for the function described by the sequence of pattern matching clauses $\bar{C}$;
constructor, where the name being defined stands for itself; most importantly, it never reduces to anything else than itself;
variable, where the name being defined stands for some other (possibly unknown) value and may reduce to something else than itself.

The difference between constructors and variables shows in reduction of pattern clauses (Section 5.4.3).

[^12]
### 5.2.2.2 Inductive type families

$\mathrm{T} \mathrm{T}_{\star}$ does not have any special facility for defining inductive families and an inductive family is defined using let bindings with constructor bodies, one for its type constructor, plus one for each data constructor.

This does not preserve the connection between data constructors and their families (their type constructors) but $\mathrm{TT}_{\star}$ does not need this information anywhere. Ensuring that data constructors have types appropriate for their families, coverage checking, and related tasks is therefore a responsibility of the elaborator of any particular implementation.

However, if needed, $\mathrm{TT}_{\star}$ can be easily extended to support grouping of definitions into type families.

Example Let us elaborate the standard definition of length-indexed vectors into the core form in $\mathrm{TT}_{\star}$.

```
data Vect : \((n: \mathbb{N}) \rightarrow(a:\) Type \() \rightarrow\) Type where
    Nil : Vect Za
    \((::):(x: a) \rightarrow(x s: \operatorname{Vect} n a) \rightarrow \operatorname{Vect}(\mathrm{S} n) a\)
```

The above definition in the surface language is elaborated into $\mathrm{TT}_{\star}$ as follows.

```
let Vect : \((n: \mathbb{N}) \rightarrow(a:\) Type \() \rightarrow\) Type \(=\) constructor in
    let Nil : \((a:\) Type \() \rightarrow\) Vect \(Z a=\) constructor in
    let \((::):(a:\) Type \() \rightarrow(n: \mathbb{N}) \rightarrow(x: a) \rightarrow(x s: \operatorname{Vect} n a) \rightarrow \operatorname{Vect}(\mathrm{S} n) a\)
                                    = constructor
    in ...
```

Being a core calculus, $\mathrm{TT}_{\star}$ does not feature implicit parameters so instead of e.g. $\{a:$ Type $\}$, we wrote ( $a:$ Type) above.

### 5.2.3 Pattern matching clauses

To keep the presentation straightforward, $\mathrm{T}_{\star}$ features definitions by pattern matching clauses as its pattern matching facility. I expect that implementations may want to use case trees in the core language instead, which is discussed in Section 7.2, where I describe type checking of case trees by conversion to pattern clauses.

Each pattern matching clause contains explicit definitions (type annotations) of pattern variables, the pattern on the LHS, and the term on the RHS.

Pattern variables are variables bound on the LHS of a pattern clause and they stand for values arising from pattern matching. Like all binders, they have to be given explicit types. The grammar of patterns contains:
names, which in well-typed patterns refer to either constructors or pattern variables; applications of a pattern to another pattern;
forced patterns and forced constructors, which express that if the rest of the pattern matches, then from well-typedness of the program, we know that the corresponding value will always be the same as the term in the square brackets. Forced patterns are introduced in Section 2.1.4 and characterised in Definition 5.13 below.
definition names, which name the whole function being defined by the pattern clause. In well-formed left-hand sides of pattern clauses, they appear exactly once: at the head of the left-hand side pattern (application).

### 5.2.4 Environments

Typing/evaluation environments are telescopes of definitions. In general, we will consider any sequence of definitions telescopic, which means that the types and bodies of definitions bound later in the sequence can refer to the definitions bound earlier in the sequence, but not vice versa.

### 5.3 Assumptions

To focus on the presentation of erasure, I assume that implementations will implicitly take care of the following points.

Name clashes We will assume that all binders in any program bind distinct names. This is to avoid problems with name clashes, which are difficult to address formally while retaining the clarity of explanation, but also entirely uninteresting and irrelevant to the topic of erasure. Disjointness of binders also means that we assume that all names bound in a well-formed environment are distinct from each other and from all other names occurring in the given program. This is similar to the Barendregt convention [Pie02, Chap. 6].

In other words, we will ignore the issue of name clashes, assuming that they are taken care of either by a suitable representation of terms, by a suitable variablerenaming pass before processing the program, by a careful implementation of the calculus, or by any other means.

Termination This dissertation does not discuss termination of $\mathrm{TT}_{\star}$ programs. Instead, it assumes that implementations will provide their own termination checkers in a standard way [LJBA01; Abe98].

Pattern coverage This dissertation does not discuss nor assume pattern coverage. Again, practical implementations are expected to provide their own coverage checkers.

The main correctness result, that erasure commutes with reduction, holds trivially if no reduction occurs due to incomplete pattern coverage.

Forced patterns I expect the implementations to also check the consistency of forced patterns, as characterised in Definition 5.13.

Type-in-Type $\mathrm{TT}_{\star}$ uses type-in-type to make the presentation clearer, since this question is orthogonal to erasure. Implementations are expected to bring their own universe stratification.

Typecase $\mathrm{TT}_{\star}$ has no means to inspect $\Pi$ expressions. We therefore always erase both sides of function arrows. Once future work establishes a way to pattern match on $\Pi$, the reduction rules and the typing rules will have to be adjusted accordingly.

### 5.4 Reduction rules

The reduction rules of $\mathrm{TT}_{\star}$ are split into several groups. Figure 5.10 gives the computation rules, while Figures 5.11, 5.12 and 5.13 provide its structural closure.
$\mathrm{T} \mathrm{T}_{\star}$ does not prescribe any evaluation strategy.
Definition 5.1 (Term substitution). We write $T[x \mapsto X]$ for substitution of term $X$ in place of all (free) occurrences of variable $x$ in term $T$.

### 5.4.1 Reduction in terms

Rule RedLetElim allows removal of an unreferenced let expression, and rule RedLeтAprL allows floating applications into let expressions. This is necessary for let expressions that bind pattern matching functions.

Rule RedVar replaces references with their definitions, and Redex provides $\beta$-reduction.

To state and explain RedClauses, we need to introduce further definitions.

### 5.4.2 Reduction with pattern clauses: definitions

Definition 5.2 (Well-formed pattern). We write $\Gamma ; \Pi \vdash \operatorname{PatWF}_{f}(L)$ to express that $L$ is a well-formed LHS of a pattern clause of function $f$ in environment $\Gamma$ with pattern variables $\Pi$.

This judgement is defined in Figure 5.7 and it checks only that the names of the correct kind - pattern variables, constructors, function names - occur in correct places. For example, well-formed patterns don't contain applications of pattern variables.

We write $\mathrm{PathF}^{\text {at }}$ for "any of $\mathrm{PatWF}_{f}$ for some $f, \mathrm{PatWF}_{F}$, or $\mathrm{PatWF}_{X}$ ".
Definition 5.3 (Substitution functions). A substitution function (or, shortly, substitution) $\mu$ is a function from names to terms.

As a special case, we write " $x \mapsto X$ " for the function that maps name $x$ to term $X$ and any other name $y$ to term $y$ (i.e. variable with name $y$ ).

For any substitution $\mu$, we write $T[\mu]$ to denote substitution of $\mu$ into term (or pattern) $T$. This generalises Definition 5.1.

| predicate | used for | allowed pattern forms |
| :--- | :--- | :--- |
| PatWF $_{f}$ | LHS of clause | applications, $\lfloor f\rfloor$ |
| PatWF $_{F}$ | LHS of application | applications, constructors, forced constructors |
| PatWF $_{X}$ | RHS of application | any |
| PatWF $^{\text {any of the above }}$ |  |  |

$$
\frac{\Gamma ; \Pi \vdash \operatorname{PatWF}_{f}(F) \quad \Gamma ; \Pi \vdash \operatorname{PatWF}_{X}(X)}{\Gamma ; \Pi \vdash \operatorname{PatWF}_{f}\left(F_{\widehat{r}} X\right)} \operatorname{PatWF}_{f}-\operatorname{App} \frac{\left(f:_{s} \sigma=\bar{C}\right) \in \Gamma}{\left.\Gamma ; \Pi \vdash \operatorname{PatWF}_{f}(L f\rfloor\right)} \operatorname{PatWF}_{f}-\text { Head }
$$

$$
\frac{\Gamma ; \Pi \vdash \operatorname{PatWF}_{F}(F) \quad \Gamma ; \Pi \vdash \operatorname{PatWF}_{X}(X)}{\Gamma ; \Pi \vdash \operatorname{PATWF}_{X}\left(F_{\widehat{r}} X\right)} \text { РАтWF }_{X}-\text { App }
$$

$$
\frac{\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma ; \Pi \vdash \operatorname{PatWF}_{X}(c)} \mathrm{PatWF}_{X}-\text { Ctor } \quad \frac{\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma ; \Pi \vdash \operatorname{PATWF}_{X}(\lceil c\rceil)} \text { PatWF }_{X} \text {-FORCEDCTOR }
$$

$$
\frac{T \text { is a term }}{\Gamma ; \Pi \vdash \text { PatWF }_{X}([T])} \text { PatWF }_{X} \text {-Forced } \quad \frac{\left(n:_{s} \sigma\right) \in \Pi}{\Gamma ; \Pi \vdash \text { PatWF }_{X}(n)} \text { PatWF }_{X} \text {-Patvar }
$$

Figure 5.7: Well-formed patterns

$$
\begin{aligned}
& \frac{\Gamma ; \Pi \vdash \operatorname{PathF}_{F}(F) \quad \Gamma ; \Pi \vdash \mathrm{PathF}_{X}(X)}{\Gamma ; \Pi \vdash \mathrm{PatWF}_{F}\left(F_{\widehat{r}} X\right)} \mathrm{PatWF}_{F}-\text { App } \\
& \frac{\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma ; \Pi \vdash \operatorname{PatWF}_{F}(c)} \mathrm{PatWF}_{F} \text {-Ctor } \quad \frac{(c: s \sigma=\text { constructor }) \in \Gamma}{\Gamma ; \Pi \vdash \operatorname{PathF}_{F}(\lceil c\rceil)} \text { PatWF }_{F} \text {-ForcedCtor }
\end{aligned}
$$

$$
\begin{aligned}
& \frac{\Gamma ; \Pi \vdash P\left\|_{\mu} T \quad \Gamma ; \Pi \vdash P^{\prime}\right\|_{\mu} T^{\prime}}{\Gamma ; \Pi \vdash P_{\widehat{r}} P^{\prime} \|_{\mu} T_{\widehat{r^{\prime}}} T^{\prime}} \text { МАТСhAPP } \quad \frac{}{\Gamma ; \Pi \vdash[T] \|_{\mu} T^{\prime}} \text { MATChForCed } \\
& \frac{\left(c^{\prime}:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma ; \Pi \vdash\lceil c\rceil \|_{\mu} c^{\prime}} \text { MatchForcedCtor }^{\left.\Gamma ; \Pi:_{s} \sigma=\bar{C}\right) \in \Gamma} \text { MatchDefName }^{\Gamma ; \Pi f\rfloor \|_{\mu} f} \\
& \frac{(c: s ~ \sigma=\text { constructor }) \in \Gamma}{\Gamma ; \Pi \vdash c \|_{\mu} c} \text { MATснСтов } \quad \frac{\left(n:_{s} \sigma=\text { variable }\right) \in \Pi}{\Gamma ; \Pi \vdash n \|_{\mu} \mu(n)} \text { MATCHPATVAR }
\end{aligned}
$$

Figure 5.8: Pattern match
The general form of the judgement is $\Gamma ; \Pi \vdash P \|_{\mu} T$ for pattern $P$, term $T$, and substitution $\mu$.
$\Gamma \vdash X_{i} \nVdash X_{i}^{\prime}$
$\frac{c \text { bound as constructor in } \Gamma}{\Gamma \vdash c \overline{\widehat{r} X} \nVdash c \overline{\bar{r}^{\prime} X^{\prime}}}$ MismatchArg
$c \neq c^{\prime}$
$\frac{c, c^{\prime} \text { constructors in } \Gamma}{\Gamma \vdash c \overline{\widehat{r} X} \nVdash c^{\prime} \overline{{ }_{r^{\prime}} X^{\prime}}}$ MismatchHead $\frac{\Gamma \vdash X_{i} \nVdash X_{i}^{\prime} \quad\left(f:_{s} \sigma=\bar{C}\right) \in \Gamma}{\Gamma \vdash\lfloor f\rfloor \overline{\widehat{r} X} \nVdash f \overline{\bar{r}^{\prime} X^{\prime}}}$ MismatchLHS

Figure 5.9: Pattern mismatch
The general form of the judgement is $\Gamma \vdash P \nVdash T$ for pattern $P$ and term $T$.
In both rules, the sequence of arguments $\bar{X}$ may be empty.

$$
\begin{array}{cc}
\frac{(n: r \tau=T) \in \Gamma \quad T \text { is a term }}{\Gamma \vdash n \leadsto T} \operatorname{RedVar} & \\
{\sigma . T)_{\widehat{r}} X \leadsto T[x \mapsto X]} \operatorname{Redex} } \\
\frac{n \notin \mathrm{FV}(T)}{\Gamma \vdash\left(\text { let } n:_{s} \sigma=b \text { in } T\right) \leadsto T} \operatorname{RedLetElim} & \begin{array}{c}
\Gamma \vdash(\text { let } d \text { in } F)_{\widehat{r}} X \\
\\
\leadsto \rightarrow \text { let } d \text { in }\left(F_{\widehat{r}} X\right)
\end{array}
\end{array}
$$

$$
\begin{gathered}
\left(f:_{s} \tau=\bar{C}\right) \in \Gamma \quad C_{i}=:\left(\Pi_{i} . L_{i}=R_{i}\right) \\
\Gamma ; \Pi_{k} \vdash \operatorname{PatWF}_{f}\left(L_{k}\right) \quad \operatorname{Dom}(\mu)=\operatorname{FPV}_{\Pi_{k}}\left(L_{k}\right) \\
\forall i<k .\left(\Gamma \vdash L_{i} \nVdash f \overline{\widehat{r} X}\right) \quad \Gamma ; \Pi_{k} \vdash L_{k} \|_{\mu} f \overline{\widehat{r} X} \\
\Gamma \vdash f \overline{\widehat{r} X} \leadsto R_{k}[\mu]
\end{gathered}
$$

$$
\frac{\Gamma \vdash F \rightsquigarrow F^{\prime}}{\Gamma \vdash F_{\widehat{r}} X \rightsquigarrow F_{\widehat{r}}^{\prime} X} \operatorname{RedAppL} \quad \frac{\Gamma \vdash X \rightsquigarrow X^{\prime}}{\Gamma \vdash F_{\widehat{r}} X \rightsquigarrow F_{\widehat{r}} X^{\prime}} \operatorname{RedAppR}
$$

$$
\frac{\Gamma \vdash \sigma \rightsquigarrow \sigma^{\prime}}{\Gamma \vdash \lambda n:_{s} \sigma . T \rightsquigarrow \lambda n:_{s} \sigma^{\prime} . T} \operatorname{RedLamL} \quad \frac{\Gamma,\left(n:_{s} \sigma\right) \vdash T \rightsquigarrow T^{\prime}}{\Gamma \vdash \lambda n:_{s} \sigma . T \rightsquigarrow \lambda n:_{s} \sigma . T^{\prime}} \operatorname{RedLamR}
$$

$$
\frac{\Gamma \vdash \sigma \rightsquigarrow \sigma^{\prime}}{\Gamma \vdash\left(n:_{s} \sigma\right) \rightarrow \rho \rightsquigarrow\left(n:_{s} \sigma^{\prime}\right) \rightarrow \rho} \operatorname{RedPIL} \quad \frac{\Gamma,\left(n:_{s} \sigma\right) \vdash \rho \rightsquigarrow \rho^{\prime}}{\Gamma \vdash\left(n:_{s} \sigma\right) \rightarrow \rho \rightsquigarrow\left(n:_{s} \sigma\right) \rightarrow \rho^{\prime}} \operatorname{RedPIR}
$$

$$
\frac{\Gamma \vdash d \rightsquigarrow d^{\prime}}{\Gamma \vdash \text { let } d \text { in } T \rightsquigarrow \text { let } d^{\prime} \text { in } T} \text { RedLetL }
$$

$$
\frac{\Gamma, d \vdash T \rightsquigarrow T^{\prime}}{\Gamma \vdash \text { let } d \text { in } T \rightsquigarrow \text { let } d \text { in } T^{\prime}} \text { RedLetR }
$$

Figure 5.11: Reduction: structural rules for terms

$$
\begin{array}{cl}
\frac{\Gamma \vdash \sigma \rightsquigarrow \sigma^{\prime}}{\Gamma \vdash\left(n:_{s} \sigma=b\right) \rightsquigarrow\left(n:_{s} \sigma^{\prime}=b\right)} \operatorname{RedDefType} & \frac{\Gamma,\left(n:_{s} \sigma=T\right) \vdash T \rightsquigarrow T^{\prime}}{\Gamma \vdash\left(n:_{s} \sigma=T\right) \rightsquigarrow\left(n:_{s} \sigma=T^{\prime}\right)} \text { RedDefTerm } \\
\frac{\Gamma,\left(n:_{s} \sigma=\bar{C}\right) \vdash \bar{C} \rightsquigarrow \overline{C^{\prime}}}{\Gamma \vdash\left(n:_{s} \sigma=\bar{C}\right) \rightsquigarrow\left(n:_{s} \sigma=\overline{C^{\prime}}\right)} \operatorname{RedDefClauses} & \frac{\Gamma \vdash \Pi \rightsquigarrow \Pi^{\prime}}{\Gamma \vdash(\Pi . L=R) \rightsquigarrow\left(\Pi^{\prime} . L=R\right)} \text { RedClausePi } \\
\frac{\Gamma ; \Pi \vdash L \rightsquigarrow L^{\prime}}{\Gamma \vdash(\Pi . L=R) \rightsquigarrow\left(\Pi . L^{\prime}=R\right)} \operatorname{RedClauseL} & \frac{\Gamma, \Pi \vdash R \rightsquigarrow R^{\prime}}{\Gamma \vdash(\Pi . L=R) \rightsquigarrow\left(\Pi . L=R^{\prime}\right)} \text { RedClauseR } \\
\frac{\Gamma, \Pi \vdash d \rightsquigarrow d^{\prime}}{\Gamma \vdash(\Pi, d) \rightsquigarrow\left(\Pi, d^{\prime}\right)} \operatorname{RedTeleHere} & \frac{\Gamma \vdash \Pi \rightsquigarrow \Pi^{\prime}}{\Gamma \vdash(\Pi, d) \rightsquigarrow\left(\Pi^{\prime}, d\right)} \text { RedTeleThere }
\end{array}
$$

Figure 5.12: Reduction: structural rules for non-terms

$$
\begin{gathered}
\frac{\Gamma, \Pi \vdash T \rightsquigarrow T^{\prime}}{\Gamma ; \Pi \vdash[T] \rightsquigarrow\left[T^{\prime}\right]} \text { RedPatForced } \\
\frac{\Gamma ; \Pi \vdash F \rightsquigarrow F^{\prime}}{\Gamma ; \Pi \vdash\left(F_{\widehat{s}} X\right) \rightsquigarrow\left(F^{\prime}{ }_{\widehat{s}} X\right)} \operatorname{RedPatAppL} \quad \frac{\Gamma ; \Pi \vdash X \leadsto X^{\prime}}{\Gamma ; \Pi \vdash\left(F_{\widehat{s}} X\right) \rightsquigarrow\left(F_{\widehat{s}} X^{\prime}\right)} \text { RedPatAppR }
\end{gathered}
$$

Definition 5.4 (Bound variables). We write $\mathrm{BV}(\Pi)$ for the set of names bound in environment $\Pi$.

$$
n \in \mathrm{BV}(\Pi) \quad \Leftrightarrow \quad\left(n:_{r} \tau=b\right) \in \Pi \text { for some } r, \tau, \text { and } b
$$

Definition 5.5 (Domain of substitution). The domain of a substitution $\mu$ is the set of names that the substitution does not preserve.

$$
\operatorname{Doм}(\mu):=\{n \mid \mu(n) \neq n\}
$$

Definition 5.6 (Pattern match). Pattern $P$ matches term $T$ with substitution $\mu$ in contexts $\Gamma$ with pattern variables $\Pi$ if $\Gamma ; \Pi \vdash P \|_{\mu} T$, as defined in Figure 5.8.

Remark 5.1. Rule MatchForcedCtor requires that the matched term is actually a constructor, even though we don't care which constructor it is. This is because otherwise we would obtain $\Gamma ; \Pi \vdash\lceil\mathrm{S}\rceil n \|_{\mu}(+2) 3$ with $\mu(n)=3$, which is undesirable.

Definition 5.7 (Pattern mismatch). Pattern $P$ mismatches term $T$ in context $\Gamma$ if $\Gamma \vdash P \nvdash T$, as given in Figure 5.9.

Intuitively, a pattern mismatch can arise only as a mismatch of constructors at some corresponding places in the pattern and term.

### 5.4.3 Reduction with pattern clauses

Rule RedClauses describes how pattern matching functions reduce. If the name $f$ refers to a function given by pattern matching clauses $\bar{C}$, and the left hand side $L_{k}$ of some clause $C_{k}$ matches the term $f_{\widehat{r} X}$, then this term reduces to the right hand side of $C_{k}$, subject to the appropriate substitution. Finally, all left-hand sides $L_{i}$ must be well-formed so that the match or mismatch judgements make sense.

In order to perform this reduction step, we must be sure that all clauses preceding $C_{k}$ have no chance of matching $f \overline{\widehat{r} X}$, even after further reduction in $f \overline{\widehat{r} X}$. This is approximated by the mismatch judgement $\Gamma \vdash L_{i} \nVdash f \overline{\widehat{r} X}$, as proven in Lemmas 5.23 and 5.25 .

Since in the mismatch judgement, the environment is used only to decide which names are constructors, it is sufficient to use $\Gamma$ instead of $\Gamma, \Pi$.

### 5.4.3.1 Computing pattern matching

The pattern matching procedure takes environments $\Gamma ; \Pi$, pattern $P$, and term $T$, and it can have three outcomes:

- Match $\mu-$ if $\Gamma ; \Pi \vdash P \|_{\mu} T$;
- Mismatch - if $\Gamma ; \Pi \vdash P \nVdash T$;
- Stuck - neither can be proven.

Upon encountering uncertainty that is not efficiently resolvable, we err on the side of Stuck, which blocks reduction of pattern matching until other forms of reduction bring the term to an obviously (mis-)matchable form.

The most important case of stuck reduction is matching a complex pattern against a term variable, which highlights the fundamental difference between variables and constructors - a constructor (on the term side) would be guaranteed not to reduce further and we could conclude such cases with Mismatch.

Figure 5.9 shows the pattern mismatching rules. There are subtle details in the rules.

- Rule MismatchHead allows a different number of arguments in the pattern than in the term. The other three rules require both applications to have the same depth.
- Each rule disregards erasure annotations, using $r$ on the LHS and $r^{\prime}$ on the RHS. This means that erasure annotations cannot cause a pattern to mismatch.
- The depth of either application can be zero. This corresponds to mismatch of nullary constructors with no arguments.


### 5.5 Type- and erasure checking rules

As described in Section 5.2.1, the variant of $\mathrm{TT}_{\star}$ that is type- and erasure checked is $\mathrm{TT}_{\star}^{\mathrm{RE}}$, where the program is fully annotated and each erasure annotation is either a definite $R$ or a definite $E$.

The rules given in this section are formulated as type synthesis rules, since type checking in $\mathrm{T} \mathrm{T}_{\star}$ is performed by synthesising a type for any given term and then checking conversion of the synthesised type with the declared type.

All rules therefore take the environment, the context relevance and the term as the input, and compute the type of the term as the output.

### 5.5.1 Notation

For the typing rules, we will need to introduce more notation.
Remark 5.2 (Contexts and environments). In this dissertation, I use the word environment for typing or evaluation environments, such as $\Gamma$. I use the word context for the notion of how erasable the surroundings of a term are, e.g. "term appears in an erased context", "we check $T$ in context $r$ ".

Definition 5.8 (Free pattern variables). We write $\mathrm{FPV}_{\Pi}(P)$ for the set of pattern variables free in pattern $P$, where $\Pi$ is the environment of pattern variables (Figure 5.18).

| $N$ | $E$ | $R$ |
| :---: | :---: | :---: |
| $E$ | $E$ | $E$ |
| $R$ | $E$ | $R$ |

$$
\frac{r \in\{\mathrm{E}, \mathrm{R}\}}{\mathrm{E} \leqslant r} \text { Impl-E } \quad \overline{\mathrm{R} \leqslant \mathrm{R}} \text { ImpL-R }
$$

Figure 5.14: The erasability meet-semilattice

Definition 5.9 (Patterns-to-terms conversion). We can convert pattern $P$ to term $|P|$ as follows.

$$
\begin{array}{rlr}
|n| & =n & \text { names (constructors and pattern variables) } \\
\left|F_{\widehat{r}} X\right| & =|F|_{\hat{r}}|X| & \text { applications } \\
|[T]| & =T & \text { forced patterns } \\
\mid L f\rfloor \mid & =f & \text { definition names } \\
|\lceil c\rceil| & =c & \text { forced constructors }
\end{array}
$$

Definition 5.10 (Concatenation of environments). For environments $\Gamma$ and $\Gamma^{\prime}$, we write $\Gamma, \Gamma^{\prime}$ to express concatenation of $\Gamma$ and $\Gamma^{\prime}$ as sequences.

Definition 5.11 (Pairs of environments). We write $\Gamma ; \Gamma^{\prime}$ for the pair of environments $\Gamma$ and $\Gamma^{\prime}$.

Remark 5.3 (Environment concatenation vs. pairs). We need to define environment pairs for pattern typing rules, where we need to maintain the distinction between the (innermost) pattern variables and the outer environment. Intuitively, environment pairs should be seen almost as concatenations, except that we keep track of the boundary between the two constituents.

- $\Gamma, d$ - extending environment $\Gamma$ with definition $d$
- $Г, \Pi$ - extending environment $\Gamma$ with sequence of definitions $\Pi$
- $\Gamma ; \Pi$ - extending environment $\Gamma$ with sequence of definitions $\Pi$, keeping track of the boundary

An example of usage of $\Gamma ; \Pi$ can be see in the pattern typing rules in Figure 5.20.

### 5.5.2 Typing rules

Figure 5.14 defines the operator $\wedge$ and the relation $\leqslant$ for erasure annotations $\{E, R\}$. We will use these to define the typing rules.

### 5.5.2.1 Terms

The typing rules for $\mathrm{TT}_{\star}^{\mathrm{RE}}$ terms are shown in Figure 5.15.

Ахіом I use type-in-type for simplicity of presentation. Implementations are welcome to bring their own universe stratification.

The typing judgement is available in any context $r$. If we wanted to enforce erasure of types, we could change the judgement to Type : : Type, which would enforce that types are used only in erasable contexts.

Ref This rule states that anytime a name is referred to, besides type-correctness, the name must be retained at least as much as the context in which the reference appears.

Pı Since $T T_{\star}$ does not have any means to inspect the subterms of $\Pi$, we always consider them erased for simplicity.

Lam It is sufficient to check $\sigma$ in an erased context because we know that $\sigma$ will never be inspected at runtime. However, the term $T$ needs to be checked with retention $r$.

In both $\operatorname{Pr}$ and Lam, the context is extended with $n:_{s} \sigma$, while McBride [McB16] would extend it with $n:_{s \wedge r} \sigma$. This difference is reconciled in my different formulation of Substitution Lemma, as illustrated in Section 8.4.1.1.

App The argument $X$ is checked with retention $r \wedge s$, which means that $X$ is used only if the whole application is used ( $r=\mathrm{R}$ ) and function $F$ uses its argument $(s=\mathrm{R})$. The retention of the application always corresponds to the Pi type of the function being applied.

Let This rule requires that the newly introduced definition $d$ is well formed according to the corresponding rules in Section 5.5.2.2.

Conv Conversion (Figure 5.16) is defined as a reflexive symmetric transitive closure of reduction (Section 5.4).

### 5.5.2.2 Definitions

Definitions are checked using rules in Figure 5.17.
DefsBase and DefsStep check sequences of definitions. Sequences of definitions are telescopic, which means that the definition $d_{i}$ is added to the environment before checking $d_{i+1}, \ldots, d_{n}$.

DefAbstr says that abstract definitions (those that do not have a body) need to have their type checked in an erased context, and that is all.

DefTerm also checks that the given term has the asserted type in the asserted context.
DefClauses checks all clauses in a definition. It (repeatedly) invokes ClausE ${ }_{r}^{n}$, where the superscript $n$ is the name of the (whole) definition. This name must appear on the LHS of each clause.

$$
\begin{aligned}
& \overline{\Gamma \vdash \text { Type }:_{r} \text { Type }} \text { Ахіом } \quad \frac{n:_{s} \tau=b \in \Gamma \quad r \leqslant s}{\Gamma \vdash n:_{r} \tau} \text { Ref } \\
& \frac{\Gamma \vdash \sigma:_{\mathrm{E}} \text { Type } \quad \Gamma, n:_{s} \sigma \vdash T:_{r} \rho}{\Gamma \vdash\left(\lambda n:_{s} \sigma . T\right):_{r}\left(n:_{s} \sigma\right) \rightarrow \rho} \text { Lam } \quad \frac{\Gamma \vdash \sigma:_{\mathrm{E}} \text { Type } \quad \Gamma, n:_{s} \sigma \vdash \rho:_{\mathrm{E}} \text { Type }}{\Gamma \vdash\left(\left(n:_{s} \sigma\right) \rightarrow \rho\right):_{r} \text { Type }} \mathrm{PI} \\
& \frac{\Gamma \vdash F:_{r}\left(n:_{s} \sigma\right) \rightarrow \rho \quad \Gamma \vdash X:_{r \wedge s} \sigma}{\Gamma \vdash F_{\widehat{s}} X:_{r} \rho[n \mapsto X]} \text { APP } \\
& \frac{\Gamma \vdash \operatorname{Def}(d) \quad \Gamma, d \vdash T:_{r} \tau}{\Gamma \vdash(\operatorname{let} d \text { in } T):_{r} \tau} \operatorname{Let} \quad \Gamma \vdash T:_{r} \tau \quad \Gamma \vdash \tau \approx \sigma \quad \Gamma \vdash \sigma:_{\mathrm{E}} \text { Type } C \text { Conv }
\end{aligned}
$$

Figure 5.15: Type and erasure checking rules for $\mathrm{TT}_{\star}^{\mathrm{RE}}$ terms

$$
\begin{array}{ll} 
& \frac{\Gamma \vdash \sigma \rightsquigarrow \tau}{\Gamma \vdash \sigma \approx \tau} \operatorname{ConvRed} \\
& \\
\frac{\Gamma \vdash \tau}{\Gamma \vdash \tau} \operatorname{ConvREFL} & \frac{\Gamma \vdash \sigma \approx \tau}{\Gamma \vdash \tau \approx \sigma} \operatorname{ConvSYM}
\end{array} \frac{\Gamma \vdash \sigma \approx \rho}{\Gamma \vdash \tau \approx \rho} \operatorname{ConvTRANS} \text {. }
$$

$$
\begin{gathered}
\Gamma \vdash \operatorname{Def}\left(d_{1}\right) \\
\Gamma \vdash \operatorname{Defs}(\emptyset) \\
\operatorname{Defs} B A S E
\end{gathered} \frac{\Gamma, d_{1} \vdash \operatorname{Defs}\left(d_{2}, \ldots, d_{n}\right)}{\Gamma \vdash \operatorname{Defs}\left(d_{1}, d_{2}, \ldots, d_{n}\right)} \operatorname{DefsStep}
$$

$\Gamma \vdash \tau$ : е Type
$\frac{b \in\{\text { variable, constructor }\}}{\Gamma \vdash \operatorname{Def}\left(n:_{r} \tau=b\right)}$ DefAbstr
$T$ is a term
$\frac{\Gamma \vdash \tau: \text { e Type } \quad \Gamma, n:_{r} \tau \vdash T:_{r} \tau}{\Gamma \vdash \operatorname{Def}\left(n:_{r} \tau=T\right)}$ DefTerm

$$
\frac{\Gamma \vdash \tau: \text { E Type } \quad \forall i .\left(\Gamma, n:_{r} \tau \vdash \operatorname{Clause}_{r}^{n}\left(C_{i}\right)\right)}{\Gamma \vdash \operatorname{DeF}\left(n:_{r} \tau=\bar{C}\right)} \text { DefClauses }
$$

$$
\Gamma \vdash \operatorname{DeFs}(\Pi) \quad \Gamma ; \Pi \vdash \operatorname{PATWF}_{f}\left(\lfloor f\rfloor_{{ }_{s}} \bar{P}\right) \quad \operatorname{FPV}_{\Pi}\left(\llcorner f\rfloor{ }_{\hat{s}} \bar{P}\right)=\operatorname{BV}(\Pi)
$$

$$
\lfloor f\rfloor_{\widehat{s}} P \text { is linear } \quad\lfloor f\rfloor_{\widehat{s}} P \text { is forced-pattern-consistent }
$$

$$
\frac{\Gamma ; \Pi \vdash\lfloor f\rfloor \sqrt{\bar{s} P}:_{r}^{r} \tau \quad \Gamma, \Pi \vdash R:_{r} \tau}{\Gamma \vdash \operatorname{CLAUSE}_{r}^{f}(\Pi .\lfloor f\rfloor \overline{\widehat{s}} \bar{P}=R)} \text { ClaUse }
$$

Figure 5.17: Type and erasure checking rules for $\mathrm{TT}_{\star}^{\mathrm{RE}}$ definitions

Pattern clauses Rule Clause checks individual clauses. The conclusion of Clause is more restrictive than the general syntax of pattern clauses:

$$
\Gamma \vdash \operatorname{CLAUSE}_{r}^{f}\left(\Pi .\lfloor f\rfloor \overline{{ }_{s}} \bar{P}=R\right),
$$

It requires a LHS in the form $\lfloor f\rfloor_{{ }_{s} P}$, where the name of the function, expressed as $\lfloor f\rfloor$, is applied to zero or more patterns.

Rule Clause furthermore requires that $\Pi$ is a well formed environment, that $\left\lfloor f \int_{{ }_{S} P}\right.$ is a well-formed LHS, that free pattern variables on the LHS are exactly the variables bound in $\Pi$, that the LHS is linear in pattern variables, and that it is forced-pattern-consistent.

Finally, the type check itself is performed using the approach established in Idris [Bra13], which has the advantage that it does not require unification or any other complicated (and potentially untrustworthy) procedures, while retaining the full power of dependent pattern matching. We check the LHS as a pattern and the RHS as a term, and then verify that their types are convertible. This approach was further discussed in Section 2.1.8.2.

### 5.5.2.3 Patterns

Patterns are checked using the rules in Figure 5.20. The general form of the pattern typing judgement is $\Gamma ; \Pi \vdash P:_{r}^{q} \tau$, where

- $\Gamma$ is the usual typing environment;
- $\Pi$ is the pattern variable environment of the current clause;

```
FPV}\mp@subsup{V}{\Pi}{(n)}=\emptyset\quad\mathrm{ if }n\not\in\textrm{BV}(\Pi
FPV}\mp@subsup{V}{\Pi}{(n)}={n}\quad\mathrm{ if }n\in\textrm{BV}(П
FPV
FPV
FPV
FPV
```

Figure 5.18: Free pattern variables

```
data Erased: Type }->\mathrm{ Type where
    Poof:(a Type) }->(x:\textrm{E}a)->\mathrm{ Erased }
f: Erased a }->
(a:Type) ( }x:\textrm{R}a
    f(Poof a x) = x
```

Figure 5.19: Example of an erasure-incorrect program

- $P$ is the pattern;
- $\tau$ is the type of the pattern;
- $r$ is the retention of the pattern (its context).
- $q$ is the retention of the (whole) function containing the pattern. This is used to determine retention for constructor matches since a (non-forced) constructor always inspects (results in a runtime constructor tag check), unless in an entirely erased function.

Observation 5.1. If we start checking a clause with Clause, all pattern checking rules involved in the process are always invoked with $r \leqslant q$.

In Idris, patterns are checked simply as terms [Bra13], but in the presence of "subtyping" (Lemma 5.11), we need to be more careful about the direction of data flow. For example, consider the program in Figure 5.19, especially noting the annotation E on the second argument of Poof and the annotation R on the second pattern variable of $f$.

Using the term checking rules, we can verify that the LHS, $f$ (Poof $a x$ ), successfully typechecks as a term with the type $a$. Since the RHS has the type $a$ as well, this would be accepted as a valid pattern clause.

However, this does not make sense - we shouldn't allow having the second argument of Poof marked as erased, while being able to project it out of the constructor application.

The problem arises from the fact that the pattern variable ( $x: \mathrm{R} a$ ) appears as the second argument to Poof, despite the erasability mismatch. This does make sense in terms - even if Poof does not use its second argument, we should surely be able to
pass an unerased value in it. However, in patterns, data flow is reversed and data flows into pattern variables, rather than the other way around.

- Term (and pattern) variables in terms are data sources; pattern variables in patterns are data sinks.
- Usage of data sources is bounded from below by how data sinks use the data flowing in.

Then we can say that while the term checking rule Ref required that any variable appearing in a runtime context must be retained, in patterns, we have to require the opposite - that if a pattern variable is needed at runtime (which means that it is used at runtime on the RHS), it makes the whole pattern needed at runtime.

In the typing rules, we go even farther and we require that pattern variables are bound exactly with the retention of the context in which they appear in the pattern ${ }^{2}$.

PatVar requires that the pattern variable is bound with the same retention as the context in which it appears in the pattern. The reason is explained above.

РatCtor Rule РатСtor says that anytime a constructor is matched in a definition bound with retention $q$, then the constructor must be bound at least with retention $q$ and the retention of the surrounding pattern must be at least $q$.

PatApr is similar to the rule App for terms.
PatDefName checks that for pattern $\lfloor f\rfloor$, the name $f$ appears in the context and uses its type as the type of $\lfloor f\rfloor$. All erasure annotations are equal to $q$, the retention of the whole definition, since $\lfloor f\rfloor$ is at the root of the pattern.

PatForced checks forced patterns as terms in the environment $\Gamma, \Pi$, which no longer keeps track of the division between $\Gamma$ and $\Pi$ (unlike the pair $\Gamma ; \Pi$; see Remark 5.3).

PatForcedCtor A forced constructor is checked like other forced patterns.
PatConv Finally, the pattern conversion rule PatConv is the pattern variant of the term conversion rule Conv.

### 5.5.2.4 Substitutions

Definition 5.12 (Well-typed substitution). Substitution $\mu$ is well-typed on the set of names $S$, written $\Gamma \vdash \mu:{ }^{S} \Pi$, if it substitutes pattern variables for terms of the corresponding types, i.e. if the following rule SubstWT holds.

$$
n \in S \quad\left(n:_{s} \sigma\right) \in \Pi \text { SubstWT }
$$

$$
\Gamma \vdash \mu(n):_{s} \sigma[\mu]
$$

For the special case where $\operatorname{Dom}(\mu)=\operatorname{BV}(\Pi)$ and $\Gamma \vdash \mu:{ }^{\operatorname{BV}(\Pi)} \Pi$, we write $\Gamma \vdash \mu: \Pi$.

[^13]\[

$$
\begin{aligned}
& q \leqslant s \quad q \leqslant r \\
& \frac{\left(n:_{r} \sigma=\text { variable }\right) \in \Pi}{\Gamma ; \Pi \vdash n:_{r}^{q} \sigma} \text { PatVAR } \quad \frac{(n: s \sigma=\text { constructor }) \in \Gamma}{\Gamma ; \Pi \vdash n:_{r}^{q} \sigma} \text { PATCTOR } \\
& \frac{\left(n:_{s} \sigma=\text { constructor }\right) \in \Gamma \quad r \leqslant s}{\Gamma ; \Pi \vdash\lceil n\rceil:_{r}^{q} \sigma} \text { PatForcedCtor } \frac{\left(f:_{q} \sigma\right) \in \Gamma}{\Gamma ; \Pi \vdash\lfloor f\rfloor:_{q}^{q} \sigma} \text { PatDefName } \\
& \frac{\Gamma ; \Pi \vdash F:_{r}^{q}\left(n:_{s} \sigma\right) \rightarrow \rho \quad \Gamma ; \Pi \vdash X:_{r \wedge s}^{q} \sigma}{\Gamma ; \Pi \vdash F_{\widehat{s}} X:_{r}^{q} \rho[n \mapsto|X|]} \text { PATAPP } \\
& \frac{\Gamma, \Pi \vdash T:_{r} \tau}{\Gamma ; \Pi \vdash[T]:_{r}^{q} \tau} \text { PatForced } \quad \frac{\Gamma ; \Pi \vdash P:_{r}^{q} \tau}{} \quad \Gamma, \Pi \vdash \tau \approx \sigma \quad \Gamma, \Pi \vdash \sigma: \text { e Type } \quad \Gamma ; \Pi \vdash P:_{r}^{q} \sigma \quad \text { PatConv }
\end{aligned}
$$
\]

Figure 5.20: Pattern checking rules for $\mathrm{TT}_{\star}^{\mathrm{RE}}$

### 5.5.3 Unusual programs allowed by the rules

Matching on partially applied constructors The typing rules allow matching on partially applied constructors, as seen in Eisenberg's Pico or Haskell's type families [Eis16].

$$
\begin{aligned}
& \text { isLeft : }(a \rightarrow \text { Either } a a) \rightarrow \text { Bool } \\
& \text { isLeft Left }=\text { True } \\
& \text { isLeft Right }=\text { False }
\end{aligned}
$$

Since this might complicate compilation, implementations may want to disallow it.
Typecase Types are terms and thus the following program is allowed.

$$
\begin{aligned}
\text { isBool : Type } & \rightarrow \text { Bool } \\
\text { isBool Bool } & =\text { True } \\
\text { isBool _ } & =\text { False }
\end{aligned}
$$

It is also interesting that the first argument of isBool is unerased, despite having type Type.

The above program works because $\mathrm{TT}_{\star}$ does not make a distinction between type constructors and data constructors and does not keep track of their grouping into type families - they are simply bound as constructors using let.

Pattern matching on $\mathrm{TT}_{\star}$ does not define matching on binders, especially Pi. Adding support for binders might be useful for typecase.

Non-uniform columns The following function is accepted by $\mathrm{TT}_{\star}$.

```
notld: (a:Type) }->(x:a)->
notld [Bool] True = False
notld [Bool] False = True
notld [\mathbb{N}] Z = S Z
notld [\mathbb{N}] (S n)= Z
notld a }\quad=\quad
```

Even though the function "looks like" performing typecase, the type argument $a$ is erased. The function works by matching constructors of various type families with a value of an unknown type - which might not even be an inductive type, such as in notld $(\mathbb{N} \rightarrow \mathbb{N})(\lambda x: \mathbb{N}$. $x)$. Implementations may want to disallow this behaviour.

### 5.5.4 Forced patterns

Definition 5.13. We say that a LHS of a pattern clause $\left\lfloor f \int{ }_{\widehat{s}} \bar{X}\right.$ is forced-pattern-consistent if the following holds.

$$
\frac{\Gamma ; \Pi \vdash\lfloor f\rfloor \overline{{ }_{s} X} \|_{\mu} \overline{f_{\overline{s^{\prime}} X^{\prime}}} \quad \Gamma \vdash f \overline{\widehat{s^{\prime} X^{\prime}}}:_{r} \tau}{\forall i . \quad \Gamma \vdash\left|X_{i}\right|[\mu] \approx X_{i}^{\prime}}
$$

I do not give an algorithm to check whether forced patterns are consistent; I expect the coverage checker to verify it (Section 5.3).

This property is related to respectfulness of patterns, as defined by Goguen, McBride, and McKinna [GMM06].

### 5.6 Erasure

The erasure translation is shown in Figure 5.21. Erasure removes all parts of programs annotated as erasable with $E$, replaces types (terms to the right of each colon) with $\square$, and replaces erasure annotations with $\bullet$.

The presentation of the erasure translation relies on the notation introduced in Section 5.2.2, which allows writing $(\lambda x . M)$ instead of $(\lambda x: \square=$ variable. $M$ ), and similar shorthands.

### 5.7 Metatheory

This section establishes some metatheory of $\mathrm{TT}_{\star}$.
The development of metatheory has heavily influenced and simplified the design of the calculus and its pattern matching facilities. Most notably, I originally presented the calculus with case trees as the pattern matching primitive. However, I found the presentation easier with pattern clauses, and I deferred case trees to an extension

Abstract definition bodies:

$$
\begin{array}{ll}
\langle\text { constructor }\rangle & =\text { constructor } \\
\langle\text { variable }\rangle & =\text { variable }
\end{array}
$$

Pattern clauses:

$$
\langle\bar{d} \cdot L=R\rangle=\langle\bar{d}\rangle \cdot\langle L\rangle=\langle R\rangle
$$

Substitutions

$$
\langle\mu\rangle(n)=\langle\mu(n)\rangle
$$

Patterns:

$$
\begin{array}{ll}
\langle n\rangle & =n \\
\left\langle F_{\hat{\mathrm{E}}} X\right\rangle & =\langle F\rangle \\
\langle F \hat{\mathrm{R}} X\rangle & =\langle F\rangle\langle X\rangle \\
\langle[[T]\rangle & =[\langle T\rangle] \\
\langle\llcorner f\rfloor\rangle & =\lfloor f\rfloor \\
\langle\lceil c\rceil\rangle & =\lceil c\rceil
\end{array}
$$

Terms:

| $\langle n\rangle$ | $n$ |
| :---: | :---: |
| $\left\langle\lambda n:_{\mathrm{E}} \tau . T\right\rangle$ | $=\langle T\rangle$ |
| $\left\langle\lambda n:_{\mathrm{R}} \tau . T\right\rangle$ | $=\lambda n \cdot\langle T\rangle$ |
| $\langle$ let $n$ : $\mathrm{E} \tau=b$ in $T\rangle$ | $=\langle T\rangle$ |
| $\left\langle\right.$ let $n:{ }_{\mathrm{R}} \tau=b$ in $\left.T\right\rangle$ | $=$ let $n=\langle b\rangle$ in $\langle T\rangle$ |
| $\left\langle F_{\hat{E}} X\right\rangle$ | $=\langle F\rangle$ |
| $\left\langle F_{\hat{\mathrm{R}}} \mathrm{C}\right\rangle$ | $=\langle F\rangle\langle X\rangle$ |
| $\left\langle\left(n:_{r} \tau\right) \rightarrow T\right\rangle$ | $=\square \rightarrow \square$ |

Environments and telescopes of definitions:

$$
\begin{array}{ll}
\langle\emptyset\rangle & =\emptyset \\
\langle n: \mathrm{E} \tau=b, \bar{d}\rangle & =\langle\bar{d}\rangle \\
\langle n: \mathrm{R} \tau=b, \bar{d}\rangle & =n=\langle b\rangle,\langle\bar{d}\rangle
\end{array}
$$

Figure 5.21: Erasure translation, removing erasable code
(Section 7.2), although there are practical advantages to using case trees in the core language (Section 7.2.1).

The main soundness result is Theorem 5.2, which states that erasure commutes with (single-step) reduction. Assuming the Church-Rosser property (Conjecture 5.1), I extend this result to multi-step reduction:

- I prove the Pattern Lemma (Lemma 5.50), which says that values coming from pattern matching have correct types. This is a key step towards subject reduction of pattern matching.
- I prove Subject Reduction (Theorem 5.1).
- In Corollary 5.57, I prove that erasure commutes with multi-step reduction. In particular, if a program reduces to a ground term (a term that erases to itself), the erased program reduces to the same term.


### 5.7.1 Basic definitions

### 5.7.1.1 Environments

Definition 5.14 (Well-formed environments). Environment $\Gamma$ is well-formed iff the following holds according to the rules defined in Figure 5.17.
$+\operatorname{Defs}(\Gamma)$

A pair of environments $\Gamma ; \Pi$ is well formed if $\vdash \operatorname{Defs}(\Gamma)$ and $\Gamma \vdash \operatorname{Defs}(\Pi)$.

Remark 5.4. An environment is a sequence of definitions, as defined by its syntax in Figure 5.2. By the definition of Defs, names defined earlier in the sequence are available in definitions later in the sequence (but not vice versa); such sequences are called telescopic.

Definition 5.15. We write $d \in \Gamma$ to express that environment $\Gamma$ contains definition $d$.

$$
\overline{d \in \Gamma, d} \text { ElemBase } \frac{d \in \Gamma}{d \in \Gamma, d^{\prime}} \text { ElemStep }
$$

### 5.7.1.2 Variables and substitution

Definition 5.16 (Free variables). We write $\mathrm{FV}(T)$ for the set of free variables in term $T$. We use $\mathrm{FV}(-)$ also for non-terms, such as patterns or definitions.

Definition 5.17 ( $r$-bound names). We say that name $n$ is $r$-bound in environment $\Gamma$ if

$$
\left(n:_{r} \tau=b\right) \in \Gamma
$$

for some $\tau$ and $b$.
Definition 5.18 (R-bound variables). We write $\operatorname{RBV}(\Gamma)$ for the set of names $R$-bound in environment $\Gamma$.

$$
n \in \operatorname{RBV}(\Gamma) \quad \Leftrightarrow \quad(n: \mathrm{R} \tau=b) \in \Gamma \text { for any } \tau \text { and } b
$$

Definition 5.19 (Substitution in substitutions). Substitution can be defined for substitution functions as follows.

$$
(\mu[n \mapsto N])(m):=\mu(m)[n \mapsto N]
$$

### 5.7.2 General properties

Lemma 5.1 (Weakening and reduction). Adding a definition to an environment does not break existing reductions.

$$
\frac{\Gamma \vdash T \rightsquigarrow T^{\prime}}{\Gamma, d \vdash T \rightsquigarrow T^{\prime}} W_{E A K R E D}
$$

Proof. By induction on the derivation of reduction, using disjointness of binders.
Lemma 5.2 (Weakening and conversion). Adding a definition to an environment does not break existing conversions.

$$
\frac{\Gamma \vdash T \approx T^{\prime}}{\Gamma, d \vdash T \approx T^{\prime}} W_{E A K C O N V}
$$

Proof. By induction on the derivation of conversion, using Lemma 5.1 in ConvRed.
Lemma 5.3 (Weakening). Adding a definition to an environment does not break existing type derivations.

$$
\frac{\Gamma \vdash T:_{r} \tau}{\Gamma, d \vdash T:_{r} \tau} W_{E A K E N I N G}
$$

Proof. By induction on the proof derivation, using the convention that binders bind distinct names (Section 5.3). For the rule Conv, we use Lemma 5.2.

Lemma 5.4 (Thinning). Adding multiple definitions to an environment does not break existing derivations.

$$
\frac{\Gamma \vdash T \rightsquigarrow T^{\prime}}{\Gamma, \Gamma^{\prime} \vdash T \rightsquigarrow T^{\prime}} \quad \frac{\Gamma \vdash T \approx T^{\prime}}{\Gamma, \Gamma^{\prime} \vdash T \approx T^{\prime}} \quad \frac{\Gamma \vdash T:_{r} \tau}{\Gamma, \Gamma^{\prime}+T:_{r} \tau}
$$

Proof. By induction on the size of $\Gamma^{\prime}$, using the appropriate weakening lemmas.
Lemma 5.5 (Thinning II.). Adding multiple definitions in the middle of an environment does not break existing reduction/type/conversion derivations.

$$
\frac{\Gamma, \Pi \vdash T \rightsquigarrow T^{\prime}}{\Gamma, \Gamma^{\prime}, \Pi \vdash T \rightsquigarrow T^{\prime}} \quad \frac{\Gamma, \Pi \vdash \tau \approx \tau^{\prime}}{\Gamma, \Gamma^{\prime}, \Pi \vdash \tau \approx \tau^{\prime}} \quad \frac{\Gamma, \Pi \vdash T:_{r} \tau}{\Gamma, \Gamma^{\prime}, \Pi \vdash T:_{r} \tau}
$$

Proof. By induction on the proof derivation, using the convention that binders bind distinct names (Section 5.3).

Lemma 5.6.

$$
\frac{\Gamma \vdash D_{E F S}\left(\Gamma^{\prime}\right)}{\operatorname{FV}\left(\Gamma^{\prime}\right) \subseteq \mathrm{BV}(\Gamma)}
$$

Proof. By induction on the size of $\Gamma^{\prime}$, mutually with Lemmas 5.8 and 5.9 , using disjointness of binders and thinning.

In the inductive step, we observe that free variables can come from the type and from the body of each definition and that both type and body are well-typed in their respective environments. We use Lemmas 5.8 and 5.9 to observe that for every definition, pattern variables and self-references are the only new names introduced. These names are however bound immediately in the definition.

## Corollary 5.7.

$$
\frac{\vdash \operatorname{DEFS}(\Gamma) \quad\left(n:_{s} \sigma=b\right) \in \Gamma}{(\sigma) \subseteq \mathrm{BV}(\Gamma)} \quad \mathrm{FV}(b) \subseteq \mathrm{BV}(\Gamma) }
$$

Proof. By well-formedness of $\Gamma$, this definition is well-typed in some prefix of $\Gamma$, which we call $\Delta$. By Lemma 5.6, we have $\operatorname{FV}\left(n:_{s} \sigma=b\right) \subseteq \mathrm{BV}(\Delta) \subseteq \mathrm{BV}(\Gamma)$.

Lemma 5.8 (Free variables of terms and their types). Let $\Gamma$ be a well formed environment, and let $T$ be a term such that $\Gamma \vdash T:_{r} \tau$. Then

$$
\begin{aligned}
& \mathrm{FV}(T) \subseteq \mathrm{BV}(\Gamma) \\
& \mathrm{FV}(\tau) \subseteq \mathrm{BV}(\Gamma)
\end{aligned}
$$

Proof. By induction on the typing derivation of $T$, mutually with Lemma 5.6. The only interesting cases are:

Ref with $T=n$ where $n$ is a name and its type was derived using Ref. By Corollary 5.7, we obtain $\mathrm{FV}(\tau) \subseteq \mathrm{BV}(\Gamma)$.

Conv with $\Gamma \vdash T:_{r} \sigma$ where $\Gamma \vdash \tau$ : E Type and $\Gamma \vdash \sigma \approx \tau$. We apply the induction hypothesis to well-typedness of $\tau$.

Lemma 5.9 (Free variables of patterns and their types). Let $\Gamma ; \Pi$ be a well formed pair of environments, and let $P$ be a pattern such that $\Gamma ; \Pi \vdash T::_{r}^{q} \tau$. Then

$$
\begin{aligned}
& \mathrm{FV}(P) \subseteq \mathrm{BV}(Г, П) \\
& \mathrm{FV}(\tau) \subseteq \mathrm{BV}(Г, \Pi)
\end{aligned}
$$

Proof. Analogously to Lemma 5.8.
Lemma 5.10 (Reduction preserves well-scoping).

$$
\begin{array}{ll}
\vdash \operatorname{DEFS}(\Gamma) & \Gamma \vdash T \rightsquigarrow T^{\prime} \quad \mathrm{FV}(T) \subseteq \mathrm{BV}(\Gamma) \\
\hline & \mathrm{FV}\left(T^{\prime}\right) \subseteq \mathrm{BV}(\Gamma)
\end{array}
$$

Proof. By induction on the derivation of reduction. The only interesting cases are:
RedVar, where we use well-formedness of $\Gamma$ and Lemma 5.8;
$\operatorname{RedClauses}$, where $\operatorname{Dom}(\mu)=\operatorname{FPV}_{\Pi_{k}}\left(L_{k}\right)$ and $\operatorname{FV}(\mu) \subseteq \operatorname{FV}\left(f_{\stackrel{r}{x}}^{\bar{X}}\right)=\mathrm{FV}(T)$. Finally, $\mathrm{FV}\left(R_{k}\right) \subseteq \mathrm{BV}\left(\Gamma, \Pi_{k}\right)$ because $f$ is bound in $\Gamma$, which is well-formed, and we can thus use Lemma 5.8.

Remark 5.5. It is not the case that

$$
\vdash \operatorname{DEFs}(\Gamma) \quad \Gamma \vdash T \rightsquigarrow T^{\prime} \quad \mathrm{FV}\left(T^{\prime}\right) \subseteq \mathrm{BV}(\Gamma)
$$

$$
\mathrm{FV}(T) \subseteq \mathrm{BV}(\Gamma)
$$

Consider $T=(\lambda x . \lambda y . y) z$, which reduces to a closed term regardless of whether $z$ is bound in $\Gamma$ or not.

This is why we postpone Lemma 5.29 after Church-Rosser (Conjecture 5.1).

## Lemma 5.11.

$$
\frac{\Gamma \vdash T:_{s} \tau \quad r \leqslant s}{\Gamma \vdash T:_{r} \tau}
$$

Proof. By induction on the proof derivation. The only interesting case is Ref, where the relation $r \leqslant s$ is satisfied.

Lemma 5.12 (Coherence). If $\tau$ is a type of a term, it has itself type Type.

$$
\frac{\vdash D_{E F S}(\Gamma) \quad \Gamma \vdash T:_{r} \tau}{\Gamma \vdash \tau:_{E} \text { Type }}
$$

Proof. By induction on the typing derivation and the size of $\Gamma$.

### 5.7.3 Substitution

Lemma 5.13.

$$
\frac{m \notin \operatorname{FV}(N)}{T[m \mapsto M][n \mapsto N]=T[n \mapsto N][m \mapsto M[n \mapsto N]]}
$$

Proof. By induction on the structure of $T$.
Lemma 5.14 (Commutativity of substitution).

$$
\frac{m \notin \mathrm{FV}(N) \quad n \notin \mathrm{FV}(M)}{T[m \mapsto M][n \mapsto N]=T[n \mapsto N][m \mapsto M]}
$$

Proof. From Lemma 5.13, observing that $M[n \mapsto N]=M$.

### 5.7.4 Pattern matching and reduction

Lemma 5.15 (Substitution preserves well-formedness of patterns).

$$
\frac{\Gamma, n:_{s} \sigma, \Gamma^{\prime} ; \Pi \vdash P_{A T} W F(P)}{\Gamma, \Gamma^{\prime}[n \mapsto N] ; \Pi[n \mapsto N] \vdash P_{A T} W F(P[n \mapsto N])}
$$

Proof. By induction on the derivation of well-formedness because substitution for (non-pattern) variables does not interfere with the requirements of well-formedness of patterns - these depend only on non-variables.

Lemma 5.16. Substitution for variables preserves pattern match.

$$
\frac{\Gamma, n:_{s} \sigma, \Gamma^{\prime} ; \Pi \vdash P \|_{\mu} T}{\Gamma, \Gamma^{\prime}[n \mapsto N] ; \Pi[n \mapsto N] \vdash P[n \mapsto N] \|_{\mu[n \mapsto N]} T[n \mapsto N]}
$$

Proof. By induction on the derivation of pattern match, using the fact that $n \mapsto N$ substitutes for a variable and therefore constructors and function names remain unaffected.

Lemma 5.17. Substitution for variables preserves pattern mismatch.

$$
\frac{\Gamma, n:_{s} \sigma, \Gamma^{\prime} \vdash P \nVdash T}{\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash P[n \mapsto N] \nVdash T[n \mapsto N]}
$$

Proof. By induction on the derivation of mismatch, using the fact that $n \mapsto N$ substitutes for a variable and therefore constructors and function names remain unaffected.

### 5.7.5 Reduction

Lemma 5.18 (Thickening for reduction).

$$
\begin{aligned}
& \begin{array}{r}
\vdash \operatorname{DEFs}\left(\Gamma, \Delta, \Gamma^{\prime}\right) \\
\mathrm{FV}\left(\Gamma^{\prime}\right) \cap \mathrm{BV}(\Delta)=\emptyset
\end{array} \\
& \hline \Gamma, \Gamma^{\prime} \vdash T \rightsquigarrow \Gamma^{\prime} \vdash T \rightsquigarrow T^{\prime}
\end{aligned}
$$

The environment $\Gamma^{\prime}$ can also be empty.
Proof. By induction on the derivation of reduction. The interesting cases are RedVar and RedClauses, where disjointness of $\operatorname{FV}(T)$ and $\operatorname{BV}(\Delta)$ is preserved thanks to disjointness of $\mathrm{FV}\left(\Gamma^{\prime}\right)$ and $\operatorname{BV}(\Delta)$ and well-typedness of the environments.

Lemma 5.19 (Thickening for repeated reduction).

| $\quad$$\vdash \operatorname{DEFS}\left(\Gamma, \Delta, \Gamma^{\prime}\right)$ <br> $\Gamma, \Delta, \Gamma^{\prime} \vdash T \leadsto \leadsto^{\star} T^{\prime}$ <br> $\mathrm{FV}\left(\Gamma^{\prime}\right) \cap \operatorname{BV}(\Delta)=\emptyset$ |
| :--- |
| $\Gamma, \Gamma^{\prime} \vdash T \leadsto \leadsto^{\star} T^{\prime}$ |

The environment $\Gamma^{\prime}$ can also be empty.
Proof. By induction on the length of the reduction sequence, using Lemma 5.18 in every step, along with Lemma 5.10 to carry over disjointness of $\mathrm{BV}(\Gamma)$ and $\mathrm{FV}(T)$ along reduction arrows.

Lemma 5.20 (Reduction commutes with substitution).

$$
\frac{\vdash \operatorname{DEFs}\left(\Gamma, n: s \sigma, \Gamma^{\prime}\right) \quad \Gamma, n: s \sigma, \Gamma^{\prime} \vdash T \rightsquigarrow T^{\prime}}{\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash T[n \mapsto N] \rightsquigarrow T^{\prime}[n \mapsto N]}
$$

Proof. By induction on the derivation of reduction. The structural rules are solved by straightforward induction; let us discuss the computation rules.

RedVar Here necessarily $T=m \neq n$ because $n$ is bound as a variable, where $\operatorname{Red} V_{\text {ar }}$ would not apply. By inversion of RedVar, we have $\left(m:_{t} \tau=T^{\prime}\right) \in \Gamma, \Gamma^{\prime}$ and by disjointness of binders, $m$ is bound either in $\Gamma$ or in $\Gamma^{\prime}$.

If $m$ is bound in $\Gamma$, then by well-formedness of $\Gamma$, Corollary 5.7 and disjointness of binders, $\mathrm{FV}\left(T^{\prime}\right) \subseteq \mathrm{BV}(\Gamma)$. Hence $T[n \mapsto N]=T=m$ and $T^{\prime}[n \mapsto N]=T^{\prime}$ and we can use Thickening (Lemma 5.18) to show $\Gamma \vdash T[n \mapsto N] \rightsquigarrow T^{\prime}[n \mapsto N]$. We close by Thinning (Lemma 5.4) to obtain $\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash T[n \mapsto N] \rightsquigarrow T^{\prime}[n \mapsto$ $N]$.

If $m$ is bound in $\Gamma^{\prime}$, then we obtain the result immediately by applying $\operatorname{Red}_{\mathrm{AR}}$ in the modified environment $\Gamma, \Gamma^{\prime}[n \mapsto N]$.

Redex with $T=\left(\lambda x:_{t} \tau . M\right)_{\widehat{r}} X$ and $T^{\prime}=M[x \mapsto X]$. By disjointness of binders, $x \notin \mathrm{FV}(N)$ and by Lemma 5.13, $M[n \mapsto N][x \mapsto X[n \mapsto N]]=M[x \mapsto X][n \mapsto$ $N]$.

RedClauses with $T=f_{\vec{r}} \bar{X}$. Assuming disjointness of binders, $n \neq f$ because $n$ binds a variable and RedClauses would not be applicable otherwise. Only two hypotheses of RedClauses mention $\bar{X}$, and thus could possibly be affected by the substitution $[n \mapsto N]$.
We know that $\Gamma, n:_{s} \sigma, \Gamma^{\prime} ; \Pi_{k} \vdash L_{k} \|_{\mu} f_{\widehat{r}} \overline{\bar{X}}$ and we need to show that there is $\mu^{\prime}$ such that $\Gamma[n \mapsto N], \Gamma^{\prime}[n \mapsto N] ; \Pi_{k}[n \mapsto N] \vdash L_{k}[n \mapsto N] \|_{\mu^{\prime}}\left(f_{\overparen{r}} X\right)[n \mapsto N]$, and thus we take $\mu^{\prime}:=\mu[n \mapsto N]$. By Lemma 5.16 and well-formedness of $L_{k}$ provided by a hypothesis of RedClauses, the pattern still matches.
We also need to show that mismatch in clauses before $C_{k}$ is preserved by substitution. This follows from Lemma 5.17 and disjointness of binders.
The reduction rule is therefore applicable after substitution and we can observe that we obtain the required result: $R_{k}[n \mapsto N]\left[\mu^{\prime}\right]=R_{k}[n \mapsto N][\mu[n \mapsto N]]=$ $R_{k}[\mu][n \mapsto N]$ by Lemma 5.13 and disjointness of binders.

RedLetElim, RedLetAppL, RedLetAppR By induction, assuming disjointness of binders.

### 5.7.5.1 Mismatch

## Lemma 5.21.

$$
\frac{\Gamma ; \Pi+c_{\bar{r}} \bar{X} \|_{\mu} c^{\prime} \overline{\widehat{r} X^{\prime}} \quad \operatorname{Dом}(\mu) \cap \mathrm{BV}(\Gamma)=\emptyset \quad c, c^{\prime} \text { constructors in } \Gamma}{c=c^{\prime}}
$$

Proof. By induction on the length of the sequence $\bar{X}$, using МатснСтов in the base case and MatchApr in the induction step because these are the only rules that could possibly apply.

## Lemma 5.22.

$$
\begin{array}{ccc}
\Gamma ; \Pi \vdash c_{\hat{r}} \bar{X} \|_{\mu} c^{\prime} \overline{\widehat{r}} \overline{X^{\prime}} & \operatorname{Doм}(\mu) \cap \mathrm{BV}(\Gamma)=\emptyset & c, c^{\prime} \text { constructors in } \Gamma \\
X_{i} \|_{\mu} X_{i}^{\prime} & \\
\Gamma ; \Pi \vdash\lceil c\rceil_{\bar{r}} \bar{X} \|_{\mu} c^{\prime} \overline{\hat{r} X^{\prime}} & \operatorname{Doм}(\mu) \cap \mathrm{BV}(\Gamma)=\emptyset & c, c^{\prime} \text { constructors in } \Gamma \\
\hline X_{i} \|_{\mu} X_{i}^{\prime}
\end{array}
$$

Proof. Let us express $\bar{X}=\left(\bar{Y}, X_{i}, \bar{Z}\right)$, and let's do the same for $X^{\prime}$. Then we proceed by induction on the length of the sequence $\bar{Z}$, using MatchApr in both base case and the inductive step.

Lemma 5.23 (Soundness of mismatch).

$$
\frac{\Gamma \vdash P \nVdash T \quad \operatorname{Dом}(\mu) \cap \mathrm{BV}(\Gamma)=\emptyset}{\Gamma ; \Pi \nvdash P \|_{\mu} T}
$$

Proof. By induction on the derivation of mismatch.
MismatchHead $P=c_{\bar{r}} \bar{X}$ and $T=c^{\prime} \overline{{ }_{r} X^{\prime}}$, where $c \neq c^{\prime}$ are constructors bound in $\Gamma$. Assume $\Gamma ; \Pi \vdash c_{\widehat{r}} X \|_{\mu} c^{\prime}{ }_{r^{\prime}} X^{\prime}$. By Lemma 5.21, $c=c^{\prime}$, which is a contradiction.

MismatchArg $P=c \overline{\widehat{r}} \bar{X}$ and $T=c_{\overline{r^{\prime}} X^{\prime}}$, where $c$ is a constructor bound in $\Gamma$. By inversion of MismatchArg, $\Gamma \vdash X_{i} \nVdash X_{i}^{\prime}$ for some $i$. By induction, $\Gamma ; \Pi \nvdash X_{i} \|_{\mu} X_{i}^{\prime}$. Assume $\Gamma ; \Pi \vdash P \|_{\mu} T$. By Lemma $5.22, \Gamma ; \Pi \vdash X_{i} \|_{\mu} X_{i}^{\prime}$, which is a contradiction.

MismatchArgForced Like MismatchArg.
MismatchLHS Like MismatchArg.

Lemma 5.24 (Reduction preserves applications of constructors).

$$
\frac{\Gamma+c \overline{\widehat{r} X} \leadsto T^{\prime} \quad\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{T^{\prime}=c \overline{\widehat{r} X^{\prime}} \text { for some } X^{\prime}}
$$

Proof. By induction on the length of $\bar{X}$, we can show that reduction must occur in (exactly) one of the arguments $X_{i}$, because there are no reduction rules that could replace constructor $c$ at the head.

Lemma 5.25 (Reduction preserves mismatch).

$$
\frac{\Gamma \vdash P \nVdash T \quad \Gamma \vdash T \rightsquigarrow T^{\prime}}{\Gamma \vdash P \nVdash T^{\prime}}
$$

Proof. By induction on the derivation of mismatch.
MismatchHead By inversion of MismatchHead, we have $P=c \overline{\widehat{r} X}$ and $T=c^{\prime} \overline{{ }_{r^{\prime}} X^{\prime}}$, where $c$ and $c^{\prime}$ are different constructors in $\Gamma$. By Lemma 5.24, $T^{\prime}=c^{\prime} \bar{\gamma}^{\prime} X^{\prime \prime}$ and we can use MismatchHead to derive the required mismatch.

MismatchArg By inversion of MismatchArg, we have $P=c_{\bar{r} X} \bar{X}$ and $T=c \overline{{ }_{\widehat{r}} X^{\prime}}$ where $\Gamma \vdash X_{i} \nVdash X_{i}^{\prime}$ for some $i$. Apply induction and MismatchArg.

MismatchArgForced Like MismatchArg.
MismatchLHS Like MismatchArg.

Lemma 5.26. If we extend a matching substitution with another, disjoint one, the match is preserved.

$$
\frac{\mu \cap \mu^{\prime}=\emptyset \quad \Gamma ; \Pi \vdash P \|_{\mu} T}{\Gamma ; \Pi \vdash P \|_{\mu \cup \mu^{\prime}} T}
$$

Proof. By induction on the derivation of matching. We depend on the definition of pattern matching, where $\mu$ substitutes only for pattern variables.

Lemma 5.27.

$$
\frac{\Gamma ; \Pi \vdash\lceil c\rceil \overline{\widehat{r} X} \|_{\mu} T \quad\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{T=c^{\prime} \overline{{ }_{r^{\prime}} X^{\prime}} \quad \text { for some } \overline{r^{\prime}} \text { and } \overline{X^{\prime}} \quad\left(c^{\prime}: s_{s^{\prime}} \sigma^{\prime}=\text { constructor }\right) \in \Gamma}
$$

Proof. By induction on the length of the spine of the application, inverting МатснАрр in each step and MatchForcedCtor in the base case.

### 5.7.5.2 Church-Rosser property

Conjecture 5.1 (Church-Rosser property). Reduction is confluent, i.e. if term T reduces to two (possibly different) terms $M$ and $M^{\prime}$, then $M$ and $M^{\prime}$ have a common reduct.

$$
\frac{\Gamma \vdash T \rightsquigarrow^{\star} M \quad \Gamma \vdash T \rightsquigarrow^{\star} M^{\prime}}{\exists N . \quad \Gamma \vdash M \rightsquigarrow^{\star} N \quad \Gamma \vdash M^{\prime} \rightsquigarrow^{\star} N} \text { CHURCH-RoSSER }
$$

### 5.7.6 Conversion

## Lemma 5.28.

|  | $\Gamma \vdash T \approx T^{\prime}$ |
| :--- | :--- |
| $\exists M$. | $\Gamma \vdash T \rightsquigarrow^{\star} M^{\star} \nsim T^{\prime}$ |

Proof. By induction on the derivation of conversion, using Conjecture 5.1
Lemma 5.29 (Thickening for conversion).

$$
\frac{\vdash \operatorname{DEFS}\left(\Gamma, \Delta, \Gamma^{\prime}\right) \quad \Gamma, \Delta, \Gamma^{\prime} \vdash \tau \approx \tau^{\prime} \quad \operatorname{FV}(\tau) \cap \operatorname{BV}(\Delta)=\emptyset \quad \operatorname{FV}\left(\tau^{\prime}\right) \cap \mathrm{BV}(\Delta)=\emptyset}{\Gamma, \Gamma^{\prime} \vdash \tau \approx \tau^{\prime}}
$$

The environment $\Gamma^{\prime}$ can also be empty.
Proof. The approach from Lemma 5.18 will not work in cases like $\Gamma, \Delta, \Gamma^{\prime} \vdash T \mathrm{~m}$ $N \approx N^{\prime} \rightsquigarrow T^{\prime}$, where the disjointness property cannot be carried inwards from either side. Instead, we invoke Church-Rosser (Lemma 5.28) and observe that $\Gamma, \Delta, \Gamma^{\prime} \vdash T \leadsto \leadsto^{\star} M \star_{\text {* }} T^{\prime}$, where $M$ is a common reduct of $T$ and $T^{\prime}$ such that $\operatorname{FV}(M) \cap \operatorname{BV}(\Delta)=\emptyset$ by Lemma 5.10. Now we can use Lemma 5.19 to obtain $\Gamma, \Gamma^{\prime} \vdash T \leadsto \leadsto^{\star} M{ }^{\star} \times \sim T^{\prime}$ and thus $\Gamma, \Gamma^{\prime} \vdash T \approx T^{\prime}$.

Lemma 5.30 (Thickening for typing).

$$
\begin{gathered}
\qquad \operatorname{DEFS}\left(\Gamma, \Delta, \Gamma^{\prime}\right) \quad \Gamma, \Delta, \Gamma^{\prime} \vdash T:_{r} \tau \quad \mathrm{FV}(T) \cap \mathrm{BV}(\Delta)=\emptyset \quad \mathrm{FV}(\tau) \cap \mathrm{BV}(\Delta)=\emptyset \\
\Gamma, \Gamma^{\prime} \vdash T:_{r} \tau \\
+\operatorname{DEFS}\left(\Gamma, \Delta, \Gamma^{\prime}\right) \quad \Gamma, \Delta, \Gamma^{\prime} ; \Pi \vdash P:_{r}^{q} \tau \\
\frac{\mathrm{FV}(P) \cap \mathrm{BV}(\Delta)=\emptyset \quad \mathrm{FV}(\tau) \cap \mathrm{BV}(\Delta)=\emptyset \quad \mathrm{FV}(\Pi) \cap \mathrm{BV}(\Delta)=\emptyset}{\Gamma, \Gamma^{\prime}+P:_{r}^{q} \tau} \\
\frac{\Gamma D E F S\left(\Gamma, \Delta, \Gamma^{\prime}\right) \quad \Gamma, \Delta, \Gamma^{\prime}+\operatorname{DEFS}(\Pi) \quad \mathrm{FV}(\Pi) \cap \mathrm{BV}(\Delta)=\emptyset}{\Gamma, \Gamma^{\prime}+\operatorname{DEFS}(\Pi)}
\end{gathered}
$$

The environment $\Gamma^{\prime}$ can also be empty.
Proof. By induction on the typing derivation, using well-typedness of the environments and for Conv, Lemma 5.29.

Lemma 5.31 (Conversion commutes with substitution).

$$
\frac{\vdash \operatorname{DEFS}\left(\Gamma, n:_{s} \sigma, \Gamma^{\prime}\right) \quad \Gamma, n:_{s} \sigma, \Gamma^{\prime} \vdash \tau \approx \tau^{\prime}}{\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash \tau[n \mapsto N] \approx \tau^{\prime}[n \mapsto N]}
$$

Proof. By induction on the derivation of $\Gamma, n:_{s} \sigma, \Gamma^{\prime} \vdash \tau \approx \tau^{\prime}$. Occurrences of ConvRefl for $n \approx n$ are replaced with ConvRefl for $N \approx N$ and the step for ConvRed follows from Lemma 5.20. The rest is induction.

An alternative proof uses the Church-Rosser property (Lemma 5.28) together with Lemma 5.20.

Lemma 5.32 (Substitution lemma).

$$
\begin{aligned}
& \frac{\vdash \operatorname{Defs}\left(\Gamma, n:_{s} \sigma, \Gamma^{\prime}\right) \quad \Gamma \vdash N:_{r \wedge s} \sigma \quad \Gamma, n:_{s} \sigma, \Gamma^{\prime} \vdash T:_{r} \tau}{\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash T[n \mapsto N]:_{r} \tau[n \mapsto N]} \text { Subst } \\
& \frac{\vdash D_{E F s}\left(\Gamma, n:_{s} \sigma, \Gamma^{\prime} ; \Pi\right) \quad \Gamma \vdash N:_{r \wedge s} \sigma \quad \Gamma, n:_{s} \sigma, \Gamma^{\prime} ; \Pi \vdash P:_{r}^{q} \tau}{\Gamma, \Gamma^{\prime}[n \mapsto N] ; \Pi[n \mapsto N] \vdash P[n \mapsto N]:_{r}^{q} \tau[n \mapsto N]} \text { SubstPAT }^{\text {n }} \\
& \frac{\vdash \operatorname{Defs}\left(\Gamma, n:_{s} \sigma, \Gamma^{\prime}\right) \quad \Gamma \vdash N:_{r \wedge s} \sigma \quad \Gamma, n:_{s} \sigma, \Gamma^{\prime} \vdash \operatorname{DeF}(d)}{\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash \operatorname{DeF}(d[n \mapsto N])} S_{\text {ubst }}(n \text { ef }
\end{aligned}
$$

Proof. By (mutual) induction on the typing derivation of term $T$, pattern $P$, or definition $d$. Note that we do not need the Inversion Lemma here because we perform induction on the typing derivation, not the structure of $T$.

## Terms Ахіом Trivially.

Ref, where $T=m$. By disjointness of binders, $n \notin \operatorname{BV}(\Gamma)$ and from welltypedness of $N$, we obtain $\mathrm{FV}(\sigma) \subseteq \mathrm{BV}(\Gamma)$ and specifically $n \notin \mathrm{FV}(\sigma)$ by Lemma 5.8.

If $m \neq n$, then $T[n \mapsto N]=T=m$ and $m$ is therefore bound either in $\Gamma$ or $\Gamma^{\prime}$.
If ( $m:_{t} \tau=b$ ) $\in \Gamma$, then $r \leqslant t$ and by Lemma 5.8, $n \notin \mathrm{FV}(\tau)$. Thus $\left(m:_{t} \tau[n \mapsto N]=b\right) \in \Gamma$ and also $\left(m:_{t} \tau[n \mapsto N]=b\right) \in \Gamma,\left(n:_{s}\right.$ $\sigma), \Gamma$, and thus by Ref, we obtain the required result.
If $\left(m:_{t} \tau=b\right) \in \Gamma^{\prime}$, then $\left(m:_{t} \tau[n \mapsto N]=b[n \mapsto N]\right) \in \Gamma^{\prime}[n \mapsto N]$, and we can use Ref to obtain the required result.
If $m=n$, then by inversion of Ref, we have $\sigma=\tau$ and $r \leqslant s$. Since $r \leqslant s$, we have $r \wedge s=r$. From $\sigma=\tau$ and the above observation that $n \notin \mathrm{FV}(\sigma)$, we obtain $\tau[n \mapsto N]=\tau$. We can thus rewrite the assumption $\Gamma \vdash N:_{r \wedge s} \sigma$ as $\Gamma \vdash T[n \mapsto N]:_{r} \tau[n \mapsto N]$ and use Lemma 5.4 to obtain the required conclusion.

Lam Here, $T=\lambda m:_{t} \rho$. M. By inversion of Lam and induction, we have the following.

$$
\begin{gathered}
\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash \rho[n \mapsto N]:_{\mathrm{E}} \text { Type } \\
\Gamma, \Gamma^{\prime}[n \mapsto N], m:_{t} \rho[n \mapsto N] \vdash M[n \mapsto N]:_{r} \tau[n \mapsto N]
\end{gathered}
$$

We can now use Lam to derive the desired conclusion.
Induction was possible because the context extension was well-typed, as per the requirement of Lam.
Pi Analogously to Lam.
App Here, $T=F_{\overparen{t}} X$. By induction, we have the following.

$$
\begin{aligned}
& \Gamma, \Gamma^{\prime}[n \mapsto N] \vdash F[n \mapsto N]:_{r}\left(x:_{t} \alpha[n \mapsto N]\right) \rightarrow \beta[n \mapsto N] \\
& \Gamma, \Gamma^{\prime}[n \mapsto N] \vdash X[n \mapsto N]:_{r \wedge t} \alpha[n \mapsto N]
\end{aligned}
$$

By App, we obtain the following.

$$
\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash\left(F_{\widehat{t}} X\right)[n \mapsto N]:_{r} \beta[n \mapsto N][x \mapsto X[n \mapsto N]]
$$

By disjointness of binders, $x \notin \mathrm{FV}(N)$, and thus we can use Lemma 5.13 to obtain $\beta[n \mapsto N][x \mapsto X[n \mapsto N]]=\beta[x \mapsto X][n \mapsto N]$.
Let Here, $T=$ let $d$ in M. Like in the cases for Lam and PI, $d$ is well-typed, which allows us to use induction in the context extended with $d$.
By induction, we obtain $\Gamma, \Gamma^{\prime}[n \mapsto N], d[n \mapsto N] \vdash M[n \mapsto N]:_{r} \tau[n \mapsto$ $N]$, and by (mutual) induction with SubstDef, we have $\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash$ $\operatorname{Def}(d[n \mapsto N])$, which is exactly what we need to apply Let again.
Conv Use induction and Lemma 5.31.
Patterns By induction, analogously to terms.
Definitions Similarly by induction. The only interesting case is Clause, where we can observe that the set of free pattern variables does not change by substitution for $n$.

Lemma 5.33. Well-typed multiple substitutions are idempotent.

$$
\begin{array}{cc}
\vdash \operatorname{DEFS}(\Gamma) & \Gamma \vdash D_{E F S}(\Pi) \\
\hline \mu[\mu]=\mu
\end{array}
$$

Proof. By Definition 5.12 and Lemma 5.8, Dом $(\mu) \cap \mathrm{FV}(\mu)=\emptyset$.
Lemma 5.34 (Multiple substitution lemma). Let $Г, \Pi$ be a well formed environment. Then the result of a well-typed substitution is well-typed.

$$
\frac{\Gamma, \Pi \vdash T:_{r} \tau \quad \Gamma \vdash \mu::^{\mathrm{FV}(T)} \Pi}{\Gamma \vdash T[\mu]:_{r} \tau[\mu]} \text { SuBSTMANY }
$$

Proof. By induction on the size of $\mathrm{BV}(\Pi) \cap \mathrm{FV}(T)$, using Lemma 5.32 together with Lemma 5.11 in every step.

$$
\begin{aligned}
& \frac{\Gamma \vdash \text { Type }:_{r} \tau}{\Gamma \vdash \tau \approx \text { Type }} \text { InvAхıом } \\
& \frac{\Gamma \vdash n:_{r} \tau}{\exists b, s, \tau^{\prime} . \quad \Gamma \vdash \tau \approx \tau^{\prime} \quad\left(n:_{s} \tau^{\prime}=b\right) \in \Gamma \quad r \leqslant s} \text { InvReF }^{\prime} \\
& \frac{\Gamma \vdash\left(\lambda n:_{s} \sigma . T\right):_{r} \tau}{\exists \rho . \quad \Gamma \vdash \tau \approx\left(n:_{s} \sigma\right) \rightarrow \rho \quad \Gamma, n:_{s} \sigma \vdash T:_{r} \rho} \quad \Gamma \vdash \sigma:_{\mathrm{E}} \text { Type } \quad \text { InvLam } \\
& \frac{\Gamma \vdash\left(\left(n:_{s} \sigma\right) \rightarrow \rho\right):_{r} \tau}{\Gamma \vdash \tau \approx \text { Type } \quad \Gamma, n:_{s} \sigma \vdash \rho:_{\mathrm{E}} \text { Type } \quad \Gamma \vdash \sigma:_{\mathrm{E}} \text { Type }} \text { InvPı } \\
& \frac{\Gamma \vdash F \widehat{s} X:_{r} \tau}{\exists \sigma, \rho, n . \quad \Gamma \vdash \tau \approx \rho[n \mapsto X] \quad \Gamma \vdash F:_{r}\left(n:_{s} \sigma\right) \rightarrow \rho \quad \Gamma \vdash X:_{r \wedge s} \sigma} \text { InvAPP } \\
& \frac{\Gamma \vdash(\text { let } d \text { in } T):_{r} \tau}{\Gamma \vdash \operatorname{Def}(d) \quad \Gamma, d \vdash T: \tau} \operatorname{InvLet}
\end{aligned}
$$

Figure 5.22: Components of Inversion lemma: terms

Remark 5.6. Lemma 5.34 is a bit weaker than it could be, since for every substituted name $\left(n:_{s} \sigma\right) \in \Pi$, it requires that $\Gamma \vdash \mu(n):_{s} \sigma$, even though $\Gamma \vdash \mu(n):_{r \wedge s} \sigma$ would be sufficient, by Lemma 5.32 - which is also why we need Lemma 5.11 in the proof. However, this formulation is more convenient for us.

Lemma 5.35 (Inversion lemma). Figures 5.22 and 5.23 show several admissible rules that form the inversion lemma, which says that we can invert the typing rules during structural induction, up to conversion.

Proof. Instead of spelling out a proof for each rule separately, I give a general proof scheme.

For each rule, we proceed by induction on the typing derivation of the premise, which is generally $\Gamma \vdash M:_{r} \tau$; the term $M$ varies between rules. There are two possibilities for the last rule in the typing derivation.

Conv By inversion of Conv, there is $\tau^{\prime \prime}$ such that $\Gamma \vdash M:_{r} \tau^{\prime \prime}$ and $\Gamma \vdash \tau^{\prime \prime} \approx \tau$. By induction, we obtain the conclusion of the inversion rule, which we name $\mathcal{C}\left(\tau^{\prime \prime}\right)$. We however need the conclusion $\mathcal{C}(\tau)$. We therefore observe that in the conclusion of every inversion rule, $C(\tau)$, the type $\tau$ appears exactly once: in a conversion judgement $\Gamma \vdash \tau \approx \tau^{\prime}$ for some right-hand side $\tau^{\prime}$.
From $C\left(\tau^{\prime \prime}\right)$, we have $\Gamma \vdash \tau^{\prime \prime} \approx \tau^{\prime}$, which we combine using ConvTrans and ConvSym with $\Gamma \vdash \tau^{\prime \prime} \approx \tau$, to obtain $\Gamma \vdash \tau \approx \tau^{\prime}$.

The desired right hand side $\tau^{\prime}$ is the same in both $C(\tau)$ and $C\left(\tau^{\prime \prime}\right)$, and therefore the judgement $\Gamma \vdash \tau \approx \tau^{\prime}$, together with the remaining judgements from $C\left(\tau^{\prime \prime}\right)$, gives us exactly the desired conclusion $C(\tau)$.

$$
\begin{aligned}
& \frac{\Gamma ; \Pi \vdash F_{\widehat{s}} X:_{r}^{q} \tau}{\exists \rho, \sigma, n . \quad \Gamma ; \Pi \vdash F:_{r}^{q}\left(n:_{s} \sigma\right) \rightarrow \rho} \quad \Gamma ; \Pi \vdash X:_{r \wedge s}^{q} \sigma \text { InvPAtApp } \\
& \text { Г, Пト } \tau \approx \rho[n \mapsto|X|] \\
& \frac{\Gamma ; \Pi \vdash[T]::_{r}^{q} \tau}{\Gamma, \Pi \vdash T:_{r} \tau} \text { InvPatForced } \\
& \frac{\Gamma ; \Pi \vdash\lfloor f\rfloor:_{r}^{q} \tau}{\left(f:_{q} \sigma=\bar{C}\right) \in \Gamma \quad q=r} \text { InvPatDefName } \\
& \frac{\Gamma ; \Pi \vdash\lceil c\rceil:_{r}^{q} \tau}{\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma \quad s \leqslant r \quad \Gamma, \Pi \vdash \sigma \approx \tau} \text { InvPAtForcedCtor }
\end{aligned}
$$

Figure 5.23: Components of Inversion lemma: patterns

Not Conv Since the conclusions of the typing rules (Figure 5.15) without Conv are syntactically disjoint, any typing judgement for a given term must be derived using the rule that corresponds to the (syntactic) form of the term.

For each term form, we can verify that the conclusions of the corresponding inversion lemma match the requirements of the corresponding typing rule.

We also use the reflexivity of conversion to obtain the extra judgement $\Gamma \vdash \tau \approx \tau^{\prime}$ in the conclusion of each inversion lemma.

Remark 5.7. Since we assume disjointness of binders and the pair $\Gamma ; \Pi$ appears in the assumption of InvPatRef, the two alternative conclusions of InvPatRef are indeed exclusive - $n$ cannot be bound in both $\Gamma$ and $\Pi$ at the same time.

## Lemma 5.36.

$$
\begin{gathered}
\frac{\Gamma \vdash \sigma \approx \sigma^{\prime} \quad \Gamma, n:_{s} \sigma \vdash T:_{r} \tau}{\Gamma, n:_{s} \sigma^{\prime} \vdash T:_{r} \tau} \operatorname{ConvC}_{T X} \\
\frac{\Gamma \vdash \sigma \approx \sigma^{\prime} \quad \Gamma, n:_{s} \sigma \vdash P:_{r}^{q} \tau}{\Gamma, n:_{s} \sigma^{\prime} \vdash P:_{r}^{q} \tau} \operatorname{CoNVCTXPAT} \\
\frac{\Gamma \vdash \sigma \approx \sigma^{\prime}}{\Gamma, n:_{s} \sigma^{\prime} \vdash \operatorname{DEFS}(\Pi)} \overline{s_{s} \sigma \vdash \operatorname{DEFS}(\Pi)} \operatorname{ConvCTXDE}
\end{gathered}
$$

$\frac{\Gamma \vdash \sigma \approx \sigma^{\prime} \quad \Gamma, n:_{s} \sigma \vdash T \approx T^{\prime}}{\Gamma \vdash\left(\lambda n:_{s} \sigma . T\right) \approx\left(\lambda n:_{s} \sigma^{\prime} . T^{\prime}\right)}$ CongLam $\quad \frac{\Gamma \vdash d \approx d^{\prime} \quad \Gamma, d \vdash T \approx T^{\prime}}{\Gamma \vdash(\mathbf{l e t} d \text { in } T) \approx\left(\mathbf{l e t} d^{\prime} \text { in } T^{\prime}\right)}$ CongLet
$\frac{\Gamma \vdash \sigma \approx \sigma^{\prime} \quad \Gamma, n:_{s} \sigma \vdash \rho \approx \rho^{\prime}}{\Gamma \vdash\left(\left(n:_{s} \sigma\right) \rightarrow \rho\right) \approx\left(\left(n:_{s} \sigma^{\prime}\right) \rightarrow \rho^{\prime}\right)} \operatorname{ConGPi} \quad \frac{\Gamma \vdash F \approx F^{\prime} \quad \Gamma \vdash X \approx X^{\prime}}{\Gamma \vdash\left(F_{\widehat{s}} X\right) \approx\left(F^{\prime}{ }_{\widehat{s}} X^{\prime}\right)}$ CongApp

Figure 5.24: Congruence lemmas: terms

$$
\begin{gathered}
\frac{\Gamma \vdash \sigma \approx \sigma^{\prime} \quad \Gamma,\left(n:_{s} \sigma=b\right) \vdash b \approx b^{\prime}}{\Gamma \vdash\left(n:_{s} \sigma=b\right) \approx\left(n:_{s} \sigma^{\prime}=b^{\prime}\right)} \text { CongDef } \\
\frac{\Gamma \vdash \Pi \approx \Pi^{\prime} \quad \Gamma ; \Pi \vdash L \approx L^{\prime} \quad \Gamma, \Pi \vdash R \approx R^{\prime}}{\Gamma \vdash(\Pi . L=R) \approx\left(\Pi^{\prime} . L^{\prime}=R^{\prime}\right)} \text { CongClause } \\
\frac{\Gamma ; \Pi \vdash F \approx F^{\prime} \quad \Gamma ; \Pi \vdash X \approx X^{\prime}}{\Gamma ; \Pi \vdash\left(F_{\widehat{s}} X\right) \approx\left(F_{\widehat{s}} X^{\prime}\right)} \text { CongPATAPP }^{\Gamma, \Pi \vdash T \approx T^{\prime}} \frac{\Gamma ; \Pi \vdash[T] \approx\left[T^{\prime}\right]}{\Gamma, \Pi \text { CongPATForced }}
\end{gathered}
$$

Figure 5.25: Congruence lemmas: non-terms

Proof. By mutual induction on the derivations. The only interesting cases are Ref and PatRef, where we insert extra appeals to Conv and PatConv.

Definition 5.20 (Conversion for non-terms). In order to state that conversion is a congruence, we need to extend it to non-terms. Fortunately, since reduction ( $\sim \rightarrow$ ) is already defined for non-terms, this is possible without any changes to the definition of conversion in Figure 5.16.

Lemma 5.37 (Conversion is a congruence). Figures 5.24 and 5.25 state sub-lemmas that establish conversion as a congruence.

Proof. By mutual structural induction among the rules. I spell out the proof only for CongLam; all other sub-lemmas are proven analogously.

CongLam For a rule with two hypotheses, we prove the required property in two steps. First, we establish CongLamL, where only $\sigma$ varies.

$$
\frac{\Gamma \vdash \sigma \approx \sigma^{\prime}}{\Gamma \vdash\left(\lambda n:_{s} \sigma . T\right) \approx\left(\lambda n:_{s} \sigma^{\prime} . T\right)} \text { CongLamL }
$$

We prove CongLamL by induction on the derivation of its hypothesis $\Gamma+\sigma \approx \sigma^{\prime}$. The last rule in the derivation can be one of the following.
Figure 5.26: Proof of CongLam

ConvRefl We have $\sigma=\sigma^{\prime}$ and we can re-apply ConvRefl to the whole term.
ConvRed By inversion, $\Gamma \vdash \sigma \rightsquigarrow \sigma^{\prime}$. We apply RedLamL and re-apply ConvRed back to obtain the desired result.

ConvSym Apply induction and re-apply ConvSym.
ConvTrans Apply induction to both sub-derivations, re-apply ConvTrans.
Then we prove CongLamR', where only the term varies.

$$
\frac{\Gamma, n:_{s} \sigma^{\prime} \vdash T \approx T}{\Gamma \vdash\left(\lambda n:_{s} \sigma^{\prime} . T\right) \approx\left(\lambda n:_{s} \sigma^{\prime} . T^{\prime}\right)} \text { CongLamR }^{\prime}
$$

The proof is analogous to that for CongLamL; in the case for ConvRed, we use RedLamR.

Finally, we combine the components using ConvTrans and ConvCtx (Lemma 5.36) to derive the desired result, as shown in Figure 5.26.

In the proofs of all these sub-lemmas, we perform the same procedure as in the proof of CongLam - we derive the convertibility of larger terms from (inductively obtained) convertibility of their (direct) subterms by inspecting the subproofs and using the structurality of reduction.

Remark 5.8. Mishra-Linger [ML08] postulates these rules in the definition of conversion. In $\mathrm{TT}_{\star}$, they are all admissible.

Lemma 5.38 (Conversion is substitutive).

$$
\frac{\Gamma \vdash N \approx N^{\prime}}{\Gamma \vdash T[n \mapsto N] \approx T\left[n \mapsto N^{\prime}\right]} \text { ConvSubst }
$$

Proof. By induction on the structure of $T$. If $T=n$, use the hypothesis. Otherwise, use the congruence rules (Lemma 5.37) or ConvRefl.

Lemma 5.39 (Renaming and substitution).

$$
\frac{n \notin \mathrm{FV}(T)}{T\left[n^{\prime} \mapsto n\right][n \mapsto N]=T\left[n^{\prime} \mapsto N\right]}
$$

Proof. By induction on the structure of T.

Lemma 5.40 (Pi and conversion).

$$
\frac{\Gamma \vdash((n: s \sigma) \rightarrow \rho) \approx\left(\left(n^{\prime}: s^{\prime} \sigma^{\prime}\right) \rightarrow \rho^{\prime}\right)}{n=n^{\prime} \quad s=s^{\prime} \quad \Gamma \vdash \sigma \approx \sigma^{\prime} \quad \Gamma, n:_{s} \sigma \vdash \rho \approx \rho^{\prime}}
$$

Proof. By the Church-Rosser property (Lemma 5.28), both sides must have a common reduct. The reduction rules admit only a reduct of the form $\left(n^{\prime \prime}: s^{\prime \prime} \sigma^{\prime \prime}\right) \rightarrow \rho^{\prime \prime}$, where $n=n^{\prime \prime}=n^{\prime}, s=s^{\prime \prime}=s^{\prime}, \Gamma \vdash \sigma \rightsquigarrow \overbrace{}^{\star} \sigma^{\prime \prime} \star m \sigma^{\prime}$, and therefore $\Gamma \vdash \sigma \approx \sigma^{\prime}$. Furthermore, we must have $\Gamma, n:_{s} \sigma \vdash \rho \nrightarrow^{\star} \rho^{\prime \prime}$ and $\Gamma, n:_{s} \sigma^{\prime} \vdash \rho^{\prime \prime}{ }^{\star} m \rho^{\prime}$. By Lemma 5.36, we also have $\Gamma, n:_{s} \sigma \vdash \rho^{\prime \prime} \star_{\text {s }} \rho^{\prime}$, and thus $\Gamma, n:_{s} \sigma \vdash \rho \approx \rho^{\prime}$.

Lemma 5.41 (All types of the same term are convertible). Let $\Gamma$ be a well formed environment and $T$ be a term.

$$
\frac{\Gamma \vdash T:_{r} \tau \quad \Gamma \vdash T:_{r} \tau^{\prime}}{\Gamma \vdash \tau \approx \tau^{\prime}} U_{N I Q} T_{Y P E}
$$

Proof. By induction on the structure of $T$, using the inversion lemma (Lemma 5.35). We will also use transitivity and symmetry of conversion to allow ourselves to write chains of conversion judgements as $\Gamma \vdash \tau_{1} \approx \ldots \approx \tau_{k}$, to reorder these chains arbitrarily, and to implicitly conclude $\Gamma \vdash \tau_{1} \approx \tau_{k}$ from them.

If $T=$ Type, the result follows from InvAxiom, ConvTrans, and ConvSym.
If $T=n$, we apply InvRef to both typing derivations, from which we obtain $\Gamma \vdash \tau \approx$ $\sigma \approx \tau^{\prime}$, where $\sigma$ is the type of the binding of $n$.

If $T=\lambda n:_{s} \sigma . M$, then by InvLam, we know that $\Gamma \vdash \tau \approx\left(n:_{s} \sigma\right) \rightarrow \rho$ and $\Gamma \vdash \tau^{\prime} \approx$ $(n: s \sigma) \rightarrow \rho^{\prime}$ for some types $\rho, \rho^{\prime}$. By induction on $M$, we have $\Gamma, n:_{s} \sigma \vdash \rho \approx \rho^{\prime}$, and by CongPi with ConvRefl, we obtain the missing link $\Gamma+((n: s \sigma) \rightarrow \rho) \approx$ $\left((n: s \sigma) \rightarrow \rho^{\prime}\right)$.

If $T=(n: s) \rightarrow \rho$, then by $\operatorname{InvPı}, \Gamma \vdash \tau \approx$ Type $\approx \tau^{\prime}$.
If $T=F_{\widehat{s}} X$, we apply InvApp to both typing derivations to learn that $\Gamma \vdash \tau \approx \rho[n \mapsto$ $X]$ for some $\rho$ and $n$, and that $\Gamma \vdash \tau^{\prime} \approx \rho^{\prime}\left[n^{\prime} \mapsto X\right]$ for some $\rho^{\prime}$ and $n^{\prime}$. From the inversion lemma, we furthermore have:

$$
\begin{aligned}
& \Gamma \vdash F:_{r}\left(n:_{s} \sigma\right) \rightarrow \rho \\
& \Gamma \vdash F:_{r}\left(n^{\prime}:_{s} \sigma^{\prime}\right) \rightarrow \rho^{\prime} \\
& \Gamma \vdash\left(\left(n:_{s} \sigma\right) \rightarrow \rho\right) \approx\left(\left(n^{\prime}:_{s} \sigma^{\prime}\right) \rightarrow \rho^{\prime}\right) \quad \text { (induction on } F \text { ) }
\end{aligned}
$$

By Lemma 5.40 and Lemma 5.31, we obtain $\Gamma \vdash \rho[n \mapsto X] \approx \rho^{\prime}[n \mapsto X]$, and thus by transitivity of conversion, $\Gamma \vdash \tau \approx \tau^{\prime}$.

If $T=$ let $d$ in $T$, the result follows directly from the inductive hypothesis.

### 5.7.7 Erasure

Lemma 5.42 (Erasure commutes with substitution).

$$
\langle T[x \mapsto X]\rangle=\langle T\rangle[x \mapsto\langle X\rangle]
$$

Proof. By induction on the structure of $T$.
Lemma 5.43 (Erasure commutes with substitution II.). Let $T$ be a term and let $\mu$ be a substitution.

$$
\langle T[\mu]\rangle=\langle T\rangle[\langle\mu\rangle]
$$

Proof. By induction on the structure of T.

## Lemma 5.44.

$$
\frac{\Gamma ; \Pi \vdash P_{A T} W F_{F}(P)}{\Gamma ; \Pi \vdash P_{A T} W F_{X}(P)}
$$

Proof. For all $\mathrm{PatWF}_{F}$ rules, there is an equivalent $\mathrm{PatWF}_{X}$ rule.
Lemma 5.45. Erasure preserves well-formedness of well-typed patterns in runtime definitions.

$$
\frac{\Gamma ; \Pi \vdash P_{A T} W F_{\xi}(P) \quad \Gamma ; \Pi \vdash P:_{R}^{R} \lambda}{\langle\Gamma\rangle ; \Pi \vdash P_{A T} W F_{\xi}(\langle P\rangle)}
$$

where $\xi \in\{f, F, X\}$.
Proof. By induction on the proof derivation.
$\mathbf{P a t W F}_{f}$-Head with $P=\lfloor f\rfloor$.
By InvPatDefName, $f$ is R -bound, its binding survives erasure and we can re-apply the rule after erasure.

PatWF $_{F}$-Ctor and PatWF ${ }_{X}$-Ctor with $P=c$ bound as constructor in $\Gamma$.
By InvPatRef, $c$ is R-bound, its binding survives erasure and we can re-apply the rule after erasure.

PatWF $_{F}$-ForcedCtor and PatWF $_{X}$-ForcedCtor with $P=\lceil c\rceil$ where $c$ is a constructor in $\Gamma$. By InvPatForcedCtor, $c$ is R-bound, its binding survives erasure and we can apply the rule after erasure.

PatWF $_{X}$-Forced with $P=[T]$.
Since $\langle P\rangle=[\langle T\rangle]$, we can re-apply the rule after erasure.

PatWF $_{X}$-Patvar with $P=n$ bound as variable in $\Pi$.
By InvPatRef, $n$ is R -bound, its binding survives erasure and we can re-apply the rule after erasure.
$\mathbf{P a t W F}_{\xi}-$ App $^{\text {with }} P=F_{\widehat{s}} X$.
By InvPatApp, $\Gamma ; \Pi \vdash F::_{\mathrm{R}}^{\mathrm{R}}(x: s \sigma) \rightarrow r h o$ for some $\sigma$ and $\rho$ and $\Gamma ; \Pi \vdash X:_{s}^{\mathrm{R}} \sigma$. By induction, $\langle F\rangle$ is well-formed in $\Gamma$ in the same way as $F$.

If $s=\mathbf{R}$, then we can apply induction to $X$ to prove well-formedness of $\langle X\rangle$ and reapply $\mathrm{PatWF}_{\xi}$-APP after erasure.
If $s=\mathbf{E}$, then $\langle P\rangle=\langle F\rangle$.
If $\xi=f$, then induction yields $\Gamma ; \Pi \vdash \operatorname{PathF}_{f}(\langle F\rangle)$, which is exactly what we need.
If $\xi=F$, then induction yields $\Gamma ; \Pi \vdash \operatorname{PATWF}_{F}(\langle F\rangle)$, which is exactly what we need, again.
If $\xi=X$, then induction yields $\Gamma ; \Pi \vdash \operatorname{PatWF}_{F}(\langle F\rangle)$, butwe apply Lemma 5.44.

Lemma 5.46 (Variable survival). Free variables of an erased well-typed term are bound with $R$.

$$
\frac{\Gamma \vdash T:_{R} \tau \quad n \in \mathrm{FV}(\langle T\rangle)}{n \in \operatorname{RBV}(\Gamma)}
$$

Proof. By induction on the typing derivation.

### 5.7.8 Pattern matching and types

## Lemma 5.47.

$$
\frac{\Gamma \vdash c_{\widehat{r}} \bar{X} \approx c_{\bar{r}} \overline{X^{\prime}}}{\forall\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}
$$

Proof. Since the application is headed by a constructor, and by Lemma 5.28 , both sides reduce to $c \overline{\widehat{r}} \bar{Y}$ for some $\bar{Y}$ such that $\Gamma \vdash X_{i} \leadsto \leadsto^{\star} Y_{i}{ }^{\star} \rightsquigarrow X_{i}^{\prime}$ for each $i$.

## Lemma 5.48.

$$
\frac{\Gamma ; \Pi \vdash P:_{r}^{q} \tau}{\Gamma, \Pi \vdash|P|:_{r} \tau}
$$

Proof. By induction on the typing derivation. The only interesting case is PatVar, where the strong assumptions of PatVar allow using Ref. Besides, Ref is also usable in the cases for PatCtor and PatDefName.

Definition 5.21 (PWF). To simplify the statement of the Pattern Lemma, we will pack the notions of well-formedness and forced-pattern-consistency together into a single property called PWF. These requirements are slightly different for constructor-headed and $\lfloor f\rfloor$-headed pattern applications.

$$
\begin{aligned}
& \frac{\left.\Gamma ; \Pi \vdash \operatorname{PatWF}_{f}(L f\rfloor_{\bar{r}} \bar{X}\right) \quad\lfloor f\rfloor \overline{\hat{r} X} \text { is forced-pattern-consistent }}{\Gamma ; \Pi \vdash \operatorname{PWF}_{\mu}^{T}\left(\llcorner f\rfloor_{\widehat{r}} \bar{X}\right)} \text { PWF-F } \\
& \frac{\Gamma ; \Pi \vdash \operatorname{PaTWF}_{F}\left(c_{\widehat{r}} \bar{X}\right) \quad \Gamma \vdash|c \overline{\widehat{r} X}|[\mu] \approx T \quad\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma ; \Pi \vdash \operatorname{PWF}_{\mu}^{T}\left(c_{\widehat{r}} \bar{X}\right)} \text { PWF-c } \\
& \Gamma ; \Pi \vdash \operatorname{PatWF}_{F}\left(\lceil c\rceil_{\bar{r}} \bar{X}\right) \\
& \frac{\Gamma \vdash\left|\lceil c\rceil_{\bar{r}} \bar{X}\right|[\mu] \approx T \quad\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\left.\Gamma ; \Pi \vdash \operatorname{PWF}_{\mu}^{T}(\Gamma c\rceil_{\bar{r}} \bar{X}\right)} \mathrm{PWF}-\mathrm{FC}
\end{aligned}
$$

## Lemma 5.49.

Proof. If $F=\lfloor f\rfloor$, we obtain the required conversion from Definition 5.13; if $F=c$ or $F=\lceil c\rceil$ where $c$ is a constructor, we obtain the conversion from Lemma 5.47.

Lemma 5.50 (Pattern lemma). Pattern matching produces well-typed substitutions.

\[

\]

Proof. By induction on the structure of the pattern, unwrapping the proof of pattern match and well-formedness, and inverting the typing judgements using Lemma 5.35.

By well-formedness of the pattern (PWF implies either $\mathrm{PatWF}_{F}$ or $\mathrm{PatWF}_{f}$ ), $P$ is an ( $n$-ary, $n \geq 0$ ) application headed by $\lfloor f\rfloor$ or by a (possibly forced) constructor $c$. Let us call this head $h$ and proceed by (nested) induction on the size of this application: two base cases followed by the inductive step.

If $P=h=c$ where ( $c: s=$ constructor $\in \Gamma$ ), then $\operatorname{FPV}_{\Pi}(P)=\emptyset$ by disjointness of binders and well-typedness of $\mu$ holds trivially.
Ву МатснСтог, $T=c$. Since $|P|[\mu]=c$ as well - names bound in $\Gamma$ are not in Dом $(\mu)$ - we obtain $\Gamma \vdash|P|[\mu]: r \tau$ by assumption.

If $P=h=\lceil c\rceil$ where ( $c: s=$ constructor $\in \Gamma$ ), we proceed like in the previous case, except that instead of inverting МатснСтоr, we use Lemma 5.27.

If $P=h=\lfloor f\rfloor$ where ( $f:_{s} \phi=\bar{C} \in \Gamma$ ), then $\operatorname{FPV}_{\Pi}(P)=\emptyset$ by disjointness of binders and well-typedness of $\mu$ holds trivially.

By MatchDefName, $T=f$. Since $|P|[\mu]=f$ as well - names bound in $\Gamma$ are not in Dом $(\mu)$ - we obtain $\Gamma \vdash|P|[\mu]:_{r} \tau$ by assumption.

If $P=F_{\widehat{s}} X$ where $F=h_{\widehat{u} Y} \bar{Y}$, then by pattern match, we have $T=F^{\prime}{ }_{\widehat{s^{\prime}}} X^{\prime}$ where $F^{\prime}=|h|_{\widehat{u^{\prime}}} Y^{\prime}$ such that $\Gamma ; \Pi \vdash F \|_{\mu} F^{\prime}$ and $\Gamma ; \Pi \vdash X \|_{\mu} X^{\prime}$. By InvPatApp, we have $\Gamma ; \Pi \vdash F:_{r}^{q}\left(x:_{s} \sigma\right) \rightarrow \rho$ and $\Gamma ; \Pi \vdash X:_{r \wedge s}^{q} \sigma$ and $\Gamma, \Pi \vdash \tau \approx \rho[x \mapsto X]$ for some name $x$ and types $\sigma$ and $\rho$. By InvApp, we have $\Gamma \vdash F^{\prime}:_{r}\left(x^{\prime}: s^{\prime} \sigma^{\prime}\right) \rightarrow \rho^{\prime}$ and $\Gamma \vdash X^{\prime}::_{r \wedge s^{\prime}} \sigma^{\prime}$ and $\Gamma \vdash \tau \approx \rho^{\prime}\left[x^{\prime} \mapsto X^{\prime}\right]$ for some name $x^{\prime}$ and types $\sigma^{\prime}$ and $\rho^{\prime}$. We verify that the requirements for induction are satisfied and thus obtain $\Gamma \vdash \mu:{ }^{F P V} V_{\Pi}(F) \quad \Pi$, and $\Gamma \vdash|F|[\mu]: r\left(x^{\prime}: s^{\prime} \sigma^{\prime}\right) \rightarrow \rho^{\prime}$, and $\Gamma \vdash\left(x^{\prime}: s^{\prime} \sigma^{\prime}\right) \rightarrow \rho^{\prime} \approx((x: s$ $\sigma) \rightarrow \rho)[\mu]$. By disjointness of binders, $\Gamma \vdash\left(x^{\prime}: s^{\prime} \sigma^{\prime}\right) \rightarrow \rho^{\prime} \approx(x$ :s $\sigma[\mu]) \rightarrow \rho[\mu]$. By Lemma 5.40, we have $x=x^{\prime}, s=s^{\prime}, \Gamma \vdash \sigma^{\prime} \approx \sigma[\mu]$, and $\Gamma,\left(x\right.$ :s $\left.\sigma^{\prime}\right) \vdash \rho^{\prime} \approx \rho[\mu]$. In the following, We will therefore write $x$ and $s$ instead of $x^{\prime}$ and $s^{\prime}$.

To finish the proof, we case-split on $X$. From well-formedness of $P$, we have $\Gamma ; \Pi \vdash \operatorname{PatWF}_{X}(X)$ in both possible cases $h=c$ and $h=\lfloor f\rfloor$.

If $X=c$ where $(c: v \varsigma=$ constructor $) \in \Gamma$, then $\operatorname{FPV}_{\Pi}(F)=\operatorname{FPV}_{\Pi}(P)$ and welltypedness of $\mu$ on $\mathrm{FPV}_{\Pi}(P)$ follows directly from the inductive hypothesis. By inversion of МатснСтог, we have $X^{\prime}=c=|X|[\mu]$. Since $\Gamma \vdash X^{\prime}:_{r \wedge s} \sigma^{\prime}$, we have $\Gamma \vdash|X|[\mu]:_{r \wedge s} \sigma^{\prime}$. We can apply App to obtain $\Gamma \vdash\left|F_{\widehat{s}} X\right|[\mu]:_{r}$ $\rho^{\prime}[x \mapsto|X|[\mu]]$. Since $|X|[\mu]=X^{\prime}$ and $\Gamma \vdash \tau \approx \rho^{\prime}\left[x \mapsto X^{\prime}\right]$, we can use Conv to conclude $\Gamma \vdash\left|F_{\widehat{s}} X\right|[\mu]:_{r} \tau$, as required.

If $X=\lceil c\rceil$ where $\left(c:_{v} \varsigma=\right.$ constructor) $\in \Gamma$, we proceed like in the previous case, except that instead of inverting МатснСтог, we use Lemma 5.27.
If $X=n$ where $(n: v) \in \Pi$, then from MatchPatVar, $\mu(n)=X^{\prime}$ and by $\mathrm{InvPa}^{\prime}-$ ${ }_{\text {тRef, }} v=r \wedge s$ and $\Gamma, \Pi \vdash \varsigma \approx \sigma$. We already have $\Gamma \vdash X^{\prime}:_{r \wedge s} \sigma^{\prime}$ and $\Gamma \vdash \sigma^{\prime} \approx \sigma[\mu]$, which yields $\Gamma \vdash \mu(n):_{v} \sigma[\mu]$ by Conv. We thus obtain $\Gamma \vdash \mu(n):_{v} \sigma[\mu]$, and by Lemma 5.31 and Conv, $\Gamma \vdash \mu(n):_{v} \varsigma[\mu]$.
Since $|X|[\mu]=\mu(n)=X^{\prime}$, we can just use the earlier result $\Gamma \vdash X^{\prime}:_{r \wedge s} \sigma^{\prime}$ and (part of) the inductive hypothesis $\Gamma \vdash|F|[\mu]: r\left(x: s \sigma^{\prime}\right) \rightarrow \rho^{\prime}$ together with App to obtain $\Gamma \vdash\left|F_{\widehat{s}} X\right|[\mu]:_{r} \rho^{\prime}\left[x \mapsto X^{\prime}\right]$. Finally, by Conv, $\Gamma \vdash$ $\left|F_{\widehat{s}} X\right|[\mu]:_{r} \tau$.

If $X=G_{\widehat{v}} Z$, then $\Gamma ; \Pi \vdash \operatorname{PathF}_{X}(X)$ is equivalent to $\Gamma ; \Pi \vdash \operatorname{PatWF}_{F}(X)$. By well-formedness of $X$, pattern $G$ must be (possibly forced-) constructorheaded, and by Lemma 5.49 , we have $\Gamma \vdash|X|[\mu] \approx X^{\prime}$, and thus we can use PWF-c or PWF-Fc to obtain $\Gamma ; \Pi \vdash \mathrm{PWF}_{\mu}^{X^{\prime}}(X)$. We can therefore apply (top-level) induction to $X$ to obtain $\Gamma \vdash \mu::^{\mathrm{FPV}}{ }_{\Pi}(X)$, which, together with the earlier result $\Gamma \vdash \mu::^{\operatorname{PPV} \Pi}(F) \Pi$, yields $\Gamma \vdash \mu:{ }^{\operatorname{FPV}} V_{\Pi}(P) ~ \Pi$.
Furthermore, from induction we also have $\Gamma \vdash|X|[\mu]: r \wedge s \sigma^{\prime}$, and we can therefore use App (and Conv) to conclude $\Gamma \vdash\left|F_{\widehat{s}} X\right|[\mu]:_{r} \tau$.

If $X=[T]$, then $\operatorname{FPV}_{\Pi}(F)=\operatorname{FPV}_{\Pi}(P)$ and well-typedness of $\mu$ on $\operatorname{FPV}_{\Pi}(P)$ follows directly from the inductive hypothesis.
By InvPatForced, $\Gamma, \Pi \vdash T:_{r \wedge s} \sigma$. By Lemma $5.34, \Gamma \vdash T[\mu]:_{r \wedge s} \sigma[\mu]$ and by our earlier result $\Gamma \vdash \sigma^{\prime} \approx \sigma[\mu]$, we have $\Gamma \vdash T[\mu]:_{r \wedge s} \sigma^{\prime}$. We can rewrite this using $T=|X|$ and use App and our earlier result $\Gamma \vdash|F|[\mu]:_{r}\left(x:_{s} \sigma^{\prime}\right) \rightarrow \rho^{\prime}$ to obtain $\Gamma \vdash\left|F_{\widehat{s}} X\right|[\mu]:_{r} \rho^{\prime}[x \mapsto|X|[\mu]]$. By Lemma 5.49, we have $\Gamma \vdash|X|[\mu] \approx X^{\prime}$. By Lemma 5.38, we have $\Gamma \vdash \rho^{\prime}[x \mapsto|X|[\mu]] \approx \rho^{\prime}\left[x \mapsto X^{\prime}\right]$, and by Conv we can conclude $\Gamma \vdash\left|F_{\widehat{s}} X\right|[\mu]:_{r} \rho^{\prime}\left[x \mapsto X^{\prime}\right]$, as required.

If $X=\lfloor f\rfloor$, we have a contradiction with $\Gamma ; \Pi \vdash \operatorname{PatWF}_{X}(X)$ obtained from the property PWF.

Lemma 5.51 (Pattern lemma: conversion).

$$
\begin{array}{cccc}
\vdash \operatorname{DeFs}(\Gamma) & \Gamma \vdash \operatorname{DeFs}(\Pi) & F P V_{\Pi}(P)=\operatorname{Dom}(\mu)=\operatorname{BV}(\Pi) \\
\Gamma ; \Pi \vdash P W F_{\mu}^{T}(P) & \Gamma ; \Pi \vdash P:_{r}^{q} \lambda \quad \Gamma ; \Pi \vdash P \|_{\mu} T & \Gamma \vdash T:_{r} \tau \\
\hline
\end{array}
$$

Proof. By Lemma 5.50, we have $\Gamma \vdash \mu: \Pi$ and $\Gamma \vdash|P|[\mu]:_{r} \tau$. We apply Lemma 5.48 to obtain $\Gamma, \Pi \vdash|P|:_{r} \lambda$, Lemma 5.34 to obtain $\Gamma \vdash|P|[\mu]:_{r} \lambda[\mu]$, and Lemma 5.41 to obtain $\Gamma \vdash \tau \approx \lambda[\mu]$.

### 5.7.9 Subject reduction

Theorem 5.1 (Subject reduction). Let $M$ and $N$ be terms of $T T_{\star}^{R E}$ and let $\Gamma$ be a well formed environment. Then reduction preserves types, as expressed by the following rule.

$$
\frac{\Gamma \vdash M \rightsquigarrow N \quad \Gamma \vdash M:_{r} \tau}{\Gamma \vdash N:_{r} \tau} \text { SubjectReduction }
$$

Proof. By induction on the length of the reduction sequence, according to possible reduction steps listed in Section 5.4. In the following proof, whenever we invoke induction with an augmented environment, we can observe that the addition is always well typed, and therefore the environment stays well formed.

RedVar with $M=n$ for a name $n$.
From RedVar, we know that $\left(n:_{r} \tau^{\prime}=N\right) \in \Gamma$ for some $\tau^{\prime}$. Because $\Gamma$ is well formed, we have $\Gamma^{\prime},\left(n:_{r} \tau^{\prime}=N\right) \sqsubseteq \Gamma$ for some $\Gamma^{\prime}$ such that $\Gamma^{\prime}, n:_{r} \tau^{\prime} \vdash N:_{r} \tau^{\prime}$. By Thinning (Lemma 5.4), we obtain $\Gamma \vdash N:_{r} \tau^{\prime}$. By InvRef, we have $\Gamma \vdash \tau^{\prime} \approx \tau$, and by Conv, $\Gamma \vdash N:_{r} \tau$.

Redex with $M=\left(\lambda x:_{s} \sigma . T\right)_{\widehat{s}} X, N=T[x \mapsto X]$.
By InvApp, $\Gamma \vdash \tau \approx \rho[x \mapsto X]$ for some $x$ and $\rho$. We also have $\Gamma \vdash(\lambda x$ :s $\sigma . T)$ : $\left(x:_{s} \sigma\right) \rightarrow \rho$ and $\Gamma \vdash X:_{r \wedge s} \sigma$ for some $\sigma$.

Further, by InvLam, $\Gamma, x: s_{s^{\prime}} \sigma^{\prime} \vdash T:_{r} \rho^{\prime}$ such that $\Gamma \vdash\left(x: s^{\prime} \sigma^{\prime}\right) \rightarrow \rho^{\prime} \approx(x: s \sigma) \rightarrow$ $\rho$. By Lemma 5.40, we have $s=s^{\prime}$ and $\Gamma \vdash \sigma \approx \sigma^{\prime}$, and $\Gamma, x$ :s $\sigma \vdash \rho \approx \rho^{\prime}$.
By Lemma 5.32, we have $\Gamma \vdash T[x \mapsto X]:_{r} \rho^{\prime}[x \mapsto X]$. By Lemma 5.31, we have $\Gamma \vdash T[x \mapsto X]:_{r} \rho[x \mapsto X]$, and by Conv, $\Gamma \vdash T[x \mapsto X]:_{r} \tau$.

RedClauses with $M=f \overline{\bar{s}^{X^{\prime}}}, \quad N=R_{k}[\mu]$ for some $R_{k}$ and $\mu$.
By inversion of RedClauses, we have $\Gamma ; \Pi_{k} \vdash L_{k} \|_{\mu} \overline{f_{\overline{s^{\prime}}}} \overline{X^{\prime}}$, as well as $\Gamma ; \Pi_{k} \vdash$ $\operatorname{PatWF}_{f}\left(L_{k}\right)$, also $\left(f:_{t} \phi=\bar{C}\right) \in \Gamma$, and $\operatorname{FPV}_{\Pi_{k}}\left(L_{k}\right)=\operatorname{Dom}(\mu)$. By wellformedness of $\Gamma$, especially from CLause for $C_{k}$ of $f$, we have $\operatorname{FPV}_{\Pi_{k}}\left(L_{k}\right)=\mathrm{BV}(\Pi)$, and also $L_{k}=\lfloor f\rfloor{ }_{\bar{s}} \bar{X}$, such that $\Gamma ; \Pi_{k} \vdash L_{k}:_{t}^{t} \rho$, where $\Gamma, \Pi_{k} \vdash R_{k}:_{t} \rho$, as well. Using PWF-F, we have $\Gamma ; \Pi_{k} \vdash \operatorname{PWF}_{\mu}^{M}\left(L_{k}\right)$, and we can use Lemma 5.51 to obtain $\Gamma \vdash \tau \approx \rho[\mu]$. By Lemma 5.50, $\Gamma \vdash \mu: \Pi_{k}$. By Lemma 5.34, $\Gamma \vdash R_{k}[\mu]:_{t} \rho[\mu]$, and by Conv, $\Gamma \vdash R_{k}[\mu]:_{t} \tau$.
Finally, by repeated InvApp and InvRef applied to the judgement $\Gamma \vdash f \overline{f_{s^{\prime}}^{\prime}}:_{r} \tau$, we know that $f$ is bound with retention $t$ such that $r \leqslant t$. Then we can use Lemma 5.11 to conclude $\Gamma \vdash R_{k}[\mu]:_{r} \tau$, as required.

RedLetElim with $M=$ let $d$ in $N$ and $d=\left(n:_{s} \sigma=b\right)$.
From RedLetElim, we have $n \notin \operatorname{FV}(M)$. By InvLet, we have $\Gamma, d \vdash N:_{r} \tau$. By Lemma 5.30, we get $\Gamma \vdash N:_{r} \tau$.

RedLetAppL with $M=(\text { let } d \text { in } F)_{\widehat{s}} X$, and $N=\left(\right.$ let $d$ in $\left.F_{\widehat{s}} X\right)$, and the definition $d=(n: s \sigma=b)$.
By InvApr, we have $\Gamma \vdash \tau \approx \rho[n \mapsto X]$ for some type $\rho$. We also have $\Gamma \vdash($ let $d$ in $F):(n: s \sigma) \rightarrow \rho$ and $\Gamma \vdash X:_{r \wedge s} \sigma$ for some type $\sigma$.
By InvLet, we have $\Gamma, d \vdash F:\left(n:_{s} \sigma\right) \rightarrow \rho$ and $\Gamma \vdash \operatorname{Def}(d)$.
By Lemma 5.3, $\Gamma, d \vdash X:_{r \wedge s} \sigma$, and thus we can use App to obtain $\Gamma, d \vdash F_{\widehat{s}} X:_{r}$ $\rho[n \mapsto X]$. Finally, we use Let and Conv to conclude $\Gamma \vdash$ let $d$ in $\left(F_{\widehat{s}} X\right):_{r} \tau$.

RedAppR with $M=F_{\widehat{s}} X$ and $N=F_{\widehat{s}} X^{\prime}$, where $\Gamma \vdash X \leadsto X^{\prime}$
We use InvApp, induction, and App again to obtain $\Gamma \vdash \tau \approx \rho[x \mapsto X]$ and $\Gamma \vdash N:_{r} \rho\left[x \mapsto X^{\prime}\right]$. By ConvRed, we have $\Gamma \vdash X \approx X^{\prime}$ and by Lemma 5.14 together with Conv, we have $\Gamma \vdash N:_{r} \rho[x \mapsto X]$, as required.

All remaining rules are purely structural, solved by induction. They follow the same structure: look at the last rule in the derivation, apply induction to its premises, observe that the prerequisites for the re-application of the rule are satisfied (the types have not changed), and finally re-apply the rule.

### 5.7.10 Correctness

### 5.7.10.1 Erasure respects pattern matching

This section explains that erasure preserves pattern matching. In order to select the correct pattern clause for reduction after erasure, we must ensure that:

- the left hand side of the correct clause matches the given term;
- the preceding clauses do not match the given term.

We will use these results to prove commutativity of erasure and reduction for the remaining elements of the whole calculus.

Lemma 5.52. Erasure preserves linearity of patterns.
Proof. Erasure only deletes pattern variables and cannot create new ones.
Lemma 5.53 (Pattern matching is preserved by erasure). Well-typed pattern matching in runtime contexts is preserved by erasure.

$$
\frac{\Gamma ; \Pi \vdash P:_{R}^{q} \lambda \quad \Gamma ; \Pi \vdash P \|_{\mu} T \quad \Gamma \vdash T:_{R} \tau}{\langle\Gamma\rangle ;\langle\Pi\rangle \vdash\langle P\rangle \|_{\langle\mu\rangle /\langle\Pi\rangle}\langle T\rangle}
$$

Proof. We proceed by induction on the structure of $P$.
If $P=c$ where ( $c$ :s $\sigma=$ constructor) $\in \Gamma$, then $\langle P\rangle=c$ and $\langle T\rangle=c$. By InvRef, $c$ is R -bound in $\Gamma$ and therefore the binding survives erasure and by MatснСтов, the match holds after erasure.

If $P=n$ where $\left(n:_{s} \sigma\right) \in \Pi$, then $\mu(n)=T$ and $\langle n\rangle=n$. By InvRef, $n$ is R-bound in $\Pi$ and therefore the binding survives erasure and $n \in \operatorname{Dom}(\langle\mu\rangle /\langle\Pi\rangle)$. We apply MatchPatVar.

If $P=\lfloor f\rfloor$ where $\left(f:_{s} \sigma=\bar{C}\right) \in \Gamma$, then $\langle P\rangle=\lfloor f\rfloor$ and $\langle T\rangle=f$. By $\operatorname{InvRef}, f$ is R-bound in $\Gamma$ and therefore the binding survives erasure. We apply MatchDefName.

If $P=\lceil c\rceil$ where ( $c: s=$ constructor) $\in \Gamma$, then $\langle P\rangle=\lceil c\rceil$ and $\langle T\rangle=c$. By InvPatForcedCtor, $c$ is R-bound, its binding survives erasure, and we can apply MatchForcedCtor.

If $P=[M]$, then $\langle P\rangle=[\langle M\rangle]$ and we can use MatchForced.
If $P=F_{\widehat{s}} X$, then by inversion of MatchApr, $T=F^{\prime}{ }_{\text {s }^{\prime}} X^{\prime}$ such that $\Gamma ; \Pi \vdash F \|_{\mu} F^{\prime}$ and $\Gamma ; \Pi \vdash X \|_{\mu} X^{\prime}$. By InvPatApr, we have $\Gamma ; \Pi \vdash F:_{\mathrm{R}}^{q}\left(x:_{s} \sigma\right) \rightarrow \rho$ and $\Gamma ; \Pi \vdash X:_{s}^{q} \sigma$ such that $\Gamma \vdash \lambda \approx \rho[x \mapsto|X|]$. By InvApp, we have $\Gamma \vdash F^{\prime}:_{R}\left(x^{\prime}: s_{s^{\prime}} \sigma\right) \rightarrow \rho^{\prime}$ and $\Gamma \vdash X^{\prime}: s^{\prime} \sigma$ such that $\Gamma \vdash \tau \approx \rho^{\prime}\left[x^{\prime} \mapsto X^{\prime}\right]$.

Since $\Gamma ; \Pi \vdash F \|_{\mu} F^{\prime}$ and both $F$ and $F^{\prime}$ are well-typed in R-contexts, we obtain $\left.\langle\Gamma\rangle ;\langle\Pi\rangle \vdash\langle F\rangle \|_{\langle\mu\rangle}\right\rangle\langle\Pi\rangle\left\langle F^{\prime}\right\rangle$ by induction.

If $s=\mathbf{R}$, then $X$ and $X^{\prime}$ are well-typed in R as well and we can use induction to obtain $\langle\Gamma\rangle ;\langle\Pi\rangle \vdash\langle X\rangle \|_{\langle\mu\rangle /\langle\Pi\rangle}\left\langle X^{\prime}\right\rangle$ and finally MatchApp.
If $s=\mathbf{E}$, then $\langle P\rangle=\langle F\rangle$ and $\langle T\rangle=\left\langle F^{\prime}\right\rangle$, and match between them is proven already by the inductive hypothesis.

Lemma 5.54 (Pattern mismatches always appear in runtime contexts).

$$
\frac{\Gamma ; \Pi \vdash P:_{r}^{q} \tau \quad \Gamma \vdash P \nVdash T}{q \leqslant r}
$$

Therefore, if the whole function definition survives erasure, i.e. $q=R$, then $r=R$.
Proof. By induction on the derivation of mismatch.
MismatchHead with $P=c_{\widehat{r}} \bar{X}$. By iteration of InvPatApp and InvPatRef, we obtain $q \leqslant r$.

MismatchArg or MismatchArgForced or MismatchLHS $P=h_{\widehat{r} X} \bar{X}$, and $T=|h| \overline{\widehat{r}_{\gamma^{\prime}}} \overline{X^{\prime}}$, where $h$ is a (possibly forced) constructor or $\lfloor f\rfloor$. By inversion of the mismatch rule, we have $\Gamma \vdash X_{i} \nVdash X_{i}^{\prime}$ for some $i$. By iteration of InvPatApr, $\Gamma ; \Pi \vdash X_{i}: q \wedge s$ for some $s$ and $\sigma$. We can apply induction to $X_{i}$ and $X_{i}^{\prime}$ to obtain $q \leqslant r \wedge s$. Since $r \wedge s \leqslant r$, we obtain $q \leqslant r$, as required.

Corollary 5.55. It is not possible to obtain a mismatch without runtime inspection.
Lemma 5.56 (Pattern mismatches are preserved by erasure). Let $\Gamma ; \Pi$ be a well formed pair of environments. Then the following holds.

$$
\frac{\Gamma ; \Pi \vdash P:_{r}^{R} \lambda \quad \Gamma, \Pi \vdash T:_{r} \tau}{\langle\vdash\rangle \vdash\langle P\rangle \nVdash\langle T\rangle}
$$

Proof. Informally, the derivation $\Gamma \vdash P \nVdash T$ has a linear shape - invocations of the rule MismatchArg(Forced) define a path through the tree of nested applications that leads to a mismatch in constructors marked by rule MismatchHead. By pattern rule РatCtor, MismatchHead points at a subterm in a runtime/retained context (thanks to the requirement $q \leqslant r$ ) and by PATAPP, all supercontexts are retained at runtime, too. This means that the whole path through the tree of applications survives erasure and causes a mismatch in the erased term.

Formally, we proceed by induction on the derivation $\Gamma \vdash P \nVdash T$.
MismatchHead with $P=c_{\bar{r} X} \overline{\bar{X}}$ and $T=c^{\prime} \overline{{ }_{\bar{r}}{ }^{X^{\prime}}}$ where $c \neq c^{\prime}$ are both constructors in $\Gamma$. By iteration of $\operatorname{InvPatApp}$ and $\operatorname{InvPatRef,r} r=\mathrm{R}$ and $c \in \operatorname{RBV}(\Gamma)$. By iteration of InvApp and InvRef, $c^{\prime} \in \operatorname{RBV}(\Gamma)$. Since both $c, c^{\prime} \in \operatorname{RBV}(\Gamma)$, they survive erasure as constructors in $\langle\Gamma\rangle$. By the definition of erasure, $\langle P\rangle$ is a (potentially nullary) pattern application headed by $c$ and $\langle T\rangle$ is a (potentially nullary) application headed by $c^{\prime}$ with $c \neq c^{\prime}$. Therefore, MismatchHead is applicable after erasure.

MismatchArg with $P=c_{\widehat{r}} \bar{X}$ for some $F$ and $T=c_{\overline{r^{\prime}}} \overline{X^{\prime}}$, where $\exists i$. $\Gamma \vdash X_{i} \nVdash X_{i}^{\prime}$ and ( $c:_{t} \phi=$ constructor $) \in \Gamma$.

By iteration of InvPatApr, we have $\Gamma ; \Pi \vdash X_{i}: R \wedge s$ for some $s$ and $\sigma$. Since both $P$ and $T$ are headed by the same constructor, by iteration of InvApp we get $\Gamma \vdash X_{i}^{\prime}: r \wedge s$, , as well. However, by Lemma 5.54, we then have $r \wedge s=\mathrm{R}$, and thus the $i$-th arguments of both $P$ and $T$ survive erasure. By iteration of InvApp and InvRef, we have $r \leqslant t$, and since $r \wedge s=\mathrm{R}$, we have $r=\mathrm{R}$ and $t=\mathrm{R}$. The binding of $c$ therefore survives erasure, too and we can use MismatchArg to derive mismatch after erasure.

MismatchLHS Like MismatchArg.
MismatchArgForced Like MismatchArg.

### 5.7.10.2 Erasure respects reduction

Theorem 5.2 (Correctness of erasure). Let $\Gamma$ be a well formed environment, let $T$ and $T^{\prime}$ be terms of $T T_{\star}^{R E}$, and let $T$ be well typed in runtime contexts. Then erasure commutes with reduction.
$\Gamma \vdash T:_{R} \tau \quad \Gamma \vdash T \rightsquigarrow T^{\prime}$
either $\langle T\rangle=\left\langle T^{\prime}\right\rangle$ or $\langle\Gamma\rangle \vdash\langle T\rangle \rightsquigarrow\left\langle T^{\prime}\right\rangle$

NB.: The proof of this theorem does not depend on the Church-Rosser property.
Proof. By induction on the derivation of reduction.
$\operatorname{Red}$ Var $^{\text {where }} T=n$ and $\left(n:_{r} \tau=T^{\prime}\right) \in \Gamma$. By InvRef, we have $\mathrm{R} \leqslant r$, which means that $r=\mathrm{R}$. By the definition of erasure on environments, we then have $\left(n=\left\langle T^{\prime}\right\rangle\right) \in\langle\Gamma\rangle$, and therefore, by RedVAR, $\langle\Gamma\rangle \vdash n \leadsto\left\langle T^{\prime}\right\rangle$.

Redex where $T=\left(\lambda x:_{s} \sigma . M\right)_{\hat{t}} X$ and $T^{\prime}=M[x \mapsto X]$. By InvApp and InvLam, we have $s=t$, and because $\mathrm{R} \wedge s=s$, we also have $\Gamma, x: s \sigma \vdash M: \mathrm{R} \rho$ for some $\rho$ and $\Gamma \vdash X:_{s} \sigma$.

If $s=\mathbf{R}$, then by the definition of erasure, $\langle T\rangle=(\lambda x .\langle M\rangle)\langle X\rangle$, and $\left\langle T^{\prime}\right\rangle=$ $\langle M[x \mapsto X]\rangle$. By Redex and the definition of erasure,

$$
\langle\Gamma\rangle \vdash(\lambda x .\langle M\rangle)\langle X\rangle \leadsto\langle M\rangle[x \mapsto\langle X\rangle]
$$

By Lemma 5.42, $\left\langle T^{\prime}\right\rangle=\langle M\rangle[x \mapsto\langle X\rangle]$, and therefore $\langle\Gamma\rangle \vdash\langle T\rangle \leadsto\left\langle T^{\prime}\right\rangle$.
If $s=\mathbf{E}$, then $\langle T\rangle=\langle M\rangle$. By Variable Survival (Lemma 5.46), $x \notin \mathrm{FV}(\langle M\rangle)$, and therefore $\left\langle T^{\prime}\right\rangle=\langle M[x \mapsto X]\rangle=\langle M\rangle[x \mapsto\langle X\rangle]=\langle M\rangle=\langle T\rangle$.

RedClauses with $T=f_{\widehat{r}} \bar{X}$ and $T^{\prime}=R_{k}[\mu]$. We will show that the reduction rule is applicable after erasure, and therefore we need to show that its prerequisites hold after erasure.
By iteration of InvApp, we obtain $\Gamma \vdash f: \mathrm{R} \overline{\left(x:_{s} \sigma\right)} \rightarrow \rho$ and $\Gamma \vdash X_{i}:_{s_{i}} \sigma_{i}$ for each $i$.

Since, by InvRef, $f$ is R-bound in $\Gamma$, the binding of $f$ survives erasure. This is related to the first requirement of RedClauses.

The second requirement of RedClauses is not affected by erasure, as it just defines names of components of pattern matching clauses.
Since $f$ is R -bound, and $\Gamma$ is well-formed, we have $\Gamma ; \Pi_{k} \vdash L_{k}:{ }_{\mathrm{R}}^{\mathrm{R}} \lambda_{k}$ for some $\lambda_{k}$, and by Lemma 5.45, we have $\langle\Gamma\rangle ;\left\langle\Pi_{k}\right\rangle \vdash \operatorname{PatWF}_{f}\left(\left\langle L_{k}\right\rangle\right)$. This is the third requirement of RedClauses.
Furthermore, all clauses $C_{i}$ for $i<k$ still mismatch after erasure, by Lemma 5.56, which means that reduction after erasure does not get stuck before it gets to the matching clause. This is the fourth requirement of RedClauses.
By well-formedness of $\Gamma$ and well-typedness of $T$, Lemma 5.53 yields $\langle\Gamma\rangle ;\langle\Pi\rangle \vdash$ $\left\langle L_{k}\right\rangle \|_{\langle\mu\rangle} /\langle\Pi\rangle\langle T\rangle$. This is the fifth requirement of RedClauses.
Since $\operatorname{Dom}(\mu)=\operatorname{BV}(\Pi)$, we have $\operatorname{Dom}(\langle\mu\rangle /\langle\Pi\rangle)=\operatorname{BV}(\langle\Pi\rangle)$. This is the last requirement of RedClauses.
Therefore, we can apply RedClauses after erasure, too, to obtain $\langle\Gamma\rangle \vdash\left\langle f_{\widehat{r}} \bar{X}\right\rangle \rightsquigarrow$ $\left\langle R_{k}\right\rangle[\langle\mu\rangle /\langle\Pi\rangle]$. Since from well-formedness of $\Gamma$ (and Lemma 5.5), we have $\Gamma, \Pi \vdash R_{k}:{ }_{\mathrm{R}} \lambda_{k}$, by Lemma 5.46 , free variables of $\left\langle R_{k}\right\rangle$ are R-bound in either $\Gamma$ or $\Pi$, and thus $\operatorname{FV}\left(\left\langle R_{k}\right\rangle\right) \cap(\operatorname{Doм}(\mu) \backslash \operatorname{BV}(\langle\Pi\rangle))=\emptyset$. Therefore $\left\langle R_{k}\right\rangle[\langle\mu\rangle /\langle\Pi\rangle]=$ $\left\langle R_{k}\right\rangle[\langle\mu\rangle]$, since the names added to the substitution do not occur in $\left\langle R_{k}\right\rangle$, anyway. Hence $\langle\Gamma\rangle \vdash\left\langle f_{\widehat{r}} \bar{X}\right\rangle \rightsquigarrow\left\langle R_{k}\right\rangle[\langle\mu\rangle]$ and by Lemma 5.43, $\langle\Gamma\rangle \vdash\left\langle f_{\widehat{r}} \bar{X}\right\rangle \rightsquigarrow\left\langle R_{k}[\mu]\right\rangle$.

RedLetElim with $T=$ let $n$ :s $\sigma=b$ in $M$ and $T^{\prime}=M$, where $n \notin \operatorname{FV}(M)$.
If $s=\mathbf{E}$, then $\langle T\rangle=\langle M\rangle=\left\langle T^{\prime}\right\rangle$.
If $s=\mathbf{R}$, then clearly $n \notin \mathrm{FV}(\langle M\rangle)$ and we can apply RedLetElim after erasure.
RedLetAppL with $T=\left(\text { let } n:_{s} \sigma=b \text { in } M\right)_{\widehat{r}} X$ and $T^{\prime}=$ let $n:_{s} \sigma=b$ in $\left(M_{\widehat{r}} X\right)$.
If $s=\mathbf{E}$, we can observe, combining several definitional rules of erasure, that $\langle T\rangle=\left\langle M_{\widehat{r}} X\right\rangle=\left\langle T^{\prime}\right\rangle$.

If $s=\mathbf{R}$, then RedLetApp is applicable to $\langle T\rangle$, yielding $\left\langle T^{\prime}\right\rangle$.
Structural rules The remaining reduction rules are purely structural and are solved by induction on the derivation of $\Gamma+T \rightsquigarrow T^{\prime}$.

- If reduction occurs in any (direct) subterm that itself occurs in a runtime context, the subterm can be passed to the induction hypothesis and the reduction rule can be re-applied after erasure.
- If reduction occurs in any (direct) subterm that itself occurs in an erased context, such as types, the subterm will be erased (or replaced by $\square$ ), yielding $\langle T\rangle=\left\langle T^{\prime}\right\rangle$ trivially.

Remark 5.9. Mishra-Linger remarks [ML08] that the computation/work saved by erasure corresponds exactly to the cases where $\langle T\rangle=\left\langle T^{\prime}\right\rangle$ in Theorem 5.2. This means that while the unerased program needed to perform a step of computation (reduction), the erased program saves it.

Corollary 5.57. Let $\Gamma$ be a well formed environment, let $T$ and $T^{\prime}$ be terms of $T T_{\star}^{R E}$, and let $T$ be well typed in runtime contexts. Then erasure commutes with repeated reduction.

$$
\frac{\Gamma \vdash T: R \tau \quad \Gamma \vdash T \rightsquigarrow \rightsquigarrow^{\star} T^{\prime}}{\langle\Gamma\rangle \vdash\langle T\rangle \rightsquigarrow \leadsto^{\star}\left\langle T^{\prime}\right\rangle}
$$

Proof. By induction on the length of the reduction sequence.
If $T=T^{\prime}$, then $\langle T\rangle=\left\langle T^{\prime}\right\rangle$ and by reflexivity of $\rightsquigarrow \gtrdot^{\star}$, we have $\langle\Gamma\rangle \vdash\langle T\rangle \rightsquigarrow^{\star}\left\langle T^{\prime}\right\rangle$.
If $T \neq T^{\prime}$, there is a term $N$ such that $\Gamma \vdash T \leadsto N \nrightarrow \star T^{\prime}$. By Theorem 5.2, $\langle\Gamma\rangle \vdash\langle T\rangle \leadsto\langle N\rangle$ or $\langle T\rangle=\langle N\rangle$. By Subject Reduction (Theorem 5.1), we have $\Gamma \vdash N:_{\mathrm{R}} \tau$ and therefore we can invoke induction to obtain $\langle\Gamma\rangle \vdash\langle N\rangle \leadsto \leadsto^{\star}\left\langle T^{\prime}\right\rangle$. Finally, by transitivity of of $\rightsquigarrow \leadsto^{\star}$, we obtain $\langle\Gamma\rangle \vdash\langle T\rangle \leadsto \leadsto^{\star}\left\langle T^{\prime}\right\rangle$.

Corollary 5.58. If a type-correct $T T_{\star}^{R E}$ program $P$ reduces to a value $X$ which is primitive (it erases to itself, such as a nullary constructor), then $\langle P\rangle$ reduces to the same value.

Proof. From Corollary 5.57.
Corollary 5.59 (Erasure preserves conversion).

$$
\frac{\Gamma \vdash T \approx T^{\prime} \quad \Gamma \vdash T: R \tau \quad \Gamma \vdash T^{\prime}: R_{R} \tau^{\prime}}{\langle\Gamma\rangle \vdash\langle T\rangle \approx\left\langle T^{\prime}\right\rangle}
$$

Proof. By Church-Rosser (Lemma 5.28), $T$ and $T^{\prime}$ have a common reduct. By Corollary 5.57 , this is preserved by erasure.

### 5.7.11 Future work

The main item of future work is proving that reduction in $\mathrm{TT}_{\star}$ is confluent (Conjecture 5.1).

Conjecture 5.2 (Reverse simulation). Let $\Gamma$ be a well formed environment, let $T$ be a term of $T T_{\star}^{R E}$, and let $T$ be well typed in runtime contexts. Then if $\langle T\rangle$ reduces in $\langle\Gamma\rangle$, there is an
equivalent reduction sequence in the unerased term.

$$
\frac{\Gamma \vdash T: R \tau \quad\langle\Gamma\rangle \vdash\langle T\rangle \rightsquigarrow \rightsquigarrow^{\star} T^{\prime \prime}}{\exists T^{\prime} \cdot T^{\prime \prime}=\left\langle T^{\prime}\right\rangle \wedge\left(\Gamma \vdash T \rightsquigarrow \leadsto^{\star} T^{\prime}\right)}
$$

This means that erased programs cannot reduce in ways that unerased programs would not. It would also imply preservation of strong normalisation by erasure.

Remark 5.10. $\mathrm{TT}_{\star}$, as defined in this chapter, is not strongly normalising, since it allows general recursion. A more restricted reduction behaviour can be achieved by adding a separate termination checker.

Progress We already have Preservation (Theorem 5.1) and it would be useful to define values and coverage of patterns and show Progress, as well.

Forced patterns I do not discuss forced patterns formally beyond their characterisation in Definition 5.13 (and a rather informal connection between forced constructors and single-branch case trees in Section 7.2.3.2). For implementations, it will be necessary to define a formal procedure to check consistency of forced patterns in $\mathrm{TT}_{\star}$.

Semantics In this dissertation, I do not discuss the denotational semantics of $\mathrm{TT}_{\star}$ at all. It would be useful to find a model for $\mathrm{TT}_{\star}$ and prove the soundness of the typing rules with respect to it.

## Chapter 6

## Erasure inference

$\mathrm{TT}_{\star}$, being a core language, needs to be fully annotated with explicit erasure annotations for each binder and application (besides explicit type annotations). It would be unacceptable to require programmers to provide so much erasure annotation, and therefore we need a way to infer it from a given program.

Indeed, experience with the implementation of erasure presented in Chapter 4, currently in the Idris compiler, and the implementation of erasure presented in Chapter 5 together with inference presented in this chapter, implemented in a small toy compiler, suggests that we can infer annotations from a completely erasureunannotated program. Erasure inference therefore removes the need to clutter programs with explicit annotations and the whole erasure pipeline can take place entirely ${ }^{1}$ behind the scenes.

This chapter presents an algorithm for erasure inference and shows its soundness and completeness with respect to the checking rules from Chapter 5, along with its optimality in a certain sense.

### 6.1 Overview

Figure 5.5 shows the erasure pipeline, together with the corresponding variants of $\mathrm{T} \mathrm{T}_{\star}$ at each stage.

In the figure, erasure inference covers the transition from $\mathrm{TT}_{\star}^{\bullet}$ to $\mathrm{TT}_{\star}^{\mathrm{RE}}$. First, we number all unknown erasure annotations to obtain a program in $\mathrm{TT}_{\star}^{\text {evar. }}$. Then we typecheck the program using a specialised set of typing rules (Section 6.3) that generate erasure constraints. We solve the set of erasure constraints (Section 6.4) to obtain the minimal set of variable bindings (and applications) that have to be marked as retained. These bindings and applications are annotated with R and all remaining annotations are set to E . This produces a fully annotated program in $\mathrm{TT}_{\star}^{\mathrm{RE}}$, which we can check using the rules given in Chapter 5.

### 6.1.1 Erasure variables

Erasure variables, shortly evars, occur in $\mathrm{T}_{\star}^{\text {evar }}$ programs and they represent erasure annotations that have not been set to a specific value ( R or E ) by the programmer.

[^14]Evars are numbered (rather than given single-letter names) and each of them stands for a particular place in the program where we still need to fill an erasure annotation. Where unambiguous, I will identify evars with their numbers.

### 6.1.2 Structure of erasure annotations

Each evar will eventually be assigned a definite value - either E or R. I arrange these two values in a lattice $E<R$ (Figure 5.14). The values $E$ and $R$ also correspond to false and true, the possible answers to the question "Is this value needed at runtime?". Section 9.2.1.11 discusses other possible arrangements.

### 6.1.3 Erasure constraints

Constraint sets are used to capture relationships between erasure annotations in a $\mathrm{TT}{ }_{\star}$ program. Each constraint has the form $G \rightarrow r$, where $G$ is a conjunction of erasure annotations ${ }^{2}$ and $r$ is an erasure annotation. Annotations on both sides of a constraint will usually be evars (numbers), but they can also be literal values $R$ or $E$.

Interpreted in the lattice $\mathrm{E}<\mathrm{R}$, the constraint $G \rightarrow r$ stands for $(\wedge G) \leqslant r$. Interpreted as a logic program, each constraint is a Horn clause, more specifically a definite clause, and a constraint set is a logic program whose answer set contains exactly the evars that represent the runtime values.

The meaning of the constraint $G \rightarrow r$ is that if all annotations in $G$ are used (valued R ), then annotation $r$ must be valued R as well, if consistency of erasure annotations is to be preserved. More generally, the value annotated with $r$ must be retained at least as much as most erasable item in $G$.

Notation I use the following shorthands.

- $r \rightarrow s$ stands for $\{\{r\} \rightarrow s\}$ wherever unambiguous.
- $r \leftrightarrow s$ stands for the set of constraints $(r \rightarrow s) \cup(s \rightarrow r)$.
- $G \wedge r$ stands for $G \cup\{r\}$.
- $G \rightarrow R$ stands for $\{G \rightarrow r \mid r \in R\}$.
- $R \leftrightarrow S$ stands for $(R \rightarrow S) \cup(S \rightarrow R)$.

There are several interesting special cases of constraints.

- The constraint $\rightarrow r$ means that $r$ must be the top (least erasable) element of the lattice. In terms of logic programming, $r$ does not depend on any assumptions and appears immediately in the answer set, and terms annotated with it are thus necessary for runtime.
(Compare $\stackrel{r}{ }$ in logic.)

[^15]- The constraint $\rightarrow \mathrm{E}$ represents a contradiction: it says that an erasable value must be available at runtime. A set of constraints is inconsistent iff E appears in the answer set.
(Compare $\vdash \perp$ in logic.)
- $(G \wedge \mathrm{E}) \rightarrow r$ and $G \rightarrow \mathrm{R}$ and $G \wedge r \rightarrow r$ are tautologies and can be removed from a set of constraints without affecting its answer set.
(Compare $G, \perp \vdash r$ and $G \vdash T$ and $G, r \vdash r$ in logic.)


### 6.2 Reduction rules

Reduction rules of $\mathrm{TT}_{\star}^{\mathrm{RE}}$ do not depend on erasure annotations, and thus we can reuse them for $\mathrm{TT}_{\star}^{\text {evar }}$. Reduction in $\mathrm{TT}_{\star}^{\text {evar }}$ is therefore defined using the same rules as reduction in $\mathrm{TT}_{\star}^{\mathrm{RE}}$ (Section 5.4).

### 6.3 Type and erasure inference rules

### 6.3.1 Terms

In Chapter 5, typing judgements are always relative to an erasure annotation: the general form of a typing rule is $\Gamma \vdash T:_{r} \tau$, where $r$ is the annotation.

For inference rules in this chapter, the general form of typing judgements is $\Gamma \vdash T: G \tau \mid \Delta$, where $G$ is a (possibly empty) set of zero or more erasure annotations and $\Delta$ is a set of erasure constraints relating the erasure annotations that appear in the judgement. The set $G$ represents the conjunction, or greatest lower bound, of all annotations (guards) contained within.

All typing rules are designed to take $\Gamma, T$, and $G$ as the input and compute $\tau$ and $\Delta$ as the output (if a solution exists).

### 6.3.1.1 Typing rules

Figure 6.1 shows the constraint-generating typing rules for terms. They correspond to the checking rules in Chapter 5, Figure 5.15.

Ахıом Like with the checking rules, the inference rule Ахіом uses type-in-type for simplicity and does not forbid types at runtime.

If we wanted to enforce erasure of types, we could formulate the conclusion of Ахіом as $\Gamma \vdash$ Type :G Type | $G \rightarrow E$.

Ref A reference to a bound name marks its definition as retained if it appears in a retained context.

Lam This is the usual lambda rule, except that it also produces the union of constraints coming from its premises.

$$
\begin{aligned}
& \overline{\Gamma \vdash \text { Type }:_{G} \text { Type } \mid \emptyset} \text { Ахıом } \frac{\left(n:_{s} \tau=b\right) \in \Gamma}{\Gamma \vdash n:_{G} \tau \mid G \rightarrow s} \text { Ref } \\
& \frac{\Gamma+\operatorname{Def}\left(n:_{s} \sigma\right)\left|\Delta \quad \Gamma, n:_{s} \sigma \vdash T:_{G} \rho\right| \Sigma}{\Gamma \vdash\left(\lambda n:_{s} \sigma . T\right):_{G}\left(n:_{s} \sigma\right) \rightarrow \rho \mid \Delta \cup \Sigma} \operatorname{Lam} \\
& \frac{\Gamma \vdash \operatorname{Def}\left(n:_{s} \sigma\right) \mid \Delta \quad \Gamma, n:_{s} \sigma \vdash \rho:_{\{\text {E }\}} \text { Type } \mid \Sigma}{\Gamma \vdash\left(\left(n:_{s} \sigma\right) \rightarrow \rho\right):_{G} \text { Type } \mid \Delta \cup \Sigma} \mathrm{P}_{\mathrm{I}} \\
& \frac{\Gamma \vdash F:_{G}\left(n:_{t} \sigma\right) \rightarrow \rho\left|\Delta \quad \Gamma \vdash X:_{G \wedge s} \sigma\right| \Sigma}{\Gamma \vdash F_{\widehat{s}} X:_{G} \rho[n \mapsto X] \mid \Delta \cup \Sigma \cup t \leftrightarrow s} \text { APP } \\
& \frac{\Gamma \vdash \operatorname{Def}(d)\left|\Delta \quad \Gamma, d \vdash T:_{G} \tau\right| \Sigma}{\Gamma \vdash(\operatorname{let} d \text { in } T):_{G} \tau \mid \Delta \cup \Sigma} \quad \frac{\Gamma \vdash T:_{G} \tau|\Delta \quad \Gamma \vdash \tau \approx \sigma| \Sigma}{\Gamma \vdash T:_{G} \sigma \mid \Delta \cup \Sigma} \operatorname{Conv}
\end{aligned}
$$

## Figure 6.1: Term inference rules for $\mathrm{TT}_{\star}^{\text {evar }}$

Pi Similarly to Lam, this rule first checks the binding and then checks the RHS in the augmented environment, passing on the union of both constraint sets.

Apr Type-wise, this is the standard dependent application rule. In terms of erasure, the operand $X$ is checked with guards $G \wedge s$, where $s$ is the erasure annotation of the application.

This rule implicitly relies on Conv for conversion checking, which also generates constraints. Typically, these constraints end up included in $\Sigma$.

Let Like Lam or Pi, Let checks the definition and then checks the body in the augmented environment.

Conv Since the conversion check may generate constraints (by requiring equality of erasure annotations in corresponding places), the conversion rule involves constraints from both type checking and conversion checking.

### 6.3.2 Definitions

These rules (Figure 6.2) check well-formedness of definitions, while producing constraints.

Defsbase An empty telescope of definitions is well-formed and produces no constraints.

DefsSter A non-empty telescope is checked by checking its first definition, adding it into the environment, and checking the rest of the telescope.

DefAbstract In abstract definitions, variables and constructors, we check that the proposed type has type Type.

$$
\begin{aligned}
& \frac{\Gamma \vdash \operatorname{Defs}(\emptyset) \mid \emptyset}{\operatorname{DefsBase}} \frac{\Gamma \vdash \operatorname{Def}\left(d_{1}\right)\left|\Delta \quad \Gamma, d_{1} \vdash \operatorname{Defs}\left(\bar{d}^{2 . . n}\right)\right| \Sigma}{\Gamma \vdash \operatorname{Defs}\left(\bar{d}^{1 . . n}\right) \mid \Delta \cup \Sigma} \text { DefsStep }
\end{aligned}
$$

$$
\begin{aligned}
& \frac{T \text { is a term } \quad \Gamma \vdash \tau:\{\mathrm{E}\} \text { Type }\left|\Delta \quad \Gamma, n:_{r} \tau \vdash T:\{r\} \tau\right| \Sigma}{\Gamma \vdash \operatorname{Def}\left(n:_{r} \tau=T\right) \mid \Delta \cup \Sigma} \text { DefTerm } \\
& \frac{\Gamma \vdash \tau:_{\{E\}} \text { Type } \mid \Delta \quad \forall i .\left(\Gamma, n:_{r} \tau+\operatorname{Clause}_{r}\left(C_{i}\right) \mid \Sigma_{i}\right)}{\Gamma \vdash \operatorname{DeF}\left(n:_{r} \tau=\bar{C}\right) \mid \Delta \cup \bigcup_{i} \Sigma_{i}} \text { DeFClauses } \\
& \Gamma \vdash \operatorname{Defs}(\Pi) \mid \Delta \quad Г ; \Pi \vdash \operatorname{PatWF}_{f}\left(\lfloor f\rfloor{ }_{\bar{s}} \bar{P}\right) \quad \operatorname{FPV}_{\Pi}\left(\llcorner f\rfloor{ }_{\bar{s}} \bar{P}\right)=\operatorname{BV}(\Pi) \\
& \lfloor f\rfloor{ }_{\widehat{s}} P \text { is linear }\lfloor f\rfloor{ }_{{ }_{s} P} \text { is forced-pattern-consistent } \\
& \Gamma ; \Pi \vdash\lfloor f\rfloor \overline{{ }_{\mathrm{S}}} \bar{P}::_{\{r\}}^{r} \tau\left|\Lambda \quad \Gamma, \Pi \vdash R:{ }_{\{r\}} \tau\right| \Sigma
\end{aligned}
$$

Figure 6.2: Definition inference rules for $\mathrm{TT}_{\star}^{\text {evar }}$

DefTerm Definitions with term bodies are allowed to be recursive. Their bodies are checked with the name of the definition present as an abstract variable in the environment. The body is checked with the retention of the whole definition.

DefClauses A definition consisting of pattern matching clauses is processed clause-by-clause separately. For each clause, we include the (abstract) definition in the environment.

Clause This rule follows the scheme presented in Section 2.1.8.2, and it requires that the names bound in $\Pi$ are exactly the free pattern variables on the LHS, the LHS is a linear pattern, and that the LHS is forced-pattern-consistent (Definition 5.13).

### 6.3.3 Patterns

The type and erasure inference rules for patterns follow the same structure as those for terms. While in Chapter 5, the general form of the typing judgement for patterns was $\Gamma ; \Pi \vdash P:{ }_{r}^{q} \tau$, for erasure inference in this chapter, the judgements will have the form $\Gamma ; \Pi \vdash P:{ }_{G}^{q} \tau \mid \Delta$. Like in terms, the erasure annotation in the subscript of the colon is replaced with a set of guards $G$ and the judgement is extended with a set of constraints $\Delta$. Figure 6.3 shows the inference rules for patterns.

PatVar Pattern variables must be bound with retention exactly equal to the retention of the context they appear in.

$$
\begin{aligned}
& \frac{\left(n:_{s} \sigma=\text { variable }\right) \in \Pi}{\Gamma ; \Pi \vdash n: q}:_{G}^{q} \mid s \leftrightarrow G \quad \text { PATVAR } \quad \frac{\left(n:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma ; \Pi \vdash n:_{G}^{q} \sigma \mid q \rightarrow(G \wedge s)} \text { PATCtor } \\
& \frac{\left(n:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma ; \Pi \vdash\lceil n\rceil::_{G}^{q} \sigma \mid G \rightarrow s} \text { PatForcedCtor } \quad \frac{\left(f:_{q} \sigma\right) \in \Gamma}{\Gamma ; \Pi \vdash\lfloor f\rfloor:_{q}^{q} \sigma \mid \emptyset} \text { PatDefName } \\
& \frac{\Gamma ; \Pi \vdash F:{ }_{G}^{q}\left(n:_{s} \sigma\right) \rightarrow \rho\left|\Delta \quad \Gamma ; \Pi \vdash X:{ }_{G}^{q} \sigma\right| \Sigma}{\Gamma ; \Pi \vdash F_{\overparen{t}} X:{ }_{G}^{q} \rho[n \mapsto|X|] \mid \Delta \cup \Sigma \cup s \leftrightarrow t} \text { PAtAPP } \\
& \frac{\Gamma, \Pi \vdash T::_{G} \tau \mid \Delta}{\Gamma ; \Pi \vdash[T]::_{G}^{q} \tau \mid \Delta} \text { PatForced } \quad \frac{\Gamma ; \Pi \vdash P::_{G}^{q} \tau|\Delta \quad \Gamma, \Pi \vdash \tau \approx \sigma| \Sigma}{\Gamma ; \Pi \vdash P:{ }_{G}^{q} \sigma \mid \Delta \cup \Sigma} \text { PatConv }
\end{aligned}
$$

## Figure 6.3: Pattern inference rules for $\mathrm{TT}_{\star}^{\text {evar }}$

РatCtor If an (unforced) constructor is referenced from a pattern, it is a request to check its tag. For this, we must necessarily have the constructor available at runtime and the surrounding pattern must be retained - unless the whole definition is erased.

PatForcedCtor A forced constructor is handled like an ordinary forced pattern.
PatDefName The name of the definition must occur with the retention of the whole definition. Note that during typechecking of its body, $f$ is bound as an abstract variable to allow recursive references but to disallow scrutiny of its body.

PatApp We check $X$ with guards $G \wedge t$, which expresses that if the argument of the application is erased, variable references in $X$ do not cause retention of their definitions.

PatForced Forced patterns do not contain constructors so the value $q$ does not matter. We simply check $T$ as a term in the appropriate context.

PatConv This rule uses the constraint-generating conversion judgement $\Gamma \vdash t \approx \sigma \mid \Sigma$, which is defined in the following Section 6.3.4.

### 6.3.4 Conversion

Figure 6.4 shows the constraint-generating conversion rules of $\mathrm{TT}_{\star}^{\text {evar }}$.
Rule ConvRefl uses the relation $\cdot=\cdot \mid \cdot$ (Figure 6.5), which expresses "constrained equality", rather than exact equality. This rule generates constraints equating evars in corresponding places.

$$
\begin{aligned}
& \frac{\Gamma \vdash \sigma \rightsquigarrow \tau}{\Gamma \vdash \sigma \approx \tau \mid \emptyset} \operatorname{ConvRed} \quad \frac{\tau=\sigma \mid \Delta}{\Gamma \vdash \tau \approx \sigma \mid \Delta} \operatorname{ConvRefL} \\
& \Gamma \vdash \tau \approx \sigma \mid \Delta \\
& \frac{\Gamma \vdash \sigma \approx \tau \mid \Delta}{\Gamma \vdash \tau \approx \sigma \mid \Delta} \operatorname{ConvSym} \quad \frac{\Gamma \vdash \sigma \approx \rho \mid \Sigma}{\Gamma \vdash \tau \approx \rho \mid \Delta \cup \Sigma} \operatorname{ConvTrans}
\end{aligned}
$$

Figure 6.4: Conversion rules of $\mathrm{TT}_{\star}^{\text {evar }}$

$$
\begin{gathered}
\overline{T=T \mid \emptyset} \operatorname{CConvRefl} \quad \frac{F=F^{\prime}\left|\Phi \quad X=X^{\prime}\right| \Xi}{F_{\widehat{s}} X=F^{\prime}{ }_{s^{\prime}} X^{\prime} \mid \Phi \cup \Xi \cup s \leftrightarrow s^{\prime}} \text { CConvAPP } \\
\frac{\sigma=\sigma^{\prime}\left|\Sigma \quad T=T^{\prime}\right| \Xi}{\lambda n:_{s} \sigma . T=\lambda n:_{s^{\prime}} \sigma^{\prime} . T^{\prime} \mid \Sigma \cup \Xi \cup s \leftrightarrow s^{\prime}} \text { CConvLam } \\
\frac{\sigma=\sigma^{\prime}\left|\Sigma \quad T=T^{\prime}\right| \Xi}{\left(n:_{s} \sigma\right) \rightarrow T=\left(n: s_{s^{\prime}} \sigma^{\prime}\right) \rightarrow T^{\prime} \mid \Sigma \cup \Xi \cup s \leftrightarrow s^{\prime}} \text { CConvPi } \\
\sigma=\sigma^{\prime}\left|\Sigma \quad b=b^{\prime}\right| \Psi \quad T=T^{\prime} \mid \Xi \\
\overline{(l e t ~} n: s \sigma=b \text { in } T)=\left(\text { let } n: s^{\prime} \sigma^{\prime} \text { in } T^{\prime}\right) \mid \Sigma \cup \Psi \cup \Xi \cup s \leftrightarrow s^{\prime}
\end{gathered}
$$

$\frac{\forall i .\left(C_{i}=C_{i}^{\prime} \mid \Delta_{i}\right)}{\bar{C}=\overline{C^{\prime}} \mid \bigcup_{i} \Delta_{i}}$ CConvBodyClauses $\quad \frac{b \in\{\text { variable, constructor }\}}{b=b \mid \emptyset}$ CConvBodyVAR

$$
\begin{aligned}
& \frac{\sigma=\sigma^{\prime}\left|\Sigma \quad(\Pi \cdot L=R)=\left(\Pi^{\prime} \cdot L^{\prime}=R^{\prime}\right)\right| \Psi}{\left(\Pi,\left(n:_{s} \sigma\right) \cdot L=R\right)=\left(\Pi^{\prime},\left(n: s^{\prime} \sigma^{\prime}\right) \cdot L^{\prime}=R^{\prime}\right) \mid \Sigma \cup \Psi \cup s \leftrightarrow s^{\prime}} C \operatorname{ConvClaUSEVAR} \\
& \frac{L=L^{\prime}\left|\Delta \quad R=R^{\prime}\right| \Sigma}{(\emptyset . L=R)=\left(\emptyset . L^{\prime}=R^{\prime}\right) \mid \Delta \cup \Sigma} \text { CConvClauseBare }
\end{aligned}
$$

$$
\begin{gathered}
\overline{n=n \mid \emptyset} \text { CConvPatRef } \overline{\lceil c\rceil=\lceil c\rceil \mid \emptyset} \text { CConvPatForcedCtor } \overline{\lceil f\rceil=\lceil f\rceil \mid \emptyset} \text { CConvPatDefName } \\
\frac{T=T^{\prime} \mid \Delta}{[T]=\left[T^{\prime}\right] \mid \Delta} \text { CConvPatForced } \frac{F=F^{\prime}\left|\Phi \quad X=X^{\prime}\right| \Xi}{F_{\widehat{r}} X=F^{\prime}{ }_{r^{\prime}} X^{\prime} \mid \Phi \cup \Xi \cup r \leftrightarrow r^{\prime}} \text { CConvPatApp }
\end{gathered}
$$

### 6.4 Constraint solving

As shown in Figure 5.2, a program is a term, usually a big let expression. When given a program $P$ in $\mathrm{TT}_{\star}^{\text {evar }}$, we can therefore check it using the rules given above to derive the following judgement.

$$
\vdash P: \emptyset \tau \mid \Delta-\text { for some } \Delta \text { and } \tau
$$

The set $\Delta$ constrains the valuations of evars with which the program $P$ is well-typed.
In order to find concrete annotations that we can fill into the program to obtain a program in $\mathrm{TT}_{\star}^{\mathrm{RE}}$, which can undergo erasure checking and erasure, we need to find the minimal set of evars that need to be set to R .

There are several ways we could interpret the set $\Delta$ and the problem of finding the optimal valuation of evars.

- It can be regarded as a propositional-logic program because each constraint has the form of a definite clause (a Horn clause with no negation in the body). Each annotation $r$, be it an evar or a specific annotation R and E , can be interpreted as a (ground) atomic proposition "annotation $r$ must be set to $\mathrm{R}^{\prime}$.

Then finding the minimal set of annotations that need to be set to $R$ amounts to finding the minimal model of the logic program $\Delta$. Since $\Delta$ is negation-free, it has exactly one minimal model [GL88; VEK76].

A model is erasure-consistent iff it does not contain E .

- Mishra-Linger generally presents $\Delta$ as a formula in CNF and solving it as a general SAT problem.
Afterwards, he observes that $\Delta$ consists of Horn clauses and unit propagation alone is sufficient for solving it, which is equivalent to the logic-programming approach.
- We can interpret $\Delta$ using the complete lattice $L=E<R$. If $\mathcal{E}$ is the set of all evars in the program, then the (complete) lattice

$$
L_{\mathcal{E}}:=\left\{v \mid v \in L^{\mathcal{E} \cup\{\mathrm{E}, \mathrm{R}\}}, v(\mathrm{R})=\mathrm{R}\right\}
$$

is called a lattice of valuations of erasure annotations. The least element of $L_{\mathcal{E}}, \perp$, maps any annotation to $E$, except for $R$, which is mapped to $R$. The greatest element of $L_{\mathcal{E}}, \mathrm{T}$, maps all annotations to R .

For any valuation of erasure annotations $v: L_{\mathcal{E}}$, we can construct another valuation $f(v): L_{\mathcal{E}}$ as follows.

$$
f(v)(r):=v(r) \vee \bigvee_{(A \rightarrow r) \in \Delta} \bigwedge_{r^{\prime} \in A} v\left(r^{\prime}\right)
$$

Since $v(r) \leq f(v)(r)$ for all $r$, we have $v \leq f(v)$ for any valuation $v$. Because $L_{\mathcal{E}}$ is finite, there must be $k \in \mathbb{N}$ such that $f^{k}(\perp)=f^{k+1}(\perp)$, and therefore $f$ has a fixed point. Finding the optimal consistent valuation of evars thus amounts to finding the least fixed point of $f$.

A valuation $v$ is erasure-consistent iff $v(\mathrm{E})=\mathrm{E}$.
I choose to interpret $\Delta$ as a logic program. Then we need to find the minimal set $S$ of annotations such that the following forward-chaining rule holds.

$$
\frac{G \subseteq S \quad(G \rightarrow r) \in \Delta}{r \in S} \text { ForwardChain }
$$

The answer set $S$ is the minimal model of the logic program $\Delta$. All annotations contained in $S$ need to be set to $R$; all annotations not contained in $S$ can be set to $E$.

I discuss solving algorithms in Section 6.5.2.

### 6.4.1 Consistency

A solution $S$ is (erasure-) consistent iff it does not contain E . Since forward chaining finds the minimal model, if this model is not erasure-consistent, there is no erasureconsistent model at all and the compiler must report an error.

A constraint set is erasure-consistent if it has an erasure-consistent solution.

### 6.4.2 Annotation

After solving the constraints and checking the consistency of the solution, an annotation pass maps programs in $\mathrm{TT}_{\star}^{\text {evar }}$ to programs in $\mathrm{TT}_{\star}^{\mathrm{RE}}$ by mapping the annotations using the function $\Phi_{S}$ defined as follows.

$$
\begin{aligned}
& \Phi_{S}(\mathrm{R})=\mathrm{R} \\
& \Phi_{S}(\mathrm{E})=\mathrm{E} \\
& \Phi_{S}(i)= \begin{cases}\mathrm{R} \text { if } i \in S \\
\mathrm{E} & \text { if } i \notin S\end{cases}
\end{aligned}
$$

### 6.5 Discussion

### 6.5.1 Complexity of erasure inference

The inference algorithm, as presented above, can take quadratic time in the number of evars in the program. It is unknown whether this bound is tight but I will at least provide a few illustrating observations. Consider an environment with the following definitions.

```
data Unit: Type where
    U : Unit
```

$$
\begin{aligned}
& \mathrm{f}: \text { Unit } \rightarrow \text { Unit } \rightarrow \text { Unit } \\
& \mathrm{f} \cup \mathrm{U}=\mathrm{U}
\end{aligned}
$$

In this environment, we check the term $T_{n}$ defined as follows.

$$
\begin{aligned}
& T_{0}=\mathrm{U} \\
& T_{1+i}=\mathrm{f} \cup T_{i}
\end{aligned}
$$

For any given $n$, the term $T_{n}$ has length $O(n)$ and it consists of $n$ right-nested applications of $f \mathrm{U}$.

$$
T_{n}=\underbrace{\mathrm{f} \cup(\mathrm{f} \cup(\mathrm{f} \cup \ldots(\mathrm{f} \cup \mathrm{U}}_{n \times}) \ldots))
$$

When converted to $\mathrm{TT}_{\star}^{\text {evar }}$, every application is annotated with an evar.

$$
T_{n}=\mathrm{f}_{\widehat{s_{n}}} \mathrm{U}_{\widehat{r_{n}}}\left(\mathrm{f}_{\widehat{s_{n-1}}} \mathrm{U}_{\widehat{r_{n-1}}}\left(\mathrm{f}_{\widehat{n_{n-2}}} \mathrm{U}_{\widehat{r_{n-2}}} \ldots\left(\mathrm{f}_{\widehat{s_{1}}} \mathrm{U}_{\widehat{r_{1}}} \mathrm{U}\right) \ldots\right)\right)
$$

Assuming that constructor U is bound with erasability $r_{\mathrm{U}}$, we repeatedly use rule App (and Ref) in Figure 6.1 to build a set of constraints for this term that looks like the following.

$$
\begin{aligned}
& s_{n} \rightarrow r_{U} \\
& r_{n}, s_{n-1} \rightarrow r_{U} \\
& r_{n}, r_{n-1}, s_{n-2} \rightarrow r_{U} \\
& r_{n}, r_{n-1}, r_{n-2}, s_{n-3} \rightarrow r_{U} \\
& \quad \vdots \\
& r_{n}, r_{n-1}, \ldots, r_{2}, s_{1} \rightarrow r_{U} \\
& r_{n}, r_{n-1}, \ldots, r_{2}, r_{1} \rightarrow r_{U}
\end{aligned}
$$

Even though the above set of constraints can be built relatively cheaply exploiting persistent data structures and sharing, the logical size of this set of constraints is quadratic and with linear-time algorithms [DG84], solving the set of constraints would also take quadratic time in the number of evars in the program.

Various constraint solving algorithms are discussed below in Section 6.5.2.

### 6.5.2 Efficiency of constraint solving

Definition 6.1 (Reduction of constraints). For a set of constraints $\Delta$ and a set of evars $N$, we define $\Delta^{N}$, reduction of $\Delta$ by $N$, as follows.

$$
\Delta^{N}=\{G \backslash N \rightarrow r \mid(G \rightarrow r) \in \Delta, G \neq \emptyset\}
$$

Quadratic complexity of naïve unit propagation The straightforward algorithm of iterated unit propagation has (at least) a quadratic time complexity because in each
iteration, it traverses all constraints.

$$
\begin{aligned}
& \operatorname{Unit} \operatorname{Prop}(\Delta)= \begin{cases}\emptyset & \text { if } N=\emptyset \\
N \cup \operatorname{Unit} \operatorname{Prop}\left(\Delta^{N}\right) & \text { otherwise }\end{cases} \\
& \text { where } \\
& \quad N=\{r \mid(\rightarrow r) \in \Delta\}
\end{aligned}
$$

The worst-case scenario is represented by the following set of constraints.

$$
\Delta_{\text {worst }}=\{\rightarrow 1\} \cup \bigcup_{i}\{i \rightarrow i+1\}
$$

The set $\Delta_{\text {worst }}$ represents a long linear chain of implications and even if we use a data structure that allows efficient lookup of constraints of the form $(\rightarrow r)$, repeated reduction will take $O\left(n^{2}\right)$ time in total.

Index of constraints In my implementation, I use an index that maps every evar to the set of constraints where the evar appears among the preconditions. More precisely, I give each constraint a unique number, and then the index maps evars to sets of numbers; $I: \mathcal{E} \rightarrow 2^{\mathbb{N}}$.

Assuming that $\Delta=\Sigma \cup \Xi$, where $\Xi$ does not contain constraints with indices in $I[N]$, we can define reduction by $N$ using index $I$ as follows.

$$
\Delta_{I}^{N}=\Sigma^{N} \cup \Xi
$$

This means that we reduce only the relevant part of $\Delta$. This is more efficient and we can use $\Delta_{I}^{N}$ instead of $\Delta^{N}$ in the iterated unit propagation algorithm.

As clauses are removed from $\Delta$ by reduction, the index $I$ will contain more and more constraint numbers that are not present in $\Delta$ anymore. In my implementation, I ignore this fact and keep the index $I$ constant throughout all iterations.

My implementation pre-reduces constraint sets for each definition in a program separately to provide a more compact representation, and therefore the constraint solver is invoked many times, for constraint sets of various sizes, including the constraint set for the definition of main. In my benchmark programs, there is (surprisingly) almost no speedup gained by using the non-indexed naïve solver for small constraint sets, and the solver gets much slower if threshold of what is a "small" constraint set is defined incorrectly. My implementation therefore always uses the indexing solver, even for small problems.

Last-precondition algorithm Mishra-Linger [ML08] goes farther and implements a solver based on [Mos+01]. The algorithm is based on the observation that we need not visit a constraint every time that one of its preconditions is satisfied. It is sufficient to visit a constraint once the last precondition is satisfied.

The algorithm is called "two watched literals" because in the CNF representation of the constraints, two literals are distinct - the last precondition (that is being unit-propagated), and the other literal that will turn out to be the consequence.

However, I prefer to think of the algorithm in terms of Horn clauses, where we single out only one precondition to watch because the other literal - the consequence is special by the nature of Horn clauses.

In this algorithm, the index of constraints above is modified so that it contains a mapping from evars to the clauses where that evar is watched, which is generally a smaller set than the set of clauses where that evar occurs among the preconditions at all.

My implementation used to select evars to watch based on the number of clauses where the evar appears as the consequence, using a pre-computed mapping from evars to numbers. This seems to be slower than arbitrarily selecting the first precondition from the set as the watched precondition.

The unit propagation step works as above, except that when we visit a constraint and reduce it according to Definition 6.1, there are two possibilities.

1. Constraint $G \rightarrow r$ reduces to $G \backslash N \rightarrow r$ where $G \backslash N=\emptyset$. In this case, this constraint will be picked up in the next iteration of unit propagation and we need not do anything here.
2. Constraint $G \rightarrow r$ reduces to $G \backslash N \rightarrow r$ where $G \backslash N \neq \emptyset$. In this case, the watched evar is not the last precondition of the constraint and we need to select a new precondition to watch.

This approach traverses even fewer constraints than the original index-based method, but at the expense of more bookkeeping.

In my implementation, any attempt to improve the plain indexed algorithm, including this last-precondition algorithm, leads to a slower solver in the benchmarks and I expect that the benefits of the theoretically better algorithms will show only in large programs.

Exploiting equivalences In the inference rules, many constraints are actually equivalences between evars. If we merge evars that should be equivalent, instead of merely producing constraints between them, it could reduce the size of the constraint set, although it would not asymptotically improve the quadratic program above.

Other approaches Dowling and Gallier present linear-time algorithms for testing the satisfiability of propositional Horn formulae [DG84]. One of their algorithms ("Linear-time refining of Algorithm 1 ") is similar to the above approach with an index. They present also other approaches using graph algorithms.

### 6.6 Correctness

Here I prove that erasure inference is sound, complete, and optimal with respect to the typing rules of $\mathrm{TT}_{\star}^{\mathrm{RE}}$ given in Chapter 5 .

Let $\Phi: \mathbb{N} \cup\{R, E\} \rightarrow\{R, E\}$ be a valuation of evars such that $\Phi(R)=R$ and $\Phi(E)=E$. We further overload this symbol as $\Phi(G)=\bigwedge_{g \in G} \Phi(g)$ for guard sets and as $\Phi: \mathrm{TT}_{\star}^{\text {evar }} \rightarrow \mathrm{TT}_{\star}^{\mathrm{RE}}$ to mean substitution for evars in a $\mathrm{TT}_{\star}^{\text {evar }}$ term, yielding a fully erasure-annotated $\mathrm{TT}_{\star}^{\mathrm{RE}}$ term.

Definition 6.2 (Semantics of erasure constraints). Evar valuation $\Phi$ models a constraint set $\Delta$ if for each constraint $(G \rightarrow r) \in \Delta$, retention of $G$ implies retention of $r$.

$$
\frac{\forall(G \rightarrow r) \in \Delta .(\Phi(G) \leqslant \Phi(r))}{\Phi \mid=\Delta}
$$

### 6.6.1 Soundness

## Lemma 6.1.

$$
\frac{\Phi \vDash G \rightarrow r}{\Phi(G) \leqslant \Phi(r)}
$$

Proof. Directly from Definition 6.2.

## Lemma 6.2.

$$
\frac{\Phi \mid=r \leftrightarrow s}{\Phi(r)=\Phi(s)}
$$

Proof. From Definition 6.2 and the definition of $\leftrightarrow$ (Section 6.1.3).

## Lemma 6.3.

$$
\frac{\Phi \mid=\Delta \cup \Sigma}{\Phi \mid=\Delta}
$$

## Proof. From Definition 6.2.

Lemma 6.4.

$$
\frac{\sigma=\tau|\Delta \quad \Phi|=\Delta}{\Phi(\sigma)=\Phi(\tau)}
$$

Proof. By induction on the proof of $\sigma=\tau \mid \Delta$, using Lemma 6.3 and Lemma 6.2.

Lemma 6.5.

$$
\frac{\Gamma \vdash \tau \approx \sigma|\Delta \quad \Phi|=\Delta}{\Phi(\Gamma) \vdash \Phi(\tau) \approx \Phi(\sigma)}
$$

Proof. By induction on the proof of conversion.
ConvRed Reduction does not depend on erasure annotations so $\Phi(\Gamma) \vdash \Phi(\sigma) \leadsto \Phi(\tau)$ and we can re-apply ConvRed for $\mathrm{TT}_{\star}^{\mathrm{RE}}$.

ConvRefl By Lemma 6.4, $\Phi(\tau)=\Phi(\sigma)$ and we can apply ConvRefl for $\mathrm{TT}_{\star}^{\mathrm{RE}}$.
ConvSym By induction.
ConvTrans By induction and Lemma 6.3.

Theorem 6.1 (Soundness of erasure inference). Any valuation of evars $\Phi$ that models the set of constraints computed by erasure inference, as given by the rules in Section 6.3, is erasure-correct, as given by the rules in Section 5.5.

This theorem has four mutually inductive components, one for terms, one for patterns, one for definitions, and one for telescopes of definitions (environments).

$$
\begin{array}{ccc}
\frac{\Gamma \vdash T:_{G} \tau \mid \Delta}{\Phi(\Gamma) \vdash \Phi(T): \Phi(G)} \Phi(\tau) \\
& & \left.\frac{\Gamma \vdash P:_{G}^{q} \tau \mid \Delta}{\Phi(\Gamma) \vdash \Phi(P):_{\Phi(G)}^{\Phi(q)} \Phi(\tau)} \quad \Phi \right\rvert\,=\Delta \\
\hline \Phi(\Gamma) \vdash D_{E F}(\Phi(d)) & & \left.\frac{\Gamma \vdash D E F S(\Pi) \mid \Delta}{\Phi(\Gamma) \vdash D_{E F S}(\Phi(\Pi))} \quad \Phi \right\rvert\,=\Delta
\end{array}
$$

Proof. By (mutual) induction on the typing derivations.

## Terms

Axiom Trivially.
$\mathbf{R e F}_{\mathbf{E F}}$ By inversion of $\operatorname{Ref}$ for $\mathrm{T}_{\star}^{\text {evar }}$, we have $\left(n:_{s} \tau=b\right) \in \Gamma$ such that $\Phi \vDash G \rightarrow s$. By Lemma 6.1, $\Phi(G) \leqslant \Phi(s)$. Since $\left(n:_{\Phi(s)} \Phi(\tau)=\Phi(b)\right) \in \Phi(\Gamma)$, we can use $\mathrm{ReF}_{\mathrm{EF}}$ for $\mathrm{TT}_{\star}^{\mathrm{RE}}$ to obtain the desired typing judgement.

Lam By induction and Lemma 6.3.
Pi By induction and Lemma 6.3.
App By inversion of App for $\mathrm{TT}_{\star}^{\text {evar }}$ and induction, we have $\Phi(\Gamma) \vdash \Phi(F):_{\Phi(G)}$ $\left(n:_{\Phi(t)} \Phi(\sigma)\right) \rightarrow \Phi(\rho)$ and also $\Phi(\Gamma) \vdash \Phi(X):_{\Phi(G) \wedge \Phi(s)} \Phi(\sigma)$ such that $\Phi \mid=t \leftrightarrow s$. By Lemma 6.2, we have $\Phi(t)=\Phi(s)$, and thus we can use App for $\mathrm{TT}_{\star}^{\mathrm{RE}}$ to obtain the desired conclusion.

Let By induction and Lemma 6.3.
Conv By induction, Lemma 6.3, and Lemma 6.5.

## Patterns

PatVar By Lemma 6.2, we have $\Phi(s)=\Phi(G)$, and by inversion of PatVar for $\mathrm{TT}_{\star}^{\text {evar }}$, we have $\left(n:_{\Phi(s)} \Phi(\sigma)\right) \in \Phi(\Pi)$. Apply PatVAR for $\mathrm{TT}_{\star}^{\mathrm{RE}}$.
PatCtor By Lemma 6.1, we have $\Phi(q) \leqslant \Phi(G) \wedge \Phi(s)$, and thus $\Phi(q) \leqslant \Phi(G)$ and $\Phi(q) \leqslant \Phi(s)$. By Inversion of PatCtor for $\mathrm{TT}_{\star}{ }_{\star}^{\text {evar }}$, we have $\left(n:_{\Phi(s)}\right.$ $\Phi(\sigma)=$ constructor $) \in \Phi(\Gamma)$. Apply PatCtor for $\mathrm{TT}_{\star}^{\mathrm{RE}}$.

PatApp Like App for terms above.
PatForced By induction.
PatConv By induction and Lemma 6.5.
Definitions By induction on the proof of well-typedness of the definition, using Lemma 6.3. This case includes rule Clause.

Telescopes We proceed by induction on the length of the telescope, using Lemma 6.3.

### 6.6.2 Completeness

## Lemma 6.6.

$$
\frac{\Phi|=\Delta \quad \Phi|=\Sigma}{\Phi \mid=\Delta \cup \Sigma}
$$

Proof. From the definition of $\mid=$, thanks to the fact that both $\Delta$ and $\Sigma$ are modelled by the same valuation $\Phi$.

## Lemma 6.7.

$$
\frac{\Phi(r)=\Phi(s)}{\Phi \mid=r \leftrightarrow s}
$$

Proof. From Definition 6.2 and the definition of $\leftrightarrow$ (Section 6.1.3).

## Lemma 6.8.

\[

\]

Proof. By induction on the structure of $\Phi(T)$ (and therefore $\Phi\left(T^{\prime}\right)$, too). For every syntactic element, $=\cdot \mid \Delta$ is defined by exactly one rule, and we can verify that $\Delta$ contains only constraints of the form $r \leftrightarrow s$ such that $\Phi(r)=\Phi(s)$, and therefore $\Phi \mid=r \leftrightarrow s$, and thus $\Phi \mid=\Delta$.

Lemma 6.9.

$$
\frac{\Phi(\Gamma) \vdash \Phi(\sigma) \approx \Phi(\tau)}{\exists \Delta . \quad \Gamma \vdash \sigma \approx \tau|\Delta \quad \Phi|=\Delta}
$$

Proof. By induction on the derivation of conversion.
ConvRefl From Lemma 6.8.

ConvRed Reduction does not depend on erasure annotations so $\Gamma \vdash \sigma \leadsto \tau$ and we can re-apply ConvRed for $\mathrm{TT}_{\star}^{\mathrm{evar}}$.

ConvSym By induction.
ConvTrans By induction and Lemma 6.6.

Theorem 6.2 (Completeness of erasure inference). Any erasure-correct valuation of evars typechecks as a $T T_{\star}^{\text {evar }}$ program and is a solution to the constraints inferred from the program.

Like Theorem 6.1, also this theorem consists of four mutually recursive components.

$$
\begin{aligned}
& \frac{\Phi(\Gamma) \vdash \Phi(T):_{\Phi(G)} \Phi(\tau)}{\exists \Delta . \quad \Gamma \vdash T:_{G} \tau|\Delta \quad \Phi|=\Delta} \quad \frac{\Phi(\Gamma) \vdash \Phi(P):_{\Phi(G)}^{\Phi(q)} \Phi(\tau)}{\exists \Delta . \quad \Gamma \vdash P:_{G}^{q} \tau|\Delta \quad \Phi|=\Delta} \\
& \begin{array}{c}
\Phi(\Gamma) \vdash \operatorname{DEF}(\Phi(d)) \\
\exists \exists \Delta . \quad \Gamma \vdash \operatorname{DEF}^{(d) \mid \Delta \quad \Phi \vDash \Delta}
\end{array} \\
& \Phi(\Gamma) \vdash \operatorname{Defs}(\Phi(\Pi)) \\
& \exists \Delta . \quad \Gamma \vdash D \operatorname{EFS}(\Pi)|\Delta \quad \Phi|=\Delta
\end{aligned}
$$

Proof. By (mutual) induction on the typing derivations.

## Terms

Axiom Trivially since $\Phi \mid=\emptyset$ for any $\Phi$.
Ref By inversion of Ref for $\mathrm{TT}_{\star}^{\mathrm{RE}}$, there is evar $s$ such that $\left(n:_{s} \tau=b\right) \in \Gamma$ and $\Phi(G) \leqslant \Phi(s)$. The conclusion holds because we can apply Ref for $\mathrm{T}_{\star}^{\text {evar }}$ and we also have $\Phi \mid=G \rightarrow s$ by definition of $\mid=$.

Lam By inversion of Lam for $\mathrm{T}_{\star}^{\mathrm{RE}}, \Phi(\Gamma) \vdash \Phi(\sigma):_{\Phi(\mathrm{E})} \Phi($ Type $)$ and $\Phi\left(\Gamma, n:_{s} \sigma\right) \vdash$ $\Phi(T):_{\Phi(G)} \Phi(\rho)$ such that $\Phi(\tau)=\Phi\left(\left(n:_{s} \sigma\right) \rightarrow \rho\right)$.
By induction, we obtain $\Gamma \vdash \sigma:_{\mathrm{E}}$ Type $\mid \Delta$ such that $\Phi \mid=\Delta$ and $\Gamma, n:_{s} \sigma \vdash$ $T:_{G} \rho \mid \Sigma$ such that $\Phi \mid=\Sigma$. By Lemma 6.6, $\Phi \mid=\Delta \cup \Sigma$, and we also reapply Lam for $\mathrm{TT}_{\star}^{\text {evar }}$.

Pi Like Lam.
App where $T=F_{\widehat{s}} X$. By inversion of App for $\mathrm{TT}_{\star}^{\mathrm{RE}}$ and induction, we have $\Gamma \vdash F:_{G}\left(n:_{s} \sigma\right) \rightarrow \rho \mid \Delta$ and $\Gamma \vdash X:_{G \wedge s} \sigma \mid \Sigma$ such that $\Phi \mid=\Delta$ and $\Phi \mid=\Sigma$.

By Lemma 6.6, $\Phi \vDash \Delta \cup \Sigma$. We can also apply App for $\mathrm{TT}_{\star}^{\text {evar }}$ with $s=t$, and thus $\Phi=s \leftrightarrow t$ by Lemma 6.7.
We therefore have the requested typing judgement, and by Lemma 6.6, $\Phi$ models the resulting constraint set.
Let By induction and Lemma 6.6.
Conv By inversion of Conv, induction, and Lemma 6.9, we obtain $\Gamma \vdash T: G \sigma \mid \Delta$ such that $\Phi \vDash \Delta$ and $\Gamma \vdash \sigma \approx \tau \mid \Sigma$ such that $\Phi \vDash \Sigma$. We can therefore apply Conv and by Lemma 6.6, $\Phi \vDash \Delta \cup \Sigma$.

## Patterns

PatVar By inversion of PatVar for $\mathrm{TT}_{\star}^{\mathrm{RE}}$, we have $\Phi(G)=\Phi(s)$. We can reapply $P_{A T V} V_{\text {AR }}$ for $\mathrm{T}_{\star}^{\text {evar }}$ and by Lemma $6.7, \Phi \mid=\{s\} \leftrightarrow G$.
PatCtor By inversion of РatCtor for $\mathrm{TT}_{\star}^{\mathrm{RE}}$, we have $\Phi(q) \leqslant \Phi(G)$ and $\Phi(q) \leqslant$ $\Phi(s)$. We have therefore $\Phi(q) \leqslant \Phi(G \wedge s)$, and $\Phi \vDash\{q\} \leftrightarrow(G \wedge s)$.
PatApr Like App for terms.
PatForced By induction.
PatConv Like Conv for terms, by Lemma 6.9.
Definitions By induction on the proof of well-typedness of the definition, using Lemma 6.6. This includes Clause.

Telescopes By induction on the size of the telescope.

### 6.6.3 Optimality

Definition 6.3 (Model size). The size of $\Phi$ is the number of evars mapped to $R$.

$$
|\Phi|:=|\{r \mid r \neq \mathrm{R} \wedge \Phi(r)=\mathrm{R}\}|
$$

Theorem 6.3 (Optimality of erasure inference). Let $\Gamma \vdash T:_{G} \tau \mid \Delta$, let $\Phi$ be computed from $\Delta$ using forward chaining as described in Section 6.4, and let $\Phi^{\prime}$ be any consistent valuation, which means that $\Phi^{\prime}(\Gamma) \vdash \Phi^{\prime}(T):_{\Phi^{\prime}(G)} \Phi^{\prime}(\tau)$. Then $|\Phi| \leq\left|\Phi^{\prime}\right|$.

In other words, the erasure algorithm given in this chapter finds a solution with the minimal number of annotations set to $R$, compared to any other solution that would typecheck using the rules in Section 5.5.

Proof. By completeness (Theorem 6.6.2), any valid solution, including $\Phi^{\prime}$, models $\Delta$. For each answer set $S$, the corresponding valuation $\Phi_{S}$ has the same size $\left|\Phi_{S}\right|=|S|$. Since the answer set in Section 6.4 is defined as the minimal model of $\Delta,|\Phi| \leq\left|\Phi^{\prime}\right|$.

Remark 6.1. The solution inferred by the algorithm given in this chapter is "optimal" in the same sense as Mishra-Linger's algorithm [ML08] - optimal within an approximation of the problem of erasure: the approximation defined by the typing rules of $\mathrm{TT}_{\star}^{\mathrm{RE}}$, and optimal in terms of the number of binders erased.

However, it is important to distinguish between the notion of optimality as given by Mishra-Linger and the "true" optimality of erasure inference, which is of course an undecidable problem.

For examples of programs where this erasure inference algorithm produces sub-optimal results in the latter sense, see Chapter 7.

## Chapter 7

## Extensions

This chapter lists some possible improvements to the core language that was introduced in Chapter 5. These improvements are motivated by particular issues in interaction between erasure and programming.

I discuss that some functions become identities after erasure, case trees in the core calculus, erasure polymorphism, ways to make erasure inference non-whole-program, that erasure interacts well with I/O and FFI, and sketch how erasure could co-exist with irrelevance.

### 7.1 Identity optimisation

After erasure, many functions become identity functions; the typical example being subst : $(f: a \rightarrow$ Type $) \rightarrow x \equiv y \rightarrow f x \rightarrow f y$ (Listing 2.21 in Section 2.2.3.1),

```
subst \(f\) Refl \(x=x\) - unerased
subst \(x=x \quad\)-erased
```

or embed : Fin $n \rightarrow$ Fin (S $n$ ) (Section 2.2.1.2).

```
embed FZ = FZ - erased clause 1
embed (FS \(x\) ) \(=\) FS \((\) embed \(x)\) - erased clause 2
```

This has been recognised as a problem also by McBride [McB14c].
My implementation uses a simple inductive checker whether an erased recursive function is an obvious identity and then for each $I$ recognised as an identity function, it replaces all occurrences of (I X) with $X$. This happens after erasure, in the untyped TT ${ }_{\star}^{\square}$ stage.

### 7.2 Case trees

Section 2.1.3.2 mentions that case trees are a good intermediary between high-level pattern matching and low-level sequential code since there are established methods of compiling pattern matching to case trees [Aug85; Wad87a].

### 7.2.1 Case trees in a core calculus

However, case trees would also be a good replacement for pattern clauses as the pattern matching facility of a core language, where pattern clauses in the surface would need to be compiled into case trees in the core language.

Since case trees are more explicit and more operational, they might be more suitable for a core calculus. The safety net of type checking would thus cover a larger part of the compiler - at least the clauses-to-trees transformation, which a compiler would likely perform at some stage anyway. Coverage checking, checking forced patterns and checking overlapping patterns (Section 2.1.5.1) would become more straightforward, as one could use established methods [GMM06] directly. Finally, Section 2.1.5.1 illustrates that some inconsistent programs are inexpressible in the form of case trees.

Originally, $\mathrm{TT}_{\star}$ had case trees at its core. However, since these were type checked by translation to pattern clauses - and this dissertation is focused on type checking I chose ease and simplicity of type checking over other considerations.

### 7.2.2 Case trees in dependently typed languages

Different languages introduce different variants of case trees which differ in approach and flexibility: some of them allow nested patterns, some don't; some of them perform dependent matching with rewriting in types, some produce explicit equalities for type family indices.

### 7.2.2.1 Idris

The core calculus of Idris, TT, is based on pattern matching clauses. However, the compiler internally translates pattern matching to baseline case trees (Section 2.1.3.2) with the following syntax, where $D$ is a definition, $T$ is a case tree, $R$ is an expression/term ("the RHS"), $B$ is a case branch, $c$ is a constructor name, $f$ is a function name, $x$ is a variable name.

$$
\begin{aligned}
D & ::=f=\lambda \bar{x} \cdot T \\
T & ::=R \\
& \mid \text { case } x \text { of } \bar{B} \\
B & ::=c \bar{x} \Rightarrow T
\end{aligned}
$$

These case trees have two important restrictions.

- Only (pattern) variables can be inspected, case-splitting on complex terms is disallowed.
- A case tree is not a term: every pattern matching function definition has the form $f=\lambda \bar{x}$. $T$, where $T$ is a case tree referring to the variables bound in the lambda, and containing terms in the leaves.

Case trees in the intermediate representation of Idris are restricted in this way ${ }^{1}$ because this is the form of the output of the pattern matching compiler [Wad87a]. Split trees, as described by Goguen, McBride, McKinna [GMM06], also follow this structure. Finally, it happens to be a convenient form for other purposes, such as translating case trees back to pattern clauses (Section 7.2.3).

Therefore it seems that this form of case trees might be the minimal form required to implement pattern matching.

### 7.2.2.2 Coq

Coq features match expressions, which can be nested to form case trees. Coq's match expressions do not have any of the syntactic restrictions of the case trees in the IR of Idris and are briefly characterised in Section 2.1.8.2.

### 7.2.2.3 Zombie

Data types in Zombie do not have indices, only parameters [Sjö15]. Indices are implemented using Henry Ford indexing ${ }^{2}$ [McB00] - as parameters of the type constructor, together with extra equality arguments in the data constructors, as shown in the following example.

```
data \(\operatorname{Vec}(n: \mathbb{N})(a:\) Type \()\) where
    Nil of \(\left(e q_{n=0}: n \equiv 0\right)\)
    Cons of \((m: \mathbb{N})\left(e q_{n=S u c c} m: n \equiv \operatorname{Succ} m\right)(x: a)(x s: \operatorname{Vec} m a)\)
```

The data elimination facility of Zombie is case expressions, where each match introduces new equalities into the environment.

$$
\begin{aligned}
& \text { vlen: }(a: \text { Type }) \rightarrow(n: \mathbb{N}) \rightarrow \text { Vect } n a \rightarrow \mathbb{N} \\
& \text { vlen } a n x s=\text { case } x s\left[e q_{x s}\right] \text { of } \\
& \text { Nil } e q_{n=0} \quad \Rightarrow r h s_{1} \\
& \text { Cons } m e q_{n=S u c c} m x s \Rightarrow r h s_{2}
\end{aligned}
$$

The environment of $r h s_{1}$ includes the following equalities.

$$
\begin{array}{ll}
e q_{n=0} & : n \equiv 0 \\
e q_{x s} & : x s \equiv \text { Nil } e q_{n=0}
\end{array}
$$

The environment of $r h s_{2}$ includes the following equalities.

$$
\begin{array}{ll}
e q_{n=\text { Succ } m} & : n \equiv \text { Succ } m \\
e q_{x s} & : x s \equiv \text { Cons } m e q_{n=\operatorname{Succ} m} x x s
\end{array}
$$

[^16]The equality $e q_{x s}$ is the "smart case" equality and it witnesses the different form of the scrutinee in each case branch. The remaining equalities are the Henry-Ford index equalities contained within the constructors.

For checkability, the core language contains explicit type casts using the equalities from the environment and elaborated from the surface language automatically using congruence closure. This is possible because conversion in Zombie does not include $\beta$ reduction by default [Sjö15].

### 7.2.2.4 Cayenne

Data types in Cayenne are defined in a slightly unusual way but case expressions are ordinary enough - they are essentially baseline case trees, in the terminology introduced in Section 2.1.3.2, and similar case trees are used in the intermediate representation(s) of Idris (Section 7.2.2.1). The following is an example of a case expression, as given by Augustsson.

```
case \(x\) of
    (True) \(\rightarrow 1\);
    (False) \(\rightarrow\) "Hello";
    \(::\) (case \(x\) of
        (True) \(\rightarrow\) Int;
        (False) \(\rightarrow\) String;
    )
```

The case expression requires an explicit type annotation because it is not possible to infer it in the general case [Aug99]. This type annotation is equivalent to the annotations necessary for top-level functions in Idris and match expressions in Coq (Section 2.1.8.2).

### 7.2.2.5 Epigram

Pattern matching definitions in Epigram [MM04; McB05; GMM06] contain both case trees and pattern clauses at the same time. Here's an example definition.

$$
\text { let } \begin{array}{rlrl}
\frac{x: \mathbb{N}}{\text { fib } x: \mathbb{N}} \text { fib } & x & & \\
\text { fib } & x & & \mathbb{N} \text {-rec } x\{ \\
\text { fib } & \mathrm{Z} & \mapsto \mathrm{Z} & \\
& & & \mathbb{N} \text {-case } x\{ \\
\text { fib } \quad(\mathrm{S} y) & & & \\
& & & \mathbb{N} \text {-case } y\{ \\
\text { fib }(\mathrm{S} Z) & \mapsto \mathrm{Z}
\end{array}
$$

Syntactically, the declaration is organised in a tree shape with eliminators in the internal nodes ( $\mathbb{N}$-rec, $\mathbb{N}$-case), given by the programmer, and pattern clauses in the leaves, with LHSs derived by Epigram.

This is a very interesting design choice. While $\mathrm{TT}_{\star}$ needs explicit marking of forced patterns and forced constructors in pattern clauses and translation from pattern clauses to case trees before code generation, Epigram can obtain all this information from the structure of the case trees. Left-hand sides of pattern clauses can then be provided only as a friendly reminder for the human programmer where they are in the case tree but they do not contain any new information.

In Section 2.1.4.3, I argue that the programmer must be responsible for the choice of forced patterns. Epigram presents a way of making that choice naturally by choosing the structure of the case tree.

Epigram allows other eliminators than the usual induction principles split into X-elim and X-rec but we will focus on the fact that we can derive pattern clauses from case trees.

### 7.2.3 Converting case trees to pattern matching clauses

This section describes a way to convert baseline case trees (as described in Section 2.1.3.2) into pattern matching clauses. This is useful for type checking of definitions given by case trees, without the need of unification in the type checker.

The translation is based essentially on the same principles as introduced by Goguen, McBride, McKinna [GMM06] in their notion of split trees, as used also by Cockx [Coc17]. We start with the most general clause in the root of the tree and specialise it on the way to the leaves. Each leaf then corresponds to a pattern clause in the output sequence.

### 7.2.3.1 Syntax

In Section 7.2.2.1, I gave the syntax for baseline case trees. Here, $D$ stands for definitions, $T$ is a case tree, $R$ is a term (the RHS), $f$ is the name of the function being defined, $c$ is a constructor name, $x$ is a variable name. Here, let us add type annotations to all binders and also extend the syntax of branches with a forced-pattern branch.

$$
\begin{aligned}
D & ::=f=\lambda \overline{(x: R)} \cdot T \\
T: & :=R \\
& \mid \text { case } x \text { of } \bar{B} \\
B: & :=c \overline{(x: R)} \Rightarrow T \\
& \mid[R] \Rightarrow T
\end{aligned}
$$

We want to translate any definition given in the syntax above to the syntax of pattern clauses, where a definition is a sequence of clauses, a clause contains explicit type annotations for pattern variables with a pattern on the left-hand side and a term on the right-hand side, and a pattern is either a name (of a constructor or a variable), a forced pattern, or pattern application. This is exactly the syntax of pattern clauses
in $T T_{\star}$ (5.2).

$$
\begin{aligned}
& D::=C^{\star} \\
& C::=(x: R) \cdot P=R \\
& P::=x|[R]| P P
\end{aligned}
$$

### 7.2.3.2 Translation to pattern clauses

Definition 7.1 (Substitution of patterns into patterns). Substitution of patterns uses the symbol $\mapsto_{\mathrm{p}}$, unlike standard substitution of terms, which we write $\mapsto$.

$$
\begin{array}{ll}
n\left[x \mapsto_{\mathrm{P}} \mathrm{P}\right] & :=n \\
x\left[x \mapsto_{\mathrm{p}} P\right] & :=P \\
{[R]\left[x \mapsto_{\mathrm{p}} P\right]} & :=[R[x \mapsto|P|]] \\
(F X)\left[x \mapsto_{\mathrm{p}} P\right] & :=F[x \mapsto \mathrm{p} P] X\left[x \mapsto_{\mathrm{p}} P\right] \\
\lfloor f\rfloor\left[x \mapsto_{\mathrm{p}} P\right] & :=\lfloor f\rfloor \\
\lceil c\rceil\left[x \mapsto_{\mathrm{p}} P\right] & :=\lceil c\rceil
\end{array}
$$

Pattern-to-term conversion, $|\cdot|$, is defined in Definition 5.9.
Definition 7.2 (Substitution into typing environments). Substitution in typing environments $\Pi\left[x \mapsto_{\mathrm{E}} \Delta / X\right]$ is defined as follows. It replaces the binding of $x$ with a sequence of binders $\Delta$, and all references to $x$ in the terms to the right are replaced with $X$.

$$
\left.\overline{\left(y: R_{y}\right)},(x: R), \overline{\left(z: R_{z}\right)}\right)\left[x \mapsto_{\mathrm{E}} \Delta / X\right]:=\overline{\left(y: R_{y}\right)}, \Delta, \overline{\left(z: R_{z}[x \mapsto X]\right)}
$$

Translating function definitions The translation procedure is purely syntactical and I will use the notation $\mathbb{\llbracket} \cdot \mathbb{\rrbracket}$ to stand for it. I use $\mathbb{\llbracket} \cdot \mathbb{\rrbracket}_{\mathrm{D}}$ for whole definitions, $\mathbb{[} \cdot \mathbb{\rrbracket}_{T}$ for case trees, and $\mathbb{I} \cdot \rrbracket_{B}$ for branches.

A whole definition $D$ given by case trees is translated to pattern clauses as follows.

$$
\llbracket f=\overline{\lambda(x: R)} \cdot T \|_{D}:=\llbracket \overline{(x: R)} \cdot\lfloor f\rfloor \bar{x}=T \rrbracket_{T}
$$

The intermediate step $\llbracket \Pi . P=T \rrbracket_{T}$ has three inputs, an environment of pattern variables $\Pi$, a pattern $P$, and a case tree $T$, and it returns a sequence of pattern clauses.

Translation of case tree leaves, where $R$ is a term, is straightforward - we form a pattern clause using the given inputs.

$$
\llbracket \Pi . P=R \rrbracket_{\mathrm{T}}:=\Pi . P=R
$$

Translation of case splits concatenates translations of the individual branches, which themselves return sequences of clauses. (Splits with a single branch are translated
using a rule given further below.)

$$
\llbracket \text { П. } P=\left(\text { case } x \text { of }{\overline{B_{i}}}^{i \in 1 . n}\right) \rrbracket_{\mathrm{T}}:=\operatorname{ConCAT}\left({\overline{\llbracket \Pi . P=\left(x \mid B_{i}\right) \rrbracket_{\mathrm{B}}}}^{i \in 1 . . n}\right) \quad \text { if } n>1
$$

Translation of ordinary case branches is given by the following rule.

$$
\begin{align*}
& \llbracket \Pi . P=(x \mid c \overline{(y: R)} \Rightarrow T) \|_{\mathrm{B}}  \tag{7.1}\\
& \quad:=\llbracket \Pi\left[x \mapsto_{\mathrm{E}} \overline{(y: R)} / c \bar{y}\right] \cdot P\left[x \mapsto_{\mathrm{P}} c \bar{y}\right]=T \|_{\mathrm{T}}
\end{align*}
$$

Translation of forced case branches is given by he following rule, where $R^{\prime}$ is the term to which the pattern is forced. The binding of $x$ is replaced with the empty sequence $\emptyset$, which means it is deleted and all occurrences of $x$ to the right of the binding are replaced with $R^{\prime}$.

$$
\begin{equation*}
\llbracket \Pi . P=\left(x \mid\left[R^{\prime}\right] \Rightarrow T\right) \rrbracket_{\mathrm{B}}:=\llbracket \Pi\left[x \mapsto_{\mathrm{E}} \emptyset / R^{\prime}\right] \cdot P\left[x \mapsto_{\mathrm{P}}[R]\right]=T \rrbracket_{\mathrm{T}} \tag{7.2}
\end{equation*}
$$

Finally, if the pattern is covering, single-branch trees are translated specially using forced constructors. If the pattern is not covering, we must use rule 7.1 here instead.

$$
\begin{align*}
& \llbracket \Pi . P=(\text { case } x \text { of } c \overline{(y: R)} \Rightarrow T) \rrbracket_{\mathrm{T}} \\
& :=\llbracket \Pi\left[x \mapsto_{\mathrm{E}} \overline{(y: R)} / c \bar{y}\right] . P[x \mapsto \mathrm{P}\lceil c\rceil \bar{y}]=T \rrbracket_{\mathrm{T}} \tag{7.3}
\end{align*}
$$

Translation of a case branch involves substitution into the pattern variable environment and into the pattern, as defined in Definitions 7.2 and 7.1. This corresponds to validation of internal nodes of split trees, as defined by Goguen, McBride and McKinna [GMM06], and they even use the same notion of substitution into the environment of pattern variables.

### 7.2.3.3 Choice of scoping of inspected variables

In the translation, as defined above, case inspection of a variable entirely eradicates this variable from the context and any patterns that might refer to it, and does not substitute for it in the case tree on the RHS.

In practice, this means that we cannot refer to the variable from any leaf of the case tree that lies below the case split - if we do, the resulting pattern clause will contain a reference to an unbound variable.

I found this choice the easiest to reason about but there are two other choices.

Direct references We could modify the environment substitution rule in Definition 7.2 to not remove the binding for $x$.

$$
\left(\overline{\left(y: R_{y}\right)},(x: R), \overline{\left(z: R_{z}\right)}\right)\left[x \mapsto_{\mathrm{E}} \Delta / X\right]:=\overline{\left(y: R_{y}\right)},(x: R), \Delta, \overline{\left(z: R_{z}[x \mapsto X]\right)}
$$

This would allow an efficient implementation of as-patterns, as introduced in Haskell [Jon03], by allowing the leaves to refer directly to the individual pattern variables.

In the translation process and in the resulting pattern clauses, this approach would probably require explicit bookkeeping of all variables that are both referred to directly and also case-split, most likely as explicit as-patterns.

Substitution on the RHS We could also modify the translation rules given by Equations 7.1, 7.2 and 7.3 to also substitute for $x$ in the tree $T$ on the RHS. Equation 7.1 would be changed as follows.

$$
\begin{aligned}
& \llbracket \Pi . P=(x \mid c \overline{(y: R)} \Rightarrow T) \|_{\mathrm{B}} \\
& :=\llbracket \Pi\left[x \mapsto_{\mathrm{E}} \overline{(y: R)} / c \bar{y}\right] . P\left[x \mapsto_{\mathrm{P}} c \bar{y}\right]=T[x \mapsto c \bar{y}] \|_{\mathrm{T}}
\end{aligned}
$$

Equations 7.2 and 7.3 would change accordingly.
This has the effect of replacing all references to the scrutinised variable in the leaves of the case tree with their discovered value.

Consequences and erasure I choose to disallow such references entirely - it is easy to reason about and simple to explain ("you cannot refer to such variables").

If we choose to allow references to inspected pattern variables, we need to choose which operational semantics they should have. This might bring potential surprise to programmers who might be expecting a different choice.

This is especially important because the two approaches I listed above differ significantly from the point of view of erasure. Consider the following pattern clause coming from a definition of vlen : $(n: \mathbb{N}) \rightarrow$ Vect $n a \rightarrow \mathbb{N}$.

$$
\text { vlen } n @[Z] \text { Nil }=n
$$

In this pattern clause, we bind $n$ using as-patterns to the expression that turns out to be forced to Z .

Using the "direct reference" semantics, this function simply returns its first (explicit) argument, which means that this argument is necessarily used and cannot be erased.

Using the "substitution" semantics, the RHS would be rewritten to Z, which does not use the first argument of vlen, which can then be erased.

If we can evaluate case trees directly, we need to align the semantics of this translation to the actual semantics that we define for evaluation of case trees.

### 7.2.3.4 Impossible branches

Goguen, McBride and McKinna [GMM06] show that case trees need to contain explicit nodes standing for impossible cases if we want to keep checking decidable.

Such nodes would translate to impossible pattern clauses, as found in the definition of Idris.

### 7.2.3.5 Syntax sugar

Let us extend the syntax for constructor branches with an arbitrary (possibly zero) number of equalities of the form $\mid x^{\prime}=R^{\prime}$.

$$
\begin{array}{rl}
B::=c & c \overline{(x: R)} \overline{\mid x^{\prime}=R^{\prime}} \Rightarrow T \\
& \mid \quad[R] \Rightarrow T
\end{array}
$$

Extended case branches desugar into the original syntax using the following rule.

$$
\begin{gathered}
c \overline{(x: R)}\left|x_{1}^{\prime}=R_{1}^{\prime} \ldots\right| x_{n}^{\prime}=R_{n}^{\prime} \Rightarrow T \\
\Downarrow \\
c \overline{(x: R)} \Rightarrow \text { case } x_{1}^{\prime} \text { of } \\
{\left[R_{1}^{\prime}\right] \Rightarrow \cdots \text { case } x_{n}^{\prime} \text { of }} \\
\quad\left[R_{n}^{\prime}\right] \Rightarrow T
\end{gathered}
$$

We could interpret these equalities as explicit substitutions coming from unification.

### 7.2.3.6 Example

Let us translate the following case tree. This time, I will elaborate the function fully, including the type argument $a$.

```
vlen \(:(a:\) Type \() \rightarrow(n: \mathbb{N}) \rightarrow\) Vect \(n a \rightarrow \mathbb{N}\)
vlen \(=\lambda(a:\) Type \()(n: \mathbb{N})(x s:\) Vect \(n a)\).
    case \(x s\) of
        Nil ( \(a^{\prime}\) : Type)
            | \(n=Z\)
            | \(a^{\prime}=a\)
            \(\Rightarrow\) Z
            (::) \(\left(a^{\prime}:\right.\) Type \()\left(n^{\prime}: \mathbb{N}\right)(x: a)\left(x s^{\prime}:\right.\) Vect \(\left.n^{\prime} a\right)\)
            | \(a^{\prime}=a\)
            \(\Rightarrow\) case \(n\) of
                \(S\left(n^{\prime \prime}: \mathbb{N}\right)\)
                    | \(n^{\prime}=n^{\prime \prime}\)
                    \(\Rightarrow S\left(\right.\) vlen \(\left.a n^{\prime \prime} x s^{\prime}\right)\)
```

After desugaring, we can run the translation procedure. Some of the intermediate states of translation are outlined in the comments in Figure 7.1. We finally obtain the

```
vlen : \((a:\) Type \() \rightarrow(n: \mathbb{N}) \rightarrow\) Vect \(n a \rightarrow \mathbb{N}\)
vlen \(=\lambda(a:\) Type \()(n: \mathbb{N})(x s:\) Vect \(n a)\).
    \(— \llbracket(a: T y p e)(n: \mathbb{N})(x s: V e c t n a) .\left\lfloor\right.\) vlen」a \(n x s=\ldots \rrbracket_{T}\)
    case \(x\) s of
        Nil ( \(a^{\prime}\) : Type)
        | \(n=Z\)
        | \(a^{\prime}=a\)
        \(-\llbracket(a:\) Type \() .\lfloor\) vlen \(\rfloor a[Z](\operatorname{Nil}[a])=Z \rrbracket_{T}\)
        \(\Rightarrow\) Z
    \((::)\left(a^{\prime}:\right.\) Type \()\left(n^{\prime}: \mathbb{N}\right)(x: a)\left(x s^{\prime}:\right.\) Vect \(\left.n^{\prime} a\right)\)
        | \(a^{\prime}=a\)
        \(-\llbracket\left(\begin{array}{l}(a: \operatorname{Type})(n: \mathbb{N})\left(n^{\prime}: \mathbb{N}\right)(x: a)\left(x s^{\prime}: \text { Vect } n^{\prime} a\right) . \\ \lfloor\text { vlen }\rfloor \operatorname{an}\left((::)[a] n^{\prime} x x s^{\prime}\right)=\ldots\end{array} \|_{T}\right.\)
        \(\Rightarrow\) case \(n\) of
            \(\mathrm{S}\left(n^{\prime \prime}: \mathbb{N}\right)\)
                | \(n^{\prime}=n^{\prime \prime}\)
                \(-\left\|\begin{array}{c}(a: \text { Type })\left(n^{\prime \prime}: \mathbb{N}\right)(x: a)\left(x s^{\prime}: \text { Vect } n^{\prime \prime} a\right) . \\ \quad \text { vlen } a\left(\lceil S\rceil n^{\prime \prime}\right)\left((::)[a]\left[n^{\prime \prime}\right] x x s^{\prime}\right)=S\left(\text { vlen } a n^{\prime \prime} x s^{\prime}\right)\end{array}\right\|_{T}\)
                \(\Rightarrow S\left(\right.\) vlen \(\left.a n^{\prime \prime} x s^{\prime}\right)\)
```

Figure 7.1: Selected intermediate states of translation of the case tree to pattern clauses.
following sequence of pattern clauses.

```
vlen : \((a:\) Type \() \rightarrow(n: \mathbb{N}) \rightarrow\) Vect \(n a \rightarrow \mathbb{N}\)
vlen \(a \quad[\mathrm{Z}] \quad(\mathrm{Nil}[a]) \quad=\mathrm{Z}\)
vlen \(a\left(\lceil\mathrm{~S}\rceil n^{\prime \prime}\right)\left((::)[a]\left[n^{\prime \prime}\right] x x s^{\prime}\right)=\mathrm{S}\left(\right.\) vlen \(\left.a n^{\prime \prime} x s^{\prime}\right)\)
```

Note that the length index in the recursive call, $n^{\prime \prime}$, is projected out of the length argument, rather than the vector constructor, exactly as specified in the original case tree.

Also note that the length index [Z] in the first clause is a forced pattern, while [S] in the second clause is a forced constructor. We could make Z a forced constructor, too, if we matched on it with a single-branch case tree. For illustration, I chose it to be a forced pattern.

### 7.2.4 Type checking case trees

When type checking case trees, we cannot simply check that the pattern in each branch has the same type as the scrutinee because further matches may be necessary to provide missing evidence.

Chapter 5 describes how to type check pattern matching clauses. Since we can convert case trees to pattern clauses, we can check these instead of their corresponding case trees. However, more theoretical development is necessary to provide formal assurances that this approach is sound.

### 7.2.5 Summary

Case trees are an alternative to pattern matching clauses as a pattern matching facility of a language.

Case trees are more explicit and more operational and they would be a good component of a core language (Section 7.2.1).

We can check case trees without unification if they contain enough evidence of their type-correctness. Normally, the elaborator would perform unification and fill in the evidence so that the programmer does not have to do it. The evidence consists of the following.

- Explicit types in all binders.
- Explicit equalities in case branches (Section 7.2.3.5) or the equivalent case splits. Having the above, we can check case trees by converting them to pattern clauses.

Equivalence of case trees and pattern clauses Because there are procedures to translate pattern clauses to case trees [Aug85; Wad87a] and back (Section 7.2.3), both representations seem to be equivalent - if we extend pattern clauses with a sequence of pattern variable names to represent the order of inspection (and explicit marking of impossible cases), both representations should be convertible back and forth losslessly.

In the absence of an explicit order of inspection in pattern clauses, forced patterns and forced constructors assert that the corresponding case inspections should have exactly one branch, which guides the choice of inspection ordering in case tree elaboration.

Thus forced patterns and forced constructors contain just enough information to recover an inspection ordering that conforms to the desired erasure pattern but do not determine it completely.

Uniqueness of type annotations In the trees-to-clauses translation, as stated above, some pattern variable binders do not survive the translation process and are substituted for by forced patterns. These binders can be annotated with arbitrary (even nonsensical) types without changing the result of the translation.

Translation from pattern clauses to case trees then cannot fill in the types of these binders (syntactically) since this information is not contained in pattern clauses. In order to achieve complete equivalence, we would have to address this, possibly by requiring explicit type annotations for forced patterns in pattern clauses.

Soundness Further work should establish the soundness of this approach formally.

### 7.3 Erasure polymorphism

The calculus $\mathrm{TT}_{\star}$, as presented so far, has a disadvantage: each function and each data constructor has a fixed erasure pattern. While the programmer can leave annotation
up to erasure inference, once annotations are inferred, they must be the same across the whole program for any given name.

It would be useful to have a mechanism that would allow us to use the same entity with different erasure patterns in different contexts, while still making sure that the program is consistent.

### 7.3.1 Erasure-polymorphic functions

Consider the program in Figure 7.2.

```
let
    apply \(:((x: \mathbb{N}) \rightarrow \mathbb{N}) \rightarrow(y: \mathbb{N}) \rightarrow \mathbb{N}\)
    apply \(f y=f y\)
    const42 \(:(x: \mathbb{N}) \rightarrow \mathbb{N}\)
    const42 \(x=42\)
    id \(:(x: \mathbb{N}) \rightarrow \mathbb{N}\)
    id \(x=x\)
    expensive: \(\mathbb{N}\)
    expensive \(=\ldots\)
in
    T
```

Figure 7.2: Example of a program where erasure polymorphism of apply would be useful.

For $T=$ (id $3+$ const42 expensive), erasure inference will correctly notice that const42 does not use its argument, marking the expensive argument as erased.

However, if $T=$ (apply id $3+$ apply const42 expensive), erasure inference will not recognise expensive as erased, even though the program is "morally" the same as the previous one without apply.

This is not a shortcoming of inference. The problem is that there is no type of apply that would lead to erasure of expensive in this program while keeping it consistent, even if we annotate it manually. Indeed, the function apply could have one of the following two types:

- apply : $((x: \in \mathbb{N}) \rightarrow \mathbb{N}) \rightarrow(y: \mathbb{E} \mathbb{N}) \rightarrow \mathbb{N}$
- apply : $\left(\left(x:_{\mathrm{R}} \mathbb{N}\right) \rightarrow \mathbb{N}\right) \rightarrow\left(y:_{\mathrm{R}} \mathbb{N}\right) \rightarrow \mathbb{N}$

If we pick the former, apply id 3 will be inconsistent because the value 3 is used there. If we pick the latter, the system will fail to recognise that the argument expensive is unused in (apply const42 expensive). The inference algorithm presented in Chapter 6 will of course pick the safe/correct alternative.

Not erasing expensive is a problem that we would like to solve. Besides unnecessary evaluation (depending on the normalisation strategy), non-erasure of expensive might also (transitively) block erasure in other parts of the program.

### 7.3.1.1 Overview

The simplest way to achieve erasure polymorphism of any given definition is to make a copy of it every time it is referenced in the program. This works but is a bit wasteful.

Below, I describe the approach I took in my implementation, which consists of the following steps.

Inference During erasure inference, we duplicate only the type signatures and the constraints belonging to erasure-polymorphic definitions, which is sufficient to assign concrete erasure annotations to the whole program.

Specialisation For every definition, we create a copy for every unique erasure variant of it referenced from within the program.

This approach is then further discussed in Section 7.3.1.9 below.

### 7.3.1.2 Syntax

We extend the syntax of $\mathrm{TT}_{\star}$ terms with an extra expression form

$$
\{n: \text { term }\},
$$

where $\{n: \tau\}$ is a reference to an erasure instance of $n$ with type $\tau$. Here, we exploit the fact that $\tau$ contains erasure annotations, thus specifying which instance we need. In typical programs, the type is filled in by the elaborator, with erasure annotations usually left undefined, although the programmer can provide the type - and even the erasure annotations - partially or fully.

### 7.3.1.3 Inference

The erasure inference stage, which analyses the program in its $\mathrm{TT}_{\star}^{\text {evar }}$ form, changes only slightly. We add an inference rule for the newly introduced syntactic form:

$$
\begin{gathered}
\left(n:_{s} \sigma=b\right) \in \Gamma \quad \Gamma \vdash \operatorname{DeF}\left(n:_{s} \sigma=b\right) \mid \Delta \\
\frac{\Gamma \vdash \tau: \mathrm{E} \text { Type }\left|\Sigma \quad\left(s^{\prime}, \sigma^{\prime}, \Delta^{\prime}\right):=\operatorname{Freshen}(s, \sigma, \Delta) \quad \Gamma \vdash \sigma^{\prime} \approx \tau\right| \Psi}{\Gamma \vdash\{n: \tau\}:_{G} \tau \mid \Sigma \cup \Delta^{\prime} \cup \Psi \cup\left(G \rightarrow s^{\prime}\right)}
\end{gathered}
$$

The (meta-)function Freshen takes an erasure annotation, a type, and a set of constraints, and renumbers all evars within the triple so that multiple occurrences of the same evar get the same new number but that number does not occur anywhere else in the original program.

Although the "freshening" operation corresponds to duplication of the type signature of the referenced value as if the referenced value was declared repeatedly in the source code, its body is not duplicated at this stage - all we need to know for erasure inference is the erasure annotation $s^{\prime}$, the type $\sigma^{\prime}$ with evars contained within, and the relationships between the evars, captured by the set of constraints $\Delta^{\prime}$.

The type of definition $n$ is stored in the environment $\Gamma$. For erasure instantiation, it would be useful to store also the set of constraints for every definition in the environment to avoid recomputing it in every invocation of EInst. The syntax of definitions would thus be changed to ( $n:_{s}^{\Delta} \sigma=b$ ), where $\Delta$ is the associated set of constraints, but I do not address this formally here.

### 7.3.1.4 Solving erasure constraints

The resulting set of erasure constraints is solved exactly the same as without erasure polymorphism.

### 7.3.1.5 Annotation

The erasure annotation step does not change, either, and by substituting definite erasure flags $R$ and $E$ instead of evars, it translates the program from $T T_{\star}^{\text {evar }}$ to $T_{\star}^{R E}$.

### 7.3.1.6 Specialisation

At this stage, we create erasure-specialised copies of bodies of erasure-polymorphic functions, one for each unique erasure pattern, and we give them fresh names. All erasure instance references will then be changed to ordinary named references to the the appropriate copy, according to their requested erasure pattern.

Definition 7.3 (Erasure pattern). The erasure pattern of a type $\tau$ is the sequence of all erasure annotations occurring in $\tau$, in some order fixed in advance.

The erasure pattern of a function or a definition is the erasure pattern of its type.
If $\pi$ is an erasure pattern (i.e. a sequence of erasure annotations), then $\pi^{j}$ stands for the $j$-th annotation in the sequence.

In order to specialise a program, we need to recurse simultaneously on $P_{\text {evar }}$, the program before it was annotated, and $P_{\text {RE, }}$, the program after annotation. $P_{\text {RE }}$ is the program being specialised, while $P_{\text {evar }}$ provides "raw material": unspecialised function definitions. Specialisation produces a program in $\mathrm{TT}_{\star}^{\text {evar }}$.

Figure 7.3 shows the specialisation procedure. Since $P_{\text {evar }}$ and $P_{\text {RE }}$ are identical up to erasure annotations, it is sufficient to define specialisation only for pairs of terms that are equal up to erasure annotations. The only interesting rules are SpecInst and SpecLet.

SpecInst A reference to an erasure instance $\{n: \tau\}$ specialises to $n_{\pi}$, where $\pi$ is the erasure pattern of $\tau$. The name $n_{\pi}$ is a specific fresh name: we want to map

$$
\begin{aligned}
& \overline{\left[\frac{\text { Type }}{\overline{\text { Type }}}\right]=\text { Type }} \text { SpecType }_{\left[\frac{n}{n}\right]=n} \text { SpecRef } \\
& \frac{\left[\frac{\sigma_{\text {evar }}}{\sigma_{\text {RE }}}\right]=\sigma \quad\left[\frac{T_{\text {evar }}}{T_{\text {RE }}}\right]=T}{\left[\frac{\lambda n s_{\text {evar }} \sigma_{\text {evar }} \cdot T_{\text {evar }}}{\lambda n:_{\text {RE }} \sigma_{\text {RE }} \cdot T_{\text {RE }}}\right]=\lambda n:_{s_{\text {RE }}} \sigma . T} S_{\text {PECLAM }} \\
& {\left[\frac{\sigma_{\text {evar }}}{\sigma_{\mathrm{RE}}}\right]=\sigma \quad\left[\frac{T_{\text {evar }}}{T_{\mathrm{RE}}}\right]=T} \\
& \overline{\left[\frac{\left(n s_{\text {evar }} \sigma_{\text {evar }}\right) \rightarrow T_{\text {evar }}}{\left(n:_{\text {RE }} \sigma_{\text {RE }}\right) \rightarrow T_{\text {RE }}}\right]=\left(n:_{s_{\text {RE }}} \sigma\right) \rightarrow T} \\
& \frac{\left[\frac{F_{\text {evar }}}{F_{\mathrm{RE}}}\right]=F \quad\left[\frac{X_{\text {evar }}}{F_{\mathrm{RE}}}\right]=X}{\left[\frac{F_{\mathrm{evar}} \widehat{S_{\text {evar }}} X_{\mathrm{evar}}}{F_{\mathrm{RE}}^{\widehat{S_{\mathrm{RE}}}} X_{\mathrm{RE}}}\right]=F_{\widehat{S_{\mathrm{RE}}}} X} S_{\text {PECAPP }} \\
& \frac{\pi:=\operatorname{ErasureP} \operatorname{Pattern}\left(\tau_{\text {RE }}\right)}{\left[\frac{\left\{n: \tau_{\text {evar }}\right\}}{\left\{n: \tau_{\text {RE }}\right\}}\right]} \text { SpecInst }
\end{aligned}
$$

$$
\begin{aligned}
& =\text { let } n:_{\text {sRE } \sigma}=b \text { in } \\
& \text { let } \operatorname{Instantiate~}_{\pi_{1}}\left(n: s_{\text {evar }} \sigma_{\text {evar }}=b_{\text {evar }}\right) \text { in } \\
& \text { let } \operatorname{InSTANTIATE}_{\pi_{k}}\left(n:_{\mathrm{s}_{\text {evar }}} \sigma_{\text {evar }}=b_{\text {evar }}\right) \text { in } \\
& T
\end{aligned}
$$

Figure 7.3: Erasure specialisation

$$
\begin{aligned}
& r_{[\rho \mapsto \pi]}= \begin{cases}\mathrm{R} & \text { if } r=\mathrm{R} \\
\mathrm{E} & \text { if } r=\mathrm{E} \\
\pi^{j} & \text { if } r=i \text { and } \exists j . \rho^{j}=i \\
\operatorname{Fresh}(i) & \text { if } r=i \text { and } \nexists j \cdot \rho^{j}=i\end{cases} \\
& \frac{\left.\rho:=\operatorname{ErasurePattern}(\sigma)^{\operatorname{Instantiate}_{\pi}(n: s=b)=\left(n_{\pi}: s\right.} \sigma=b\right)_{[\rho \mapsto \pi]}}{} \operatorname{InstDef}
\end{aligned}
$$

Figure 7.4: Instantiation of definitions
identical erasure patterns of the same definition $n$ to the same name but we assume that this name does not clash with anything else.

SpecLet In a let binding of name $n$, we must specialise the definition of $n$ for all its erasure patterns that occur in the (already specialised!) body $T$. We assume that these patterns form an (arbitrarily ordered) sequence $\left\{\pi_{i}\right\}_{i=1}^{k}$.
For each $i$, we instantiate the definition ( $n: s_{\text {evar }}=b_{\text {evar }}$ ) according to the given erasure pattern $\pi_{i}$.

Observation 7.1. In SpecInst, $\pi$ is the erasure pattern of $\tau_{\text {RE }}$, which does not contain evars. Thus $\pi$ is a sequence of only $R$ and $E$ and does not contain evars.

Instantiation of definitions Instantiation of definitions is shown in Figure 7.4. Rule InstDef defines the function Instantiater, which specialises the given definition $d$ to $d_{[\rho \mapsto \pi]}$, changing its erasure pattern from $\rho$ to $\pi$.

For a definition $d$, the operation $d_{[\rho \mapsto \pi]}$ is defined as the replacement of each erasure annotation $r$ in the definition with $r_{[\rho \mapsto \pi]}$, where $r_{[\rho \mapsto \pi]}$ is defined in Figure 7.4.

If we cache constraints in the environment, we have to keep the set of constraints $\Delta_{[\rho \mapsto \pi]}$ in the specialised definition. Although the type signature no longer contains evars and thus does not need a set of constraints to relate them, the body of the specialised definition might.

Generating fresh evars In the definition of $r_{[\rho \mapsto \pi]}$, the (meta-) function $\operatorname{Fresh}(i)$ generates a fresh evar that is globally unique but tied to $i$ so that other occurrences of evar $i$ are replaced with the same fresh evar.

Since $\pi$ contains only R and E but no evars, this is the only place where evars are introduced in the specialised program.

Uniqueness of instantiation In the third branch of the definition of $r_{[\rho \mapsto \pi]}$, we replace evar $i$ with $\pi^{j}$ if $\rho^{j}=i$. The choice of $j$ might not be unique if evar $i$ is repeated in the erasure pattern $\rho$-but that cannot happen because evars in terms are uniquely numbered by the mapping from $\mathrm{TT}_{\star}^{\bullet}$ to $\mathrm{TT}_{\star}^{\text {evar }}$.

Observation 7.2. The newly created specialisations do not contain evars in their types.

Proof. All erasure annotations in the type of an unspecialised definition are contained in $\rho$, by definition of $\rho$ in Figure 7.4. Therefore the fourth, fresh-evar-generating branch of the definition of $r_{[\rho \mapsto \pi]}$ is never applicable.

### 7.3.1.7 Iteration

After annotation and before specialisation, the program was expressed in $\mathrm{TT}_{\star}^{\mathrm{RE}}$ and all erasure annotations were either R or E. However, the specialisation step produces programs in $\mathrm{TT}_{\star}^{\text {evar }}$ - it may introduce new evars by copying (and freshening) the bodies of erasure-polymorphic functions. If after specialisation, there are still evars left in the program, we need to repeat the inference-solving-annotation-specialisation sequence, until there are no evars left, in which case we have a $\mathrm{TT}_{\star}^{\mathrm{RE}}$ program.

Each iteration of inference, annotation, and specialisation may create several new copies of let-bound definitions and it may not be obvious that this process terminates. However, we can observe the following.

- Only definitions with evars in their types may be specialised, and specialisations do not contain evars in their types (Observation 7.2) so they cannot generate new specialised definitions.
- The number of different specialisations of a function is bounded by $2^{n}$, where $n$ is the number of evars in its type (Observation 7.1).
- If a specialisation step does not create a new instance, there resulting program can be expressed in $\mathrm{TT}_{\star}^{\mathrm{RE}}$ and does not contain evars. In such a case, the iteration terminates.

Therefore, the total number of all possible erasure specialisations in the program is bounded because the set of specialisable functions is fixed in advance and each specialisable function has a bounded number of specialisations. Each iteration strictly increases the number of specialisations present in the program, and the iteration will therefore eventually terminate.

The output of this stage is a program in $\mathrm{TT}_{\star}^{\mathrm{RE}}$.

### 7.3.1.8 Checking

After specialisation, the program is an ordinary $\mathrm{TT}_{\star}^{\mathrm{RE}}$ program using no erasure polymorphism since all polymorphism has been translated into use of specialised erasure instances. We can just check and further compile this program as any other $\mathrm{TT}_{\star}^{\mathrm{RE}}$ program.

### 7.3.1.9 Discussion

Erasure constraints as part of type signatures Erasure polymorphism suggests that erasure constraints are actually a part of a type signature ${ }^{3}$. The type alone may

[^17]contain yet undefined erasure annotations represented as evars. Therefore a type with evars needs to come with a set of constraints that relates the evars in the type and describes which concrete valuations of them are erasure-consistent with the body of the definition.

For example, a reasonable type signature for apply would be as follows ${ }^{4}$.
apply $:_{\mathrm{R}}\{a: \mathrm{E}$ Type $\} \rightarrow\left\{b:_{\mathrm{E}}\right.$ Type $\} \rightarrow\left(f:_{\mathrm{R}}\left(x:_{r} a\right) \rightarrow b\right) \rightarrow\left(y:_{s} a\right) \rightarrow b \mid r \leftrightarrow t \cup t \rightarrow s$ apply $f y=f_{\widehat{t}} y$ - pattern variable bindings omitted

The above type signature can be equivalently represented as a set of three signatures that are erasure-consistent with the definition of apply.

1. apply : $:_{\mathrm{R}}\left\{a: \mathrm{E}_{\mathrm{E}}\right.$ Type $\} \rightarrow\{b: \mathrm{E}$ Type $\} \rightarrow\left(f:_{\mathrm{R}}(x: \mathrm{E} a) \rightarrow b\right) \rightarrow(y: \mathrm{E} a) \rightarrow b$
2. apply $:_{\mathrm{R}}\{a: \mathrm{E}$ Type $\} \rightarrow\left\{b:_{\mathrm{E}}\right.$ Type $\} \rightarrow\left(f:_{\mathrm{R}}(x: \mathrm{E} a) \rightarrow b\right) \rightarrow\left(y:_{\mathrm{R}} a\right) \rightarrow b$
3. apply $: \mathrm{R}_{\mathrm{R}}\{a: \mathrm{E}$ Type $\} \rightarrow\{b: \mathrm{E}$ Type $\} \rightarrow\left(f:_{\mathrm{R}}(x: \mathrm{R} a) \rightarrow b\right) \rightarrow(y: \mathrm{R} a) \rightarrow b$

Thus in the same way as the (type-) polymorphic function id : $a \rightarrow a$ has a type signature that mandates that the input and output type of id must be equal but otherwise arbitrary, the type signature of apply mandates that $y$ must not be erased if $x$ isn't.

Runtime interfaces Each of the above three variants has a different interface at runtime: the first one erases to the identity function, the second one erases to the constant function, and only the third one erases to a function that we would normally call apply.

This means that we cannot have one runtime function that would combine the functionality of all three - we need to create specialised copies. It also means that we cannot generate code for calling erasure-polymorphic functions until we have decided on the particular erasure pattern to use in the call.

Separate compilation The good news is that the interface of a function is still fully determined by its type signature, which, as we have established above, includes the corresponding erasure constraints. Even if the function has not been specialised yet, we can still deduce the type and thus the runtime interface of any specialisation of it.

When performing separate compilation by modules, we can produce all (consistent) specialisations in advance (usually not many, see below) and then export the polymorphic type signature together with the names and erasure patterns of its specialisations.

[^18]We could also defer code generation for erasure-polymorphic functions by exporting unspecialised definitions together with their polymorphic type signatures, relying on users to instantiate them with specific erasure patterns.

Finally, we could also take a middle-ground approach - specialise in advance only if the number of specialisations is small, or specialise only for the erasure patterns likely to be used, including the unspecialised definition in case the caller needs an erasure pattern that has not been provided.

Constraint reduction If we are interested only in the interface of a function, we are interested only in the evars in its type. We could therefore implement constraint reduction that removes evars that do not appear in the type.

For example, in the above example with apply (Listing 7.4), the evar $t$ does not appear in the type and the constraint set $\{r \leftrightarrow t, t \rightarrow s\}$ could be reduced to $\{r \rightarrow s\}$ without changing the meaning of the type signature.

Therefore, if a module exports a polymorphic type signature, it may be beneficial to reduce the set of constraints in this way before exporting it.

For instantiation of an erasure-polymorphic function however, we need a set of constraints that addresses also the evars found in the body. We therefore cannot reduce any evars away but depending on the representation of constraint sets in the implementation, there might be space for optimisation without removing evars.

Alternative representations of constraint sets Besides the presented representation of constraint sets as a collection of Horn clauses, there are other representations that might be useful in different cases.

My implementation represents a constraint set as a finite map from finite sets of erasure annotations to finite sets of erasure annotations. Instead of the form $G \rightarrow r$, I use the form $G \rightarrow R$ where $R$ is the set of all annotations $r$ implied by $G$. Unit propagation is easy because finding the set $R$ belonging to $G=\emptyset$ is trivial. This representation also eliminates duplication of constraints.

Another possible representation of constraints is extensional. If there are many constraints but only a few consistent erasure patterns, it might be easier to simply list all consistent erasure patterns. Instead of a logic program, we would list all its models. This can also be seen as expressing the constraints in DNF.

Erasure-polymorphic recursion For simplicity of presentation, I tacitly ignored erasure-polymorphic recursion in Section 7.3.1.7.

If a program contains erasure-polymorphic recursion, we may need to iterate specialisation several times but we also need a way to keep the unspecialised definitions in their $\mathrm{TT}_{\star}^{\text {evar }}$ forms. These are not preserved in the program by the specialisation procedure presented in Section 7.3.1.7.

A related problem is that different specialisations of a single function might end up being mutually recursive.

My implementation mostly ignores this issue and does not keep the original function in its fully unspecialised form, leading to potentially reduced polymorphism in erasure-polymorphic recursion. It also rejects any program that would require mutual recursion.

A more thorough implementation would deal with both issues properly, perhaps using the ideas introduced in Section 7.3.1.10, especially the approach that does not require further extensions to $T T_{\star}$.

Extra syntax For erasure polymorphism of functions, we introduced extra syntax all erasure-polymorphic functions must now be referenced using the notation $\{f: \tau\}$. This may look burdensome but this notation can be easily filled in by the elaborator. Specialisation removes all erasure-polymorphic references.

Implementation of specialisation To reduce its time complexity, my implementation of specialisation (Figure 7.3) is a function that returns both the specialised code and the set of erasure instances referenced in it. This allows an efficient implementation of SpecLet.

Output of specialisation is monomorphic Erasure specialisation translates erasure polymorphism into erasure monomorphism. This is very good because we can support erasure polymorphism without extending our core core language, $\mathrm{TT}_{\star}^{\mathrm{RE}}$.

Erasure specialisation is therefore a form of elaboration, just like erasure inference.
Bound on number of erasure instances I claim that the number of (useful) erasure instances of an erasure-polymorphic function is not only bounded by $2^{n}$, where $n$ is the number of evars in its type, but further bounded by $2^{m}$, where $m$ is the number of evars on binders in positive positions in the type.

Note that for first-order functions, whose types do not contain binders in positive positions, $m=0$.

This claim stems from the following observations.

- In an erasure-consistent program, dependencies between erasure annotations respect data dependencies: if there is data flow from $a$ to $b$, then $a$ must be retained at least as much as $b$.
- When looking at a single function, we can divide the binders in its type into inputs (binders in negative positions) and outputs (binders in positive positions).
- For each function, data flows from its inputs to its outputs.
- Data flow is monotonic: removal of data flow between $a$ and $b$ will not $c r e a t e ~ m o r e ~$ data flow elsewhere; it can only (transitively) remove data flow. This corresponds to the absence of negation in erasure constraints.

The above means that usage of the data flowing in through the inputs of a function is determined by usage of the data flowing out through outputs of the function, and by the plumbing - the body of the function.

For example, in the case of apply in Listing 7.4, $y$ is bound in a negative position and is therefore an input, while $x$ is bound in a positive position and is therefore an output. This agrees with the set of constraints $\{r \rightarrow t, t \rightarrow s\}$, which illustrates that the (minimal) retention of $s$ is determined by the retention of $r$.

Therefore, the two useful specialisations of apply are those where $r=\mathrm{E}, s=\mathrm{E}$ or $r=\mathrm{R}, s=\mathrm{R}$.

We could use the erasure pattern $r=\mathrm{E}, s=\mathrm{R}$ but intuitively, that wastes the opportunity to erase $y$. This can be made more formal.

Definition 7.4 (Tightness of erasure patterns). Let $L$ be the (complete) lattice $E<R$, as defined in Section 6.1.2. Let $N$ be the set of names bound in the type of a definition. Let $p:\{+,-\}^{N}$ represent the polarity of these names, where " + " stands for positive positions (outputs) and " - " stands for negative positions (inputs). This splits $N$ into $N_{+}:=\left\{n \in N \mid p^{n}=+\right\}$ and $N_{-}:=\left\{n \in N \mid p^{n}=-\right\}$. Let $\pi, \rho: L^{N}$ be two erasure patterns of the definition.

I will write $\pi^{n}$ instead of $\pi(n)$ in order to stay consistent with the notation of erasure patterns introduced previously.

Then we can compare the looseness and tightness of $\pi$ and $\rho$ using the relation $\leq$.

$$
\pi \leq \rho:=\bigwedge_{n \in N}\left\{\begin{array}{l}
\pi^{n} \leq \rho^{n} \text { if } n \in N_{-} \\
\pi^{n} \geq \rho^{n} \text { if } n \in N_{+}
\end{array}\right.
$$

We say that $\pi$ is tighter than $\rho$ if the above holds strictly: $\pi<\rho$. We can also say that $\rho$ is looser than $\pi$.

Claim 7.1 (Loosening and consistency). If $\pi \leq \rho$ are erasure patterns of a definition and $\pi$ is consistent, then $\rho$ is also consistent. Consistent erasure patterns thus form an upper set in ( $L^{N}, \leq$ ).

As an example, the erasure patterns of apply form the structure shown in Figure 7.5. The bottom pattern is too tight and thus inconsistent (marked by $\boldsymbol{X}$ ). I am going to claim that the top pattern is, conversely, too loose, even if consistent (marked by $\checkmark$ ).

Definition 7.5 (Tight and loose erasure patterns). For a given definition, its erasure pattern is tight if there is no tighter erasure pattern for that definition that would be erasure consistent. Otherwise, the erasure pattern is loose.

Claim 7.2 (Loose erasure patterns are wasteful). For any definition, if its erasure pattern $\pi$ is consistent but loose, there is a pattern $\rho<\pi$ that is:

- (strictly) tighter than $\pi$;
- consistent;


Figure 7.5: Erasure patterns of apply by tightness

- agrees with $\pi$ on $N_{+}$.

In other words, we can produce the same output consuming strictly fewer resources.
Claim 7.3. For any definition, if both $\pi$ and $\rho$ are tight and consistent erasure patterns and they agree on $N_{+}$, then $\pi=\rho$.

Claim 7.4. Erasure inference presented in this dissertation produces tight and consistent erasure patterns.

Therefore, the set of up to $2^{n}$ erasure patterns, where $n \leq|N|$ is the number of evars in the type of any given definition, collapses by tightening of loose and wasteful patterns into a set of $2^{m}$ erasure patterns, where $m=\left|N_{+}\right|$is the number of positively bound output names.

Erasure inference will pick one of the $2^{m}$ erasure patterns and it is therefore usually sufficient to generate just these instances. However, the programmer can still request a loose erasure pattern using explicit annotations and the compiler should be able to deal with this case by using a possibly less efficient fallback strategy, such as instantiation on demand.

Richer lattices of erasure annotations Although this is outside of the scope of this dissertation, the principles shown here should be directly adaptable for any complete lattice of erasure annotations, not just $\mathrm{E}<\mathrm{R}$ (Section 9.2.1.11).

### 7.3.1.10 Explicit erasure quantification

An interesting direction of research might be a calculus that would allow quantification over erasure annotations as over any other value, using a special type $\mathcal{R}$ with two values, $\mathrm{E}: \mathcal{R}$ and $\mathrm{R}: \mathcal{R}$.

While this is already implementable in $\mathrm{TT}_{\star}$ without any extensions (see below), it might be interesting (and possibly more efficient) to have a direct support in the programming language.

With erasure quantification, the following $\mathrm{TT}_{\star}$ function,

```
apply: \(\{a:\) Type \(\} \rightarrow\{b:\) Type \(\} \rightarrow(f:(x: a) \rightarrow b) \rightarrow(x: a) \rightarrow b\)
apply \(f x=f x\)
```

would be expressed in this hypothetical calculus as follows.

$$
\begin{array}{rl}
\text { apply }: & \{a: \mathrm{E} \text { Type }\} \rightarrow\left\{b:_{\mathrm{E}} \text { Type }\right\} \rightarrow(r: \mathrm{R} \mathcal{R}) \\
& \rightarrow\left(f:_{\mathrm{R}}\left(x:_{r} a\right) \rightarrow b\right) \rightarrow\left(x:_{r} a\right) \rightarrow b \\
\text { apply } r & f x=f_{\widehat{r}} x
\end{array}
$$

The above would then elaborate to the following.

$$
\begin{aligned}
& \text { apply : }\{a: \mathrm{E} \text { Type }\} \rightarrow\{b: \mathrm{E} \text { Type }\} \rightarrow(r: \mathrm{R} \mathcal{R}) \\
& \rightarrow\left(f: \mathrm{R}\left(x:_{r} a\right) \rightarrow b\right) \rightarrow\left(x:_{r} a\right) \rightarrow b \\
& \text { apply } \mathrm{E} f x=f_{\widehat{E}} x \\
& \text { apply } \mathrm{R} f x=f_{\widehat{R}} x
\end{aligned}
$$

Finally, this would erase into the following function.

```
apply E f =f
apply R f x = f x
```

Perhaps surprising is the annotation R in the binding $\left(r:_{\mathrm{R}} \mathcal{R}\right)$. It turns out that it makes sense to make erasure annotations retained in erasure-polymorphic functions, as this will automatically choose the desired erasure variant.

Target for erasure polymorphism This is therefore an alternative to duplication/copying, as presented in Section 7.3.1.6, because it eliminates the problem of erasure-polymorphic recursion elaborating into mutual recursion (Section 7.3.1.9).

Note that we do not need to extend our calculus to use this approach to elaborate erasure polymorphism. Instead of using the quantified erasure variables as erasure annotations, which requires special support from the calculus, we can define a separate type function, which does not.

In the case of apply, the elaboration would look like the following.

```
applyTy : \((r: \mathrm{R} \mathcal{R}) \rightarrow\) Type
applyTy \(\mathrm{E}=\{a: \mathrm{E}\) Type \(\} \rightarrow\{b: \mathrm{E}\) Type \(\} \rightarrow\left(f:_{\mathrm{R}}(x: \mathrm{E} a) \rightarrow b\right) \rightarrow(x: \mathrm{E} a) \rightarrow b\)
applyTy \(\mathrm{R}=\{a: \mathrm{E}\) Type \(\} \rightarrow\{b: \mathrm{E}\) Type \(\} \rightarrow\left(f:_{\mathrm{R}}\left(x:_{\mathrm{R}} a\right) \rightarrow b\right) \rightarrow\left(x:_{\mathrm{R}} a\right) \rightarrow b\)
apply: \((r: R \mathcal{R}) \rightarrow\) apply Ty \(r\)
apply \(\mathrm{E} f x=f_{\widehat{\mathrm{E}}} x\)
apply \(\mathrm{R} f x=f_{\hat{\mathrm{R}}} x\)
```

Note that the above program can be expressed in $\mathrm{TT}_{\star}$ already and no extensions are needed.

Finally, also note that this approach is similar to simulating mutual recursion, as shown in Section 2.2.4.3. This also means that the "switch" argument that chooses the erasure variant need not have the type $\mathcal{R}$ - if there are several variants, we can
split on a custom special-purpose ADT with just the right number of constructors (possibly indexed with erasure annotations).

### 7.3.1.11 Conclusions

The most important conclusions of this section are the following.

- It is useful to think about erasure constraints as part of a type signature.
- Specialisation elaborates erasure polymorphism into a fully monomorphic form expressed in $\mathrm{TT}_{\star}^{\mathrm{RE}}$, our core calculus.
- Erasure polymorphism does not stand in the way of separate compilation, although a bit of care needs to be taken.
- The number of useful erasure patterns (and thus instances) of an erasurepolymorphic function depends on the number of evars only at names bound in positive positions in the type. For first-order functions, there is only one useful erasure pattern.


### 7.3.2 Erasure-polymorphic type families

Consider the following program, which is inspired by a real issue that arose in the standard library of Idris after implementing erasure. The program below defines the function filter whose type guarantees that all elements that survive filtering satisfy the given predicate. The type constructor Dec implements the notion of decidable predicates (Section 2.2.2.2), and the type constructor Sigma implements dependent pairs.

```
data Sigma: \((a:\) Type \() \rightarrow(a \rightarrow\) Type \() \rightarrow\) Type where
    \(():,(x: a) \rightarrow p x \rightarrow\) Sigma a \(p\)
data All : \((a \rightarrow\) Type \() \rightarrow\) List \(a \rightarrow\) Type where
    \(\mathrm{Nil}_{\mathrm{A}}:\) All \(p \mathrm{Nil}\)
    \((:: \mathrm{A}): p x \rightarrow\) All \(p x s \rightarrow\) All \(p(x:: x s)\)
filter : \((\operatorname{dec} P:(x: a) \rightarrow \operatorname{Dec}(p x)) \rightarrow\) List \(a \rightarrow \operatorname{Sigma}(\) List \(a)(\) All \(p)\)
filter \(\operatorname{dec} P \quad \mathrm{Nil}=\left(\mathrm{Nil}^{2}, \mathrm{Nil}_{\mathrm{A}}\right)\)
filter \(\operatorname{dec} P(x:: x s)=\operatorname{case}(\operatorname{dec} P x\), filter \(\operatorname{dec} P x s)\) of
    \((\) Yes \(p x,(x s, p x s)) \Rightarrow(x:: x s, p x::\) A \(p x s)\)
    \((\) No \(n p x,(x s, p x s)) \Rightarrow(x s, p x s)\)
```

It turns out that in the function filter, it is impossible to erase the second component of the return value - the proof that all elements of the returned list satisfy the given predicate.

This happens because we used (dependent) pairs for two different purposes. We use a (dependent) pair to return a value together with a proof. We expect the second
element to be erased. However, we use a (non-dependent) pair for simultaneous pattern matching in the case expression ${ }^{5}$, where both elements of the pair must be retained.

Since the pair constructor (,) used in both cases is the same, the only consistent erasure annotation for it is to erase nothing.

Although I have not implemented erasure polymorphism for type families in real code yet, I will sketch the idea of how I would approach it.

### 7.3.2.1 Intuition

The key observation is that the two different usages of the pair constructor (and its type) in the example above are disjoint - we could well use a different pair-like type in the case expression than in the return type of the function and the program would still typecheck.

On the other hand, if $(f: a \rightarrow$ Sigma $a p)$ and ( $g:$ Sigma $a p \rightarrow b)$ and $(g \circ f)$ appears in the program, then clearly the two uses of Sigma are not disjoint - they certainly have to represent the same type family.

Therefore, I informally define "disjointness" using the question "can these constructors belong to different type families and still typecheck?". The inference algorithm starts by assigning a separate type family to each constructor and then use type checking to discover where typechecking would fail if the type families do not match, recording all such cases as equivalence constraints.

The equivalence classes on constructor references given by these constraints then represent the maximal granularisation of type families that still typechecks. We split/duplicate type families at this granularity.

Then we perform erasure inference on the resulting $\mathrm{T}_{\star}^{\text {evar }}$ program as usual, obtaining a program in $\mathrm{TT}_{\star}^{\mathrm{RE}}$ with only concrete erasure annotations.

Finally, if some (copies of) type families turn out to have the same erasure pattern in $\mathrm{TT}_{\star}^{\mathrm{RE}}$, we can merge them before proceeding with compilation as usual.

### 7.3.2.2 Disjointness inference

Disjointness inference happens before erasure inference and its input and output is a program expressed in $\mathrm{TT}_{\star}^{\text {evar }}$.

To find out which uses of type families and their constructors are disjoint, I propose the following procedure.

1. Each reference to a type constructor or a data constructor in the program is numbered with a unique number $i$, changing each data constructor $c$ to $c_{i}$ and

[^19]each type constructor $T$ to $T_{i}$ for a fresh number $i$. Let us call this number an foar ("ef-var").

We can interpret that as creating a unique copy of its corresponding type family for each reference to a type or data constructor.
2. Type check program using constraint-generating rules. These rules have the form $i \sim j$ for fvars $i$ and $j$. We need a constructor conversion rule, given as follows.

$$
\frac{\left(c:_{s} \sigma=\text { constructor }\right) \in \Gamma}{\Gamma \vdash c_{i} \approx^{\{i \sim j\}} c_{j}} \text { ConvReflCtor }
$$

Furthermore, each type signature of a data constructor $c_{i}: \overline{\left(n:_{s} \sigma\right)} \rightarrow T_{j}(\bar{n})$ must generate a constraint $i \sim j$. This establishes the link between a constructor and its type family.

The remaining typing rules just integrate the constraints from subterms.
The resulting constraint set contains pairs of fvars that stand for non-disjoint constructors.
3. Let $\sim^{\star}$ be the reflexive symmetric transitive closure of $\sim$. This partitions the set of all fvars $F$ into equivalence classes $F / \sim \star$.
4. All fvars in one equivalence class represent (type and data) constructors of the same type family. Therefore, there is a suitable function mapping equivalence classes to type families.

Proof sketch. We start with each constructor in its own equivalence class.
In each typing rule that generates any new constraints, the constraints are generated for constructors of the same type family.
5. Let $\Phi$ be the set of all type families in the program so far and let $f: F / \sim^{\star} \rightarrow \Phi$ assign the name of the corresponding type family to each equivalence class.

For each type family $T$, we create a copy $T_{c}$ for each equivalence class $c$ in the preimage $f^{-1}(T)$.

The erasure annotations in each copy need to be freshened. Because we assume that erasure inference has not been performed yet and there are no erasure constraints present in the program, we can simply generate entirely fresh evars. This is different from Section 7.3.1.3, where we needed to preserve the relationships between evars in the instantiated definition.
6. Finally, rewrite all references to type and data constructors in the program, changing $c_{i}$ to $c_{[i]}$ everywhere, where $[i]$ is the equivalence class of fvar $i$.

The result is a program in $\mathrm{TT}_{\star}^{\text {evar. }}$.

### 7.3.2.3 Erasure inference

Erasure inference, possibly including elaboration of polymorphic functions (Section 7.3.1), runs after the above procedure and produces a program in $\mathrm{TT}_{\star}^{\mathrm{RE}}$.

### 7.3.2.4 Merging families

Erasure inference may infer exactly identical erasure patterns for different copies of a type family introduced in the disjointness inference step. Such families may be merged into one. The result is a program in $\mathrm{TT}_{\star}^{\mathrm{RE}}$, which can be checked and further compiled as usual.

### 7.3.2.5 Discussion

Syntax Erasure polymorphism of type families does not introduce any new syntax, unlike erasure polymorphism of functions introduced in Section 7.3.1. Therefore, erasure polymorphism of type families is not explicitly marked in code and need not be performed to elaborate the extra syntactic elements away.

Indeed, the procedure for crasure polymorphism of type families does not deal with erasure, nor with polymorphism at all. It is in fact a procedure for splitting type families into as many copies as possible before erasure inference, and then merging identically annotated families after erasure inference. The achieved erasure polymorphism is only a fortunate side effect.

Iteration Since erasure might break links in data flow, it may increase disjointness of constructors. This means that multiple iterations of splitting, erasure inference and merging might achieve better erasure.

Iteration works because, informally, erasure annotations do not matter in erased contexts and different copies of the same type family differ only in erasure annotations. Therefore, in erased contexts, we may freely confuse different copies of the same type family, which means that disjointness inference need not generate any constraints from terms in erased contexts.

Order of inference While erasure inference may benefit from more granular type families generated by splitting them, splitting type families after erasure inference does not improve erasure or performance of the compiled program in any way.

Copy-polymorphic functions There is an important problem with this scheme. Consider the following program.

```
data Pair: Type \(\rightarrow\) Type \(\rightarrow\) Type where
    \(\mathrm{P}: a \rightarrow b \rightarrow\) Pair \(a b\)
fst: Pair \(a b \rightarrow a\)
fst \((\mathrm{P} x y)=x\)
```

```
snd: Pair \(a b \rightarrow b\)
snd \((\mathrm{P} x \mathrm{y})=y\)
const : \(a \rightarrow b \rightarrow a\)
const \(x y=x\)
main : \(\mathbb{N}\)
main \(=\) const (fst xy\()(\) fst xy\()+\) const (snd pq) (fst pq)
    where
    \(x y=P 3\) expensive
    \(p q=P 42\)
    expensive \(=\ldots\)
```

The second field of $x y$ is expensive and it is not used anywhere, therefore we would like to erase it. It might seem that the family Pair, together with its constructor P could be split in two because the uses of the two pairs $x y$ and $p q$ are entirely disjoint in terms of data flow.

However, they are not disjoint type-wise. The second arguments of const in the body of main are (fst xy ) and (fst pq). Since the projection fst has one specific type for one specific copy of Pair, it follows that the copy of Pair in pq must be the same as the copy of Pair in xy.

More generally, this means that using projection functions severely interferes with this type-based erasure polymorphism for inductive type families.

A solution might be extending the polymorphism of data constructors and functions in the following sense. Currently, we annotate the names of constructors with the fvars of their target family, like in the following (contrived) example, and we do not annotate the names of functions at all.

$$
\begin{aligned}
\text { C }_{f} & : \text { Bool } \rightarrow(\text { Pair } a b) \rightarrow \mathrm{T}_{f} \\
\text { projBool } & : \mathrm{T}_{f} \rightarrow \text { Bool }
\end{aligned}
$$

We could however annotate both constructors and functions with all fvars occurring in their types.

$$
\begin{aligned}
\text { C }_{f_{1} f_{2} z_{3}} & : \text { Bool }_{f_{1}} \rightarrow\left(\text { Pair }_{f_{2}} a b\right) \rightarrow \mathrm{T}_{f_{3}} \\
\operatorname{projBool~}_{f_{1} f_{2}} & : \mathrm{T}_{f_{1}} \rightarrow \text { Bool }_{f_{2}}
\end{aligned}
$$

This would yield an approach very similar to annotating names $n$ with their erasure pattern $\pi$ that we saw in Section 7.3.1.6. The efficiency of this approach is however an open question.

Another solution might be a smarter analysis that does not have to be perfect if it solves the most frequently occurring issues. Finally, this might be improved using a form of CFA - or some other approach.

### 7.4 Non-whole-program analysis

While making constraints part of a type signature (Section 7.3.1.9) allows us to run erasure inference on different modules of a larger program separately, we cannot produce a definitive erasure pattern (and thus generate machine code) until we have seen the whole program.

For example, consider a program containing, among others, the following two definitions.

$$
\begin{aligned}
& \text { data } \mathrm{T}: \text { Type where } \\
& \mathrm{C}:(x: \mathbb{N}) \rightarrow \mathrm{T} \\
& f:(x: \mathbb{N}) \rightarrow \mathrm{T} \\
& f x=\mathrm{C} x
\end{aligned}
$$

Is the argument $x$ of function $f$ erasable? The answer is that we cannot tell until we have seen the whole program. If any function reads the field $x$ from the constructor C in a runtime context, we must not erase $x$ neither in C , nor in $f$. If there is no such function, we can erase both.

This happens because erasure uses negation as failure: only if it fails to show that a variable is necessary for runtime, it concludes that the variable is erasable. However, by reading constructor fields, any part of the program may introduce new constraints that would make the field and all its dependencies necessary for runtime in entirely unrelated parts of entirely unrelated modules.

This limitation is similar to that of 0-CFA in that it does not matter in what context someone, somewhere reads the constructor field in question, and it does not matter whether the read value could possibly have originated from $f$. Erasure is blocked nevertheless.

Section 7.3.2 introduced a type-based analysis that might able to help slightly by giving different names to data constructors used in obviously different contexts.

Below, I list a few ideas addressing this problem.

### 7.4.1 Explicit erasure patterns for data constructors

One way out would be requiring programmers to specify fixed erasure patterns for data constructors together with their definition. Then the "action at distance" of data constructors would be eliminated and each function could be analysed and compiled separately.

Of course, it would not be very satisfactory to develop an erasure method just to conclude that we are better off with manual annotations.

### 7.4.2 Module-restricted erasure inference

A better solution might be inferring an erasure pattern for data constructors only from the module they are contained in (or another programmer-selected set of modules).

Afterwards, the erasure pattern would be fixed and other modules that import the data type definitions would not be able to influence it. Any runtime access of an erased value would become a compile-time error (namely, erasure inconsistency).

### 7.4.3 Smarter negation-as-failure

Even if we keep the "action at distance" of data constructors, some variables can still be recognised as erasable very early. For example, in the function (const $x y=x$ ), the argument $y$ is erasable, regardless of erasure patterns of any data constructors. This generally happens for erasure-monomorphic functions that do not depend on reading values from constructor fields.

We could therefore extend erasure inference to recognise such cases and mark some binders as erasable before the whole set of constraints has even been collected.

This would not solve the problem of whole-program compilation but it might reduce its cost by allowing some functions to be compiled separately ahead-of-time and leaving compilation of other functions until after the full erasure pattern has been established.

Alternatively, this method would be composable with the previous method of restricting action at distance to single modules (or other declared scopes).

### 7.4.3.1 Implementation of smarter negation-as-failure

We can split evars into two categories - those that depend on a constructor field and those that do not, which is decidable syntactically as follows.

Since a variable cannot be referenced outside of its scope, its scope is the only possible source of constraints of the form $G \rightarrow r$, where $r$ is the erasure annotation of the variable. Let $\Delta$ be the set of constraints coming from the scope of a variable.

Definition 7.6 (Dependence on a constructor field). Evar $i$ depends on a constructor field in $\Delta$ iff at least one of the following two conditions hold.

- $i$ is the erasure annotation of a pattern variable that occurs guarded by a constructor;
- $(G \rightarrow i) \in \Delta$ where some $g \in G$ depends on a constructor field.

Definition 7.7 (Action at distance). Variable $n$ with scope constraints $\Delta$ is subject to action at distance iff it is bound with erasability $i$ where $i$ is an evar that depends on a constructor field in $\Delta$.

Claim 7.5. Any variable $n$ that is not subject to action at distance can be assigned a definite erasure annotation R or Eimmediately after gathering the constraints from its scope.

Since we know that there will be no more constraints that could force $n$ to be annotated with R , we can use the closed-world assumption even with an incomplete set of constraints.

I have not implemented this extension.

### 7.5 I/O and FFI

My implementation shows that erasure works well with monadic I/O and FFI and a short summary of this section would be "no surprises at all".

### 7.5.1 Foreign postulates

My implementation features FFI via foreign postulates. To add foreign postulates to the calculus, we can extend the production rule body in Figure 5.2 with another abstract body form foreign code , where code is a string describing the foreign implementation of the postulate ${ }^{6}$.

Foreign postulates generally behave like variables: they stand for an unknown value (Section 5.2.2.1) and, just like with variables, matching a postulate with a complex pattern should make the match stuck.

Now we can invoke foreign functions, as illustrated by the following programs.

```
let
    sayHello : (x :R ()) -> () = foreign ...
in
    sayHello ()
```

My Scheme code generator allows printing any value:

```
let
    printInternalRepr : (a:E Type) }->(x:\textrm{R}a)->()=\mathrm{ foreign...
in
    printInternalRepr }\mathbb{N}
```

The erasure pattern of foreign functions must generally be given explicitly since erasure inference has no way to know how they are implemented and how they use their arguments.

Reduction at compile time At compile/typechecking time, foreign postulates are abstract and they do not reduce, like variables. However, the compiler assumes that like variables - they might reduce later, as mentioned above.

### 7.5.2 Monadic I/O

The functions sayHello and printInternalRepresentation are clearly impure and we might want to manage their side effects using a monadic API.

My implementation shows that erasure works well with monadic I/O, as used in pure functional languages, and there are no surprises - and no erasure annotations are needed, except for foreign postulates, as mentioned above, and one annotation in ioWraplmpure (see below).

[^20]State I assume an (entirely standard) implementation of the State monad, with type constructor State : (st : Type) $\rightarrow(a:$ Type $) \rightarrow$ Type and operations like the following.

```
    get : State st st
return : a }->\mathrm{ State st a
(>>)}:\mathrm{ : State st }a->(a->\mathrm{ State st b) }->\mathrm{ State st b
```

From State to IO Then the I/O monad is defined, unsurprisingly, as the state monad where the state is RealWorld, a token with no informative content, used only to obtain the desired evaluation order. [PJW93]

```
data RealWorld: Type where
    TheWorld : RealWorld
```

IO : Type $\rightarrow$ Type
IO $a=$ State RealWorld $a$

A real-world standard library would hide the constructor TheWorld.

Wrapper for side-effectful actions Low-level effectful actions that compute a value of type $a$ are represented as (impure) functions with the type ( $w:_{\mathrm{R}}$ RealWorld) $\rightarrow a$. We can wrap such functions as I/O actions using the following function.

```
ioWraplmpure : \(\left(f:\left(w:_{\mathrm{R}}\right.\right.\) RealWorld \(\left.) \rightarrow a\right) \rightarrow \mathrm{IO} a\)
ioWraplmpure \(f=\) get \(\gg=(\lambda w\). return \((f w))\)
```

Note the annotation $R$ on $w$ in the type. This is the only erasure annotation that we need in non-foreign code and its purpose is to declare that any function $f$ passed to ioWraplmpure must not have its argument erased.

In other words, since functions taking a token argument (such as RealWorld) represent delayed computations, this annotation effectively asserts that $f$ remains delayed at runtime, too.

Erasure inference then ensures that this annotation is propagated to the appropriate places, most importantly the state of the State/IO monad.

Using the wrapper Having the I/O machinery defined, we can now define new I/O actions via FFI like in the following example.

```
printInternalRepr : \((x: a) \rightarrow \mathrm{IO}()\)
printInternalRepr \(x=\)
    let printImpure : \(\{a: \mathrm{E}\) Type \(\} \rightarrow(x: \mathrm{R} a) \rightarrow()=\) foreign..
        in ioWrapImpure ( \(\lambda w\). printImpure \(x\) )
```

The above assumes that the foreign function printlmpure returns the low-level representation of ().

The argument to ioWraplmpure has the form ( $\lambda w$. print $x$ ). The value $w$ is ignored; the lambda is used only to delay the computation in its (impure) body and the corresponding side effects.

Separation of concerns Note that in the above definition of printInternalRepr contains explicit erasure annotations only on the foreign postulate. We cannot avoid this - erasure analysis cannot know how the represented function uses its arguments. However, except for the foreign postulate, there are no other erasure annotations.

The argument $w$ of the lambda passed to ioWraplmpure must not be erased so that the delayed computation stays delayed at runtime. This has been stated once, in the type signature of ioWraplmpure, and, thanks to erasure inference, it never needs to be repeated again.

Erasure inference is also able to infer the erasure pattern of printInternalRepr.
This means that explicit annotations are kept at the absolute minimum: we have to use exactly one annotation (in the type of ioWraplmpure), plus we have to annotate every foreign postulate.

### 7.6 Irrelevance

Irrelevance of certain data (mostly proofs) is convenient for programming, and it would be useful to have it in $\mathrm{TT}_{\star}$ in some form.

### 7.6.1 Irrelevance of all erased values

Since all irrelevant values can be erased, some literature takes the approach of identifying erasability with irrelevance, such as ICC* of Barras and Bernardo [BB08] or Zombie [Sjö15]. (See also Section 3.2.1.3 for comparison with Agda.) MishraLinger [ML08] also considers this option, which he calls "elective ${ }^{7}$ proof irrelevance", and describes its consequences.

Why As described in Section 2.2.4.3, irrelevant terms (unlike erased terms) can be disregarded already at the stage of type checking, which would make type checking more efficient. Furthermore, a system with a joint notion of irrelevance/erasure is arguably simpler than one with two distinct notions.

Why not Irrelevance is distinct from erasure and we may want to erase non-irrelevant values, as discussed in Section 2.1.7.

Furthermore, adding irrelevance complicates the compiler (as partly described below) and the theory, while erasure alone yields all the run-time performance gains without the invasive changes that adding irrelevance would bring.

[^21]
### 7.6.1.1 Making all erased terms irrelevant

Following Mishra-Linger's EPTS• [ML08], we can make erased terms irrelevant by modifying the conversion rule of $\mathrm{TT}_{\star}^{\mathrm{RE}}$ as follows.

$$
\frac{\Gamma \vdash T:_{r} \tau \quad\langle\Gamma\rangle \vdash\langle\tau\rangle \approx\langle\sigma\rangle \quad \Gamma \vdash \sigma:_{\mathrm{E}} \text { Type }}{\Gamma \vdash T:_{r} \sigma} \text { ConvIRR }
$$

Since erasure preserves conversion (Corollary 5.59), rule ConvIrr is more permissive than the original rule Conv.

Erasure inference now becomes a bit more complicated because $\mathrm{TT}_{\star}^{\text {evar }}$ terms can contain evars and the conversion rule does not know what to erase yet. Rule ConvIrr would thus make erasure influence type-correctness.

This agrees with the observation of Mishra-Linger [ML08, Sec. 6.4, Sec. 8.3] that erasure inference may not carry over to his calculus with irrelevance of erased values, EPTS* ${ }^{\bullet}$, although Mishra-Linger also suggests trying a non-complete approximation of the inference rules, and see if it yields a useful approach in practice.

I suggest such an approach in Section 7.6 .3 below.

### 7.6.2 Irrelevance of some erased values

Instead of identifying erasure and irrelevance, we could extend $\mathrm{TT}_{\star}$ with irrelevance as an erasure level so that each binder would be marked with one of the following three symbols.

| Symbol | Compile time | Run time |
| :---: | :--- | :--- |
| I | irrelevant | erased |
| E | relevant | erased |
| R | relevant | retained |

At compile time, arguments of l-applications of functions would be disregarded in conversion checking. At run time, I - and E-bound values would be erased.

Three annotations above would naturally form the lattice $I<E<R$, and therefore we could use this as an extended lattice of erasure levels instead of $E<R$, as described in Section 9.2.1.11.

The distinction between irrelevant and erased values now allows us to run normal erasure inference (Chapter 6), while minimising the manual annotation by annotating only the irrelevant values.

Alternatively, we can use a more complicated inference algorithm, as outlined below.

### 7.6.3 Inference of irrelevance

One way to extend erasure inference to support irrelevance is deferring the type equivalence checks from the conversion rule and interleaving them with solving
erasure constraints: if we learn that a certain term cannot be irrelevant, we can perform the equivalence checks within and extend the constraint set with the constraints generated by them. Fortunately, since adding more constraints cannot "make things more erased", the newly added constraints cannot invalidate the conversion checks that they arose from.

In practice, this can be realised by extending the syntax of erasure constraints to also include the form $G \rightarrow\left(\Gamma \vdash T \approx T^{\prime}\right)$. Then if $(\wedge G)>I$, which means that all evars in $G$ are non-irrelevant, we schedule a term/type equivalence check $\Gamma \vdash T \approx T^{\prime} \mid \Delta$, which can possibly produce additional constraints $\Delta$. If this check fails, then the whole term must fail to typecheck. If this check succeeds, we add the set of constraints $\Delta$, generated from term equivalence checking, to the set of constraints for the whole program, and run the solver again, until we reach a fixed point.

Since now also part of the type checking relies on constraints, it is even more important to keep the provenance with each constraint in order to produce useful error messages.

I have implemented this inference mechanism, with I $<E<R$, for a small PTS calculus featuring only variables, lambdas, pi, and applications.

### 7.7 Better error messages

The principles from Section 4.5.6 apply here as well.

## Chapter 8

## Related work

### 8.1 Direct influences

$\mathrm{TT}_{\star}$ builds on

- TT, the core calculus of Idris [Bra13];
- the erasure semantics presented in Mishra-Linger's dissertation [ML08].


### 8.1.1 TT

TT is the core calculus of Idris [Bra13].
TT supports inductive types and provides pattern matching via pattern matching clauses. $\mathrm{TT}_{\star}$ extends them with erasure annotations, erasure inference, and further extensions.

In TT, function- and datatype definitions are global - they extend TT with the corresponding constants and reduction behaviour. In $\mathrm{TT}_{\star}$, all definitions are letbound locally.

Theorem 5.1 proves subject reduction for $\mathrm{TT}_{\star}$. While it has not been formally extended to TT, it is reasonable to expect that, for example by setting all erasure annotations to R , Theorem 5.1 provides a good argument for subject reduction of Idris, in particular for pattern matching with pattern clauses.

Lemma 5.50 also suggests why in TT, patterns can be checked simply as terms - if we disregard erasure annotations, the pattern typing rules of $\mathrm{TT}_{\star}$ coincide with the term typing rules.

### 8.1.1.1 Idris

Idris [Bra13] is a general purpose pure functional programming language with dependent types. Its core calculus TT (Section 8.1.1) has been used as the basis for $\mathrm{TT}_{\star}$ (Chapter 5). Compared to TT however, $\mathrm{TT}_{\star}$ supports erasure and local (let-bound) pattern matching definitions.

Like Idris, $\mathrm{TT}_{\star}$ uses pattern clauses to express pattern matching. These are compiled to case trees after typechecking (see Section 7.2.2.1).

Before the erasure method from Chapter 4 was implemented, Idris used forcing, detagging, and collapsing [BMM04] to erase unnecessarily duplicated data. This is further discussed in Section 3.2.1.1.

Currently, Idris uses the erasure method described in Chapter 4 of this dissertation. This change was merged into the main source tree in April 2014 and it runs on all programs.

### 8.1.1.2 Epigram

Epigram [MM04; McB05; GMM06] is a dependently typed programming language, predating Idris and also based on TT, although currently unmaintained. Epigram has pioneered novel developments in dependently typed programming, such as the with notation [MM04] (Section 2.2.5), the forcing, detagging, and collapsing optimisations [BMM04], or translation of dependent pattern clauses to eliminators [GMM06].

### 8.1.2 EPTS

The dissertation of Richard Nathan Mishra-Linger [ML08] presents a language, EPTS, with many desirable features, most notably an extrinsic view of erasure, where "being erased" is not viewed as an intrinsic property determined by the type of a value (unlike in Coq, for example) but as a contextual property - it depends on where the value occurs.

Erasure Pure Type Systems [ML08] are a variation of Pure Type Systems [Bar91], extended with erasure annotations. Mishra-Linger gives an erasure inference algorithm, which fills erasure annotations in unannotated programs, and an erasure transformation, which erases parts of programs annotated as erasable.

Furthermore, Mishra-Linger does not necessarily postulate equality of all erased values. Erasure is motivated operationally and it describes whether a value can affect run time operational behaviour of a program. Agda's irrelevance, on the other hand, conflates all inhabitants of a type already at the point of typechecking, which makes it less flexible. Mishra-Linger, however, also considers ICC-style [Miq01; BB08] irrelevance of erased values in his calculus EPTS*

Mishra-Linger develops comprehensive theoretical links between polymorphism, parametricity, irrelevance, and erasure, and gives a very solid metatheoretic account of his system, ranging from the metatheory of EPTS, inductive types (with eliminators), erasure constraint solving, to elective proof irrelevance and squash types.

While eliminators were sufficient for Mishra-Linger to develop a lot of interesting metatheory, and there is a way to translate pattern matching to eliminators [GMM06], for a practical programming language, we might want to support inductive data types more directly. Today's programming languages generally use pattern matching and separately termination-checked recursion, which is more flexible and more operationally direct than fixed induction principles and their eliminators.

Mishra-Linger's calculi use context reset (also known as resurrection), a potentially costly operation unless implemented cleverly. $\mathrm{TT}_{\star}$ instead allows "downcasting" variables in the Ref checking rule and uses sets of guards in the inference rules.

Mishra-Linger's approach to erasure forms an excellent foundation for further development. Chapter 5 of this dissertation adds (full dependent) pattern matching, and Chapter 7 describes further extensions, like erasure polymorphism, case trees, and a different form of irrelevance.

### 8.2 Related dependently typed systems

Most of the following systems have already been discussed in Section 3.2.

### 8.2.1 Agda

Agda [Nor07] is a dependently typed programming language with full dependent pattern matching and irrelevance.

As described in Section 3.2.1.3, Agda's irrelevance is an extrinsic form of erasure but due to interaction with other language features, especially typed equality and $\eta$-conversion for records, it is not useful for erasure of indices (explained in detail in Section 2.1.7.2).

Zombie shows [Sjö15] that with an untyped equality, we lose $\eta$-conversion but irrelevance is usable in the way that we need for erasure of indices, and it will accept (the equivalent of) the problematic program shown in Section 2.1.7.2.

Irrelevance is fully explicit in the source code and there is no irrelevance inference.

### 8.2.2 Coq

Coq is a proof assistant and a programing language with dependent types.
Its pattern matching facility are case trees composed of match expressions. Since case trees do not automatically benefit from "rewriting in the context" provided by pattern clauses, and Coq's case trees do not have smart case [Sjö15], dependent pattern matching is more complicated and requires tricks like the convoy pattern [Chl13].

For example, let us take the following definition of function $f$.

Definition $\mathrm{f}_{\boldsymbol{X}}(P:$ unit $\rightarrow$ Type $)(x:$ unit $)(p x: P x): P$ tt $:=$ match $x$ with
$\mid \mathrm{tt} \Rightarrow p x — E R R O R$ : " $p x$ " has type " $P x$ " while it is expected to have type " $P$ tt". end.

This definition is rejected because the value $p x$ has the type $P x$ instead of $P \mathrm{tt}$, even though we are in the branch where $x=\mathrm{tt}$ so we know that $P x=P \mathrm{tt}$. We could also describe this problem as not rewriting in the context after a pattern match.

The solution in Coq is using the convoy pattern [Chl13], which yields a definition of $f$ as follows.

```
Definition \(\mathrm{f}(P:\) unit \(\rightarrow\) Type \()(x:\) unit) \((p x: P x): P \mathrm{tt}:=\)
    (match \(x\) with
    \(\mid \mathrm{tt} \Rightarrow(\mathbf{f u n} p x \Rightarrow p x)\)
    end) \(p x\).
```

This pattern exploits the fact that even though Coq does not rewrite in the context, it does rewrite in the goal. We therefore change the match expression to return a function of the type ( $P x \rightarrow P \mathrm{tt}$ ), which specialises to the desired ( $P \mathrm{tt} \rightarrow P \mathrm{tt}$ ) in the branch $x=\mathrm{tt}$. We then apply this function to $p x$.

For erasure, Coq uses a separate (impredicative) universe of types, Prop. Each inductive type (family) is defined either in Prop if its values should always be erased, or in Set (or Type) if its values should never be erased. Elimination of targets in Prop is not allowed for non-Prop motives, except for empty or singleton targets, where:

- A singleton definition has only one constructor and all the arguments of this constructor have type Prop. [The04]
- An empty definition has no constructors, in that case also, elimination on any sort is allowed. [The04]

This ensures that values in Prop can always be erased without losing information that might be necessary for execution of programs.

Determining erasure behaviour at the point of the definition of the inductive type family for all its values is called intrinsic view of erasure by Mishra-Linger [ML08].

The practical consequence of the intrinsic view of erasure is that the example programs in Section 3.1.2 are not satisfactorily erased, as explained in Section 3.2.1.2.

Finally, the decision what is erased is done manually by the programmer, by defining types in either Prop or Type and there is no erasure inference.

### 8.2.3 Zombie

Zombie [Sjö15] is a dependently typed language belonging to the Trellys project [CSW14].
The Trellys project is a search for a dependently typed language that features general recursion for convenient programming but also a sound logical fragment for trustworthy proofs at the same time.

The overarching theme is classification of functions as logical (terminating and consistent) or programmatic (general recursion allowed). The logical fragment, the proofs, is allowed to talk about the programmatic fragment, the programs, but it is not allowed to run it [Cas14]. This means that programmers are not forced to prove termination of all functions in a program, which makes sense since not all functions represent proofs.

The Trellys project has spawned several dependently typed languages, one of them being Zombie, which is a dependently typed language with erasure and inductive types, besides other features. Furthermore, its design with untyped equality avoids Agda's problems with irrelevance (Section 2.1.7.2), which makes Zombie the only current system that would be able to deal with the problems presented in Section 3.1.2.

Zombie does not have indexed type families. Instead, equality built into the language, together with parameterised inductive types, allows encoding indexed families in the Henry Ford style (see Section 7.2.2.3). $\mathrm{TT}_{\star}$, on the other hand, uses indexed type families and pattern clauses for dependent pattern matching.

Another difference to $\mathrm{TT}_{\star}$ is that Zombie makes no distinction between erasability and irrelevance and a value can be either both or none. Section 7.6 argues that, besides limited expressivity, equating erasure and irrelevance makes erasure inference more difficult. Zombie does not have erasure inference, and is therefore unaffected.
$\mathrm{TT}{ }_{\star}$ has erasure inference, which removes the need for erasure annotations inserted by programmers. Zombie expects explicit irrelevance/erasure annotations in the surface language.

### 8.2.4 Dependent Haskell

Dependent types are coming to Haskell, too [Gun13; Eis16; Wei+17].
Eisenberg's design, like Zombie, makes erasure explicit in the surface language by letting the programmer to choose from a palette of 12 quantifiers, each offering a different combination of dependency, relevance, visibility and matchability [Eis16, Sec. 4.2.5, Fig. 4.1]. In the absence of an explicit choice, the default is the usual non-dependent, unerased, explicit binder ( $\rightarrow$ ).

While $\mathrm{TT}_{\star}$ has erasure fully explicit in the $\mathrm{TT}_{\star}^{\mathrm{RE}}$ stage, too, it does not require any erasure annotations in the input $\mathrm{TT}_{\star}^{\bullet}$ stage, and it is expected that programmers will generally not erasure-annotate their programs explicitly, except for cases like FFI or compiler builtins.

To present type safety in the presence of non-termination, Dependent Haskell executes some proofs of type equality at runtime to ensure that type coercions are valid (or non-terminating). This is similar to the problem described in Section 9.2.1.8, where erasure of an unused and absurd argument of a function breaks strong normalisation, uncovering ill-typed reductions.

While in a total language, we must just ensure that the ill-typed reductions remain hidden inside a lambda at runtime, in Dependent Haskell, we must additionally check that the computation of type equality proofs terminates because the language does not guarantee it.

### 8.2.5 Cayenne

Cayenne [Aug99] is a Haskell-like language with dependent types aimed at practical programming, as shown by its pragmatic approach to various questions.

Cayenne has inductive types and type-annotated case expressions for elimination (see Section 7.2.2.4).

Furthermore, Cayenne erases exactly the types, which are all values with the type $\#_{n}$ for some universe level $n$. Non-types, including proofs and indices, therefore remain in the program at runtime.

### 8.3 Erasure and flow analysis

### 8.3.1 Useless variable elimination

The terminology around dead code elimination is not consistently established. Shivers [Shi91] defines useless variables as those whose value contributes nothing to the final outcome of the computation. Muchnick [Muc97] defines unreachable code as code that is never executed and dead code as code that is executed but its result is unused. Wand and Siveroni [WS99] define dead variables as variables that are not needed after a given point in the program. Useless variables are dead immediately after their initial binding. Berardi et al. [Ber+00] define dead code as code that is never executed and useless code as code that can be erased without affecting the final output of a program.

I will avoid using the ambiguous expression "dead code", in favour of "unreachable code" or "useless code".

Since uselessness is defined using liveness, live-variable analysis [Aho+06] is therefore related to useless variable analysis/elimination.

Shivers' UVE In his dissertation, Shivers sketches a useless variable elimination (UVE) algorithm that works in the same way as the erasure inference algorithm in Chapter 4 of this dissertation: find variables that might be useful, mark the rest as useless.

Chapter 4 elaborates the algorithm in detail, extending it with features necessary for practical functional programming, such as inductive type families, type classes, discussing efficient constraint solving.

Shivers does not explicitly mention ( $k$-) CFA in the section about UVE but running CFA prior to erasure analysis would give a more precise estimate of usage patterns of functional variables. Currently, Chapter 4 does not use CFA and it uses the most conservative approximation, assuming that functional variables use all their arguments.

UVE with constraints Wand and Siveroni [WS99] describe a constraint-based UVE approach that builds on Shivers' dissertation and also uses 0-CFA. They observe that UVE does not preserve termination and effects (see also Section 9.2.1.8) and they propose marking all arguments that are not obviously free of effects as useful. This UVE approach does not discuss inductive types.

### 8.3.2 Other analyses

### 8.3.3 Control flow analysis

Shivers introduces CFA in his dissertation [Shi91]. This analysis can answer the question "Which lambdas/functions could possibly be referred to by this functional variable?" Further development of CFA is reviewed by Midtgaard [Mid12].

Such knowledge would make erasure inference in Chapter 4 more precise, since at the moment, it assumes that functional variables use all their arguments. With CFA, we could find arguments that are unused in all candidate functions and erase them.

Chapter 5 introduces $\mathrm{TT}_{\star}$, a calculus with erasure built into the type system, where CFA would not help with erasure inference. However, when extending $T T_{\star}$ with erasure polymorphism of type families, CFA might help with issues arising from types being too imprecise (Section 7.3.2.5).

Strictness analysis Strictness analysis [Myc80; PJ87] looks for arguments that are certainly used, as opposed to being certainly unused. Traditionally, strictness analysis uses abstract interpretation, rather than constraints, and can analyse higher-order functions (unlike the approach presented in Chapter 4, without extensions). It is possible that strictness analysis could be adapted to perform erasure analysis, although it is unknown whether that would be easier than adding higher-order capabilities to the simple erasure analysis (Section 4.5.5).

Program slicing In imperative programming, program slicing is an analysis that, given a subset of a program's behaviour, finds a minimal subprogram that preserves the behaviour [Wei81]. In pure functional programs, erasure inference (and subsequent erasure) can therefore be viewed as the backward slice of the result of the main function.

### 8.4 Related calculi

A good overview of pre-2008 type-based erasure can be found in Mishra-Linger's dissertation [ML08, Chap. 7] and in the position paper by Berardi et al. [Ber+00].

One line of work stems from Martin-Löf's type theory with typed equality [MLS84], through Pfenning's irrelevance [Pfe01], resulting in irrelevance in Agda [AS12; Agd14], QTT [Atk18] and ParamDTT [NVD17].

Another line of work, based on pure type systems with untyped equality, includes Luo's UTT [Luo94], Miquel's Implicit Calculus of Constructions [Miq01], TT [MM04; Bra13], Barras and Bernardo's ICC* [BB08], Mishra-Linger's EPTS [ML08], CCCC [BM13], Zombie [Sjö15] - and $\mathrm{TT}_{\star}$.

The influence of typed equality is discussed in Section 2.1.7.2. In short, typed equality enables $\eta$-conversion and makes interpretation easier [AVW17] but also seems to restrict the ways that programs can depend on irrelevant values.

### 8.4.1 Linear types

### 8.4.1.1 Plenty $\mathrm{O}^{\prime}$ Nuttin'

McBride [McB16] shows how to combine linearity with dependent types. In order to be able to derive useful type judgements after context splits, McBride introduces quantification (as in "how many?") in typing environments and judgements.

The typing rule for lambdas illustrates this approach.

$$
\frac{\Gamma, \rho \pi x: S \vdash \rho T \ni t}{\Gamma \vdash \rho(\pi x \cdot S) \rightarrow T \ni \lambda x t} \mathrm{APP}
$$

The App rule reads: "If in the environment $\Gamma$, extended with a supply of $\rho \pi$ copies of $x: S$, we can construct $\rho$ copies of $t$ with type $T$, then in $\Gamma$, we can construct $\rho$ copies of $\lambda x$. $t^{\prime \prime}$ with type $(\pi x: S) \rightarrow T$. The type $(\pi x: S) \rightarrow T$ says that the function requires $\pi$ copies of $x: S$ to construct $T$.

This illustrates that typing environments keep track of how many "copies" each binding can supply - whatever the words "how many", "copy" and "supply" mean in the given context. The variables $\rho$ or $\pi$ stand for quantities, which form a rig (ring without negation).

McBride notes that the trivial rig $\{0\}$ yields the traditional type theory, and then gives a motivating example of a none-one-tons rig with three elements: 0,1 , and $\omega$.

| $\rho+\pi$ | 0 | 1 | $\omega$ |
| ---: | :---: | :---: | :---: |
| 0 | 0 | 1 | $\omega$ |
| 1 | 1 | $\omega$ | $\omega$ |
| $\omega$ | $\omega$ | $\omega$ | $\omega$ |$\quad$| $\rho \pi$ | 0 | 1 | $\omega$ |
| :---: | :---: | :---: | :---: |
| 0 |  | 0 | 0 |

Table 8.1: The none-one-tons rig
Pi bindings annotated with these quantities generalise the familiar parametric, linear, and ordinary Pi binders.

| Traditional notation | McBride's notation |
| :---: | :---: |
| $\forall x: S . T$ | $(0 x: S) \rightarrow T$ |
| $(x: S) \rightarrow T$ | $(1 x: S) \rightarrow T$ |
| $(x: S) \rightarrow T$ | $(\omega x: S) \rightarrow T$ |

Keeping track of quantities lets us split any context into two without having variables disappear - it is only their quantities that split, not their presence. This also solves any reordering issues.

The typing rule for application illustrates this.

$$
\frac{\Delta_{0} \vdash \rho f \in(\pi x: S) \rightarrow T \quad \Delta_{1} \vdash \rho \pi S \ni s}{\Delta_{0}+\Delta_{1} \vdash \rho(f s) \in T[x \mapsto s: S]} \mathrm{APP}
$$

$\Delta_{0}+\Delta_{1}$ is pointwise sum of quantities in environments $\Delta_{0}$ and $\Delta_{1}$ and it is defined only for environments of the same "shape". Both environments $\Delta_{0}$ and $\Delta_{1}$ bind the same set of names as $\Delta_{0}+\Delta_{1}$, but their quantities may be smaller.

The calculus is presented in a bidirectional way, which uses typing judgements with $\in$ and $\ni$. McBride proves several metatheoretic results, including subject reduction. Erasure produces run-time programs in the untyped lambda calculus, and McBride proves that erased programs respect resource quantities and "do not go wrong" (by proving that a post-erasure reduction corresponds to some number of pre-erasure reductions).

Extrinsic notion of quantity $\mathrm{TT}_{\star}$, like EPTS [ML08], builds on the extrinsic view of erasure: erasability of an expression is not a property of its type but it depends on the context in which the expression occurs.

McBride's quantification is similar. There is no notion of a "linear type" - instead, variables are bound linearly. This allows for more flexibility, just like with erasure.

Relative notion of quantity Again, like erasure in $\mathrm{TT}_{\star}$ and EPTS, McBride's quantification is relative to the context. If a function requires $\pi$ copies of its argument to construct its result and we need to compute $\rho$ copies of its result, then we need to supply $\rho \pi$ copies of the argument. This allows us to apply a runtime function to an erased value, as long as we do it in an erased context.

This is in contrast to absolute modalities like Prop in Coq, where a function like plus : nat $\rightarrow$ nat $\rightarrow$ nat, where nat lies in Type, will never accept a value from the Prop universe as an input.

Pi introduction and elimination McBride's system quantifies the lambda rule and the substitution rule in the spirit of the following unidirectional rules:

$$
\frac{\Gamma, \rho \pi n: \sigma \vdash \rho T: \tau \quad \cdots}{\Gamma \vdash \rho(\lambda \pi n: \sigma . T):(\pi n: \sigma) \rightarrow \tau} \text { Lam } \frac{\Gamma, \pi n: \sigma \vdash \rho T: \tau \quad \Gamma^{\prime} \vdash \pi N: \sigma}{\Gamma+\Gamma^{\prime} \vdash \rho T[n \mapsto N]: \tau[n \mapsto N]} \text { SUBST }
$$

Above, Lam places $n$ into the environment with quantity $\rho \pi$, while the substitution lemma requires $N$ at the same quantity as $n$ - which is $\rho \pi$.

On the other hand, $\mathrm{TT}_{\star}$ uses the following lambda and substitution rule.

$$
\frac{\Gamma, n:_{s} \sigma \vdash T:_{r} \tau \quad \cdots}{\Gamma \vdash \lambda n:_{s} \sigma . T:_{r}\left(n:_{s} \sigma\right) \rightarrow \tau} \text { LaM } \quad \frac{\Gamma, n:_{s} \sigma, \Gamma^{\prime} \vdash T:_{r} \tau \quad \Gamma \vdash N:_{r \wedge s} \sigma}{\Gamma, \Gamma^{\prime}[n \mapsto N] \vdash T[n \mapsto N]:_{r} \tau[n \mapsto N]} \text { SUBST }
$$

In these rules, Lam places $n$ into the environment with retention $s$, but the substitution lemma requires $N$ with retention $r \wedge s$.

In both approaches, rules App, Lam and Subst therefore play together well to preserve types of terms under substitution, and thus under reduction, too.

Rig vs. lattice McBride's quantities form a rig. Erasure levels in this dissertation form a lattice.

Rig multiplication $\rho \pi$ in the none-tons rig, which omits the "one" quantity, coincides with $\wedge$ in the lattice $\mathrm{E}<\mathrm{R}$ if 0 corresponds to E and $\omega$ corresponds to R. Since the rig addition + is used only in splitting contexts, and $\mathrm{TT}_{\star}$ does not split contexts, I did not define a corresponding operation, but with $\{0, \omega\}$ it would correspond to the operation $\vee$. Indeed, we can observe that this way, every (complete) distributive lattice can be interpreted as a rig.

## Rig multiplication vs. lattice meet

Linearity If we ignore the quantity 1 , which can split only unevenly, there is almost no difference between context copying and context splitting - which yields the non-context-splitting App rule of $\mathrm{TT}_{\star}$.

The only exception is that context-splitting with a rig allows splitting $\omega$ copies of a binding into $\omega$ in one context and 0 in the other context. This is not allowed in $\mathrm{TT}_{\star}$.

The quantity 1 can therefore not be modelled simply as an erasure level in $\mathrm{TT}_{\star}$ without adding context-splitting, too.

Weakening The (very limited) "subtyping" of $\mathrm{TT}_{\star}$ (Lemma 5.11) corresponds to McBride's rule Weak with $0 \leq \omega$, where McBride's ordering $\rho \leq \pi$ expresses that it's acceptable to use a $\pi$-bound variable only with quantity $\rho$.

Pattern matching McBride's calculus does not have pattern matching, let bindings, or similar syntactic elements; it deals only with (and proves metatheory only for) variables, lambdas and applications. Inductive type families are supplied externally using constructors and eliminators.

Metatheory McBride proves several useful metatheoretic results that I have not proven for $\mathrm{TT}_{\star}$, most importantly step simulation (Conjecture 5.2). It would be useful to adapt proof techniques from this paper for $\mathrm{TT}_{\star}$.

Demolition McBride uses the word demolition for the variant of elimination [McB02] where the target is quantified linearly. This allows the code to destructively manipulate the original data structure - to deconstruct it into pieces, possibly reusing these pieces to construct the output, since the type system statically ensures that the input is not needed anywhere else.

Summary On the intersection of both calculi (no pattern matching, no let bindings, no linear types, etc.), barring different presentation and cosmetic differences, $\mathrm{TT}_{\star}$ and McBride's system with weakening $0 \leq \omega$ are essentially equivalent.

### 8.4.1.2 Worlds

The above paper is clearly related to McBride's previous unpublished work (some together with Gundry) on worlds and phases [GM13; McB14a; McB14b], which also use "world" annotations on binders and rig-style multiplication, although not in a linear-typing context.

### 8.4.1.3 Quantitative Type Theory

McBride's work on linear types has been reformulated and extended as Quantitative Type Theory (QTT) by Atkey [Atk18], who observes that recording extra information with bound variables has been recognised as useful also elsewhere in the literature [POM14; Bru+14; GS14].

QTT features separate syntactic categories for terms and types; the universe of small types, Set; the Bool type with its values and eliminator. QTT records quantities for each bound variable, but also argument and return types and quantities for function applications. Atkey then establishes the metatheory of QTT, and gives a sound model of QTT.

In QTT, Atkey corrects a problem in McBride's system, where the typing rules allow $\eta$-expansion in $\omega$-contexts to coerce a linear function into a non-linear one. The eta-expanded form then cannot be substituted into certain terms for a variable of the same type without breaking type-correctness of the resulting expression. To remedy this, QTT restricts term typing judgements to quantity 0 or 1 ; one cannot type a term at quantity $\omega$.

Weakening QTT does not feature the rule Weak, as defined by McBride [McB16, Sec. 12], nor does it discuss any ordering on quantities at all. Weakening in QTT therefore allows us to add only 0-quantified names into the context without breaking judgement derivations. This means that $\left(\lambda x:_{\omega} \tau, x\right)$ is ill-typed in QTT since we cannot type terms at quantity $\omega$, nor can we weaken the quantity of $x$ inside the lambda.

For practical programming, QTT will likely need to be extended with the McBridestyle weakening to allow at least using $\omega$-quantified variables in 0 -contexts, like $\mathrm{TT}_{\star}$ does.

### 8.4.2 Parametric Quantifiers for Dependent Type Theory

Vezzosi, Nuyts and DeVriese [NVD17] also extend Martin-Löf's Type Theory with parametric binders, in order to recover parametricity provided by System F, lost by the unification of $\forall$ and $\Pi$ in type theory.

The resulting type theory, ParamDTT, has quantifiers (and lambdas) with three possible modalities: pointwise (II), parametric (\#), or continuous (id). The quantifiers $\forall$ and $\exists$ are then expressed as parametric (\#) variants of $\Pi$ and $\Sigma$, while the usual Pi and Sigma binders correspond to their continuous (id) variants.

ParamDTT defines relational structure on types in two levels: bridges and paths. Paths represent (possibly heterogeneous) equality and bridges represent (possibly heterogeneous) relatedness. All functions must respect paths, and the difference between the three binder modalities lies in how they respect bridges:

- Parametric functions map bridged elements to path-connected elements;
- continuous functions map bridged elements to bridged elements;
- pointwise functions have none of the above constraints.

Furthermore, free theorems can be derived in ParamDTT internally.
As mentioned in Section 2.1.7, ParamDTT allows the definition of a parametric identity function $f: \mathbb{N}^{\#} \rightarrow \mathbb{N}$. This is possible because the natural numbers, as defined in ParamDTT, do not have any (non-identity) bridges, and this trivial relational structure is respected by any function trivially.

Since the argument of $f$ clearly cannot be erased, ParamDTT demonstrates that irrelevance is different from parametricity. My dissertation argues that it is useful to consider also erasure as distinct from both irrelevance and parametricity.

### 8.4.3 Shape irrelevance

Abel, Vezzosi and Winterhalter [AVW17] discuss termination checking with sized types in a type theory with typed equality. A type is sized by indexing it with a size, like in the following example introducing sized natural numbers.

```
data Size : Type where
    SZ : Size
    SS : Size \(\rightarrow\) Size
data \(\mathbb{N}:(i:\) Size \() \rightarrow\) Type where
    \(Z:\{i:\) Size \(\} \rightarrow \mathbb{N} i\)
    \(\mathrm{S}:\{i:\) Size \(\} \rightarrow \mathbb{N} i \rightarrow \mathbb{N}(\mathrm{SS} i)\)
```

The problem with sizes is that the explicit presence of sizes in terms interferes with definitional equality. For example, two differently sized versions of zero, (Z SZ) and (Z (SS SZ)), are not definitionally equal, while we would like them to be.

In a calculus with untyped equality, such as ICC* or Zombie, the solution is easy - make the size argument to the type constructor relevant, while making the size arguments to the data constructors irrelevant, as discussed in Section 2.1.7.1.

```
data \(\mathbb{N}:(i:\) Size \() \rightarrow\) Type where
    Z : . \(\{i:\) Size \(\} \rightarrow \mathbb{N} i\)
    S: . \(\{i:\) Size \(\} \rightarrow \mathbb{N} i \rightarrow \mathbb{N}(\mathrm{SS} i)\)
```

Given the above definition of $\mathbb{N}$ : Size $\rightarrow$ Type, everything works as expected, $\mathbb{N} S Z \not \approx \mathbb{N}(S S S Z)$ but $Z S Z \approx Z(S S S Z)$ - not because we make a distinction between
terms and types or because we are checking equality as terms vs. types, but simply because the compared terms contain irrelevant applications (not indicated in the surface syntax here), which make their right-hand sides ignored in equality.

However, in a type theory with typed equality, the above definition is problematic in the presence of $\eta$ conversion and large elimination, and is therefore rejected by Agda (Section 2.1.7.2).

The paper, together with its implementation in Agda, therefore presents an additional modality for Pi , shape irrelevance, which comes with the corresponding shape-irrelevant application, and for which large elimination is disallowed. This modality is denoted by two dots in the surface syntax and it can be used to mark type constructor arguments that may receive irrelevant values but are not ignored in equality. This yields the following definition.

$$
\begin{aligned}
\text { data } \mathbb{N}: . .(i: \text { Size }) \rightarrow \text { Type where } \\
\mathrm{Z}: .\{i: \text { Size }\} \rightarrow \mathbb{N} i \\
\mathrm{~S}: .\{i: \text { Size }\} \rightarrow \mathbb{N} i \rightarrow \mathbb{N}(\mathrm{SS} i)
\end{aligned}
$$

Unlike in untyped-equality calculi, resurrection is restricted to only arguments of shape-irrelevant applications.

### 8.4.4 Type Theory in Color

Bernardy and Moulin [BM13] present a calculus with colours and taints (sets of colours). Each binding is annotated with a modality: a pair $(\theta, \iota)$ of taints, where $\theta$ gives the taint of the variable, while $\iota$ determines the obliviousness of the binding the colours that are incompatible with substitution for that variable.

Expression are typechecked as tainted with a certain taint in the given environment and there is an erasure operation $\lfloor\cdot\rfloor_{i}$ that, given a colour $i$, erases all $i$-tainted portions of the given object (environment or term).

The above is illustrated by the following rule, which defines what it means for an expression to be $\theta$-tainted and $\iota$-oblivious.

$$
\Gamma \vdash A:_{\theta, \iota} B \quad:=\lfloor\Gamma\rfloor_{\iota} \vdash A:_{\theta} B
$$

Even if we remove all bindings that share at least one colour with $\iota$ from $\Gamma$, then $A$ is still well-typed with taint $\theta$.

The authors do not discuss inductive families, except for a mention that the work extends straightforwardly to inductive definitions.

Colouring and tainting goes far beyond a simple distinction between erasability and non-erasability, although erasure could be modelled by using a single colour R: every expression and variable that is tainted with $R$ must survive until runtime.

It would be interesting to see how "taint inference" would work for an unlimited number of colours in CCCC. As the authors note, one cannot go wrong by using more colours and it would be interesting to see whether there exists a "finest colouring"
for every program that would use the maximum number of distinct colours while keeping the program taint-consistent. We could then conflate (or ignore) colours to obtain other taint-consistent programs.

### 8.4.5 Other

### 8.4.5.1 Security types

In imperative languages, security type systems [Den76; VS97; SM03] formalise the idea that expressions at a lower level of security should not be able to refer to values at a higher level of security. This is similar to our principle that runtime values should not refer to erased values.

## Chapter 9

## Results

This chapter demonstrates that the promises given in the introductory chapter have been fulfilled by the material presented in the rest of the dissertation, as summarised in Section 9.3.

### 9.1 Benchmarks

This section presents experimental data illustrating how erasure influences runtimes of the compiler and the compiled programs. Here, I discuss only the erasure method described from Chapter 5 onwards; Chapter 4 has separate benchmarks in Section 4.6.1.2.

### 9.1.1 $\quad \mathrm{TT}_{\star}$ compiler pipeline

My implementation of $\mathrm{TT}_{\star}$ uses the following steps/stages.

1. The input of the compiler is a hand-written program in the core calculus $\mathrm{TT}_{\star}^{*}$.
2. The compiler first parses the program and then its subsequent stages correspond to Figure 5.5.

Erasure polymorphism is implemented but disabled and ignored in these benchmarks.
3. The compiler outputs Scheme code, which is a more or less direct translation of the resulting program in its untyped $\mathrm{TT}_{\star}^{\square}$ form; it is curried and higher-order.
4. Pattern matching is translated using the matchable extension of Chicken Scheme (also present in Racket).
My implementation can compile pattern clauses to case trees but this feature is ignored in these benchmarks ${ }^{1}$.
5. The Scheme code is interpreted or further compiled to native code with the highest optimisation level, using Chicken Scheme [CHI20] in both cases.


Figure 9.1: Erasure at compile time
Error bars (omitted) would be generally smaller than the point markers.

### 9.1.2 Compile time

Figure 9.1 illustrates how erasure influences the compiler using the following four plots.

### 9.1.2.1 Time taken by erasure

Figure 9.1a talks about the run time of the $\mathrm{TT}_{\star}$ stage, which includes (sub-)stages from parsing $\mathrm{TT}_{\star}^{\bullet}$ up to and including generating Scheme. Specifically, it does not include the Chicken Scheme compilation stage, nor does it include the execution of the resulting program.

The visualised quantity in Figure 9.1a, called "erasure time", is the difference between the runtime of the $\mathrm{TT}_{\star}$ stage with and without erasure inference enabled. More precisely, "without erasure inference", all erasure annotations are set to R instead of running erasure inference and the processing proceeds normally afterwards.

The horizontal axis represents the count of all erasure annotations. This number consists mostly of the number of variable binders in the program and the number of function applications in the program.

The benchmarked programs are small test programs from the test suite of my implementation of $\mathrm{TT}_{\star}$.
foreign is a FFI test that implements decidable equality for lists
rev implements the reverse view for lists (Section 2.2.8.2)
rle implements RLE compression and decompression
bin implements the binary adder
tt implements an evaluator for a scope-indexed lambda calculus
palindrome implements the palindrome check, using the reverse view as one of its components

The rest are various tiny programs that typically test a single language feature each.
Figure 9.1c shows how all annotations in the individual programs, as computed by erasure inference, were divided between retained and erased.

Here, it is interesting that despite the fact that of all programs, bin contains the largest number of erasure annotations in total, the subset of them inferred to be retained is exactly the same as that of the relatively small program rle.

The number of all annotations and the number of R-annotations seem to be equally good predictors of time spent by inference and erasure in this experiment. With a linear model, both achieve $r^{2} \approx 0.91$.

[^22]
### 9.1.2.2 Total compilation time

Finally, Figure 9.1d shows total compilation time, including the $\mathrm{TT}_{\star}$ stage and the Chicken Scheme compiler (at the highest optimisation level).

This demonstrates that even if, as in the case of palindrome, erasure makes the TT ^ stage take 7 milliseconds longer, the total compilation time, which includes the subsequent stages, is shortened by more than 1500 miliseconds.

These speedups apply to my implementation of $\mathrm{TT}_{\star}$ with the Chicken Scheme backend. Figure 4.9 in Section 4.6.1.2 shows that in the case of Idris, erasure led to much less impressive savings in these example programs.

### 9.1.3 Execution time

Figure 9.2 shows how erasure affects the run times of our three example programs.

### 9.1.3.1 Palindrome

Input (Unary) natural number representing the input size.
The program internally builds a list of Booleans with alternating True and False. For the benchmarks, the input sizes are always odd so that the resulting list is always a palindrome (and needs to be checked completely).

Operation The program checks whether the list is a palindrome.
Output The program prints True or False.
Figure 9.2a shows how the run time of the palindrome checker depends on the input size (length of the input list) - and erasure.

First of all, note that the two plots have very different horizontal scales - the unerased program is run for inputs having up to 250 elements, while the erased program is run for inputs with up to 1 million elements to obtain comparable runtimes.

The unerased program is obviously convex and non-linear. It is harder to judge the erased program, whose plot contains significant spikes. Since the spikes seem to appear log-regularly (at about powers of two times $1.25 \times 10^{5}$ ), and they appear in the same places with the same shape across different machines, I expect that they are caused by heap resizing or other Chicken RTS effect. I have not explored these effects further.

Section 9.1.4 gives more concrete estimates on the asymptotics of these programs.

### 9.1.3.2 Binary adder

Input Unary number representing the input size. The program internally builds two binary number with the given size. The two binary numbers always consist of alternating ones and zeroes, and are complementary to each other. (Building these unary numbers is included in the runtime.)

(в) Binary adder

(c) RLE

(D) RLE: closer look

Figure 9.2: Erasure at run time
Error bars (omitted) would be generally smaller than the point markers.

Operation The program adds the two binary numbers built in the input step.
Output Program prints the resulting bits of the sum. (More precisely, it prints the internal Scheme representation of the binary number, which is a right-nested list.)

Figure 9.2 b shows that the runtime of the unerased program roughly doubles with every additional bit.

On the other hand, the compiled version of the binary adder looks approximately linear. It also seems to exhibit similar behaviour as the compiled version of the palindrome checker. Their runtimes are roughly the same on the same input sizes and both programs' run time also spikes around similar input sizes.

This is quite remarkable, given the very different asymptotic behaviour of the unerased versions of these two programs.
(The input size step was $8 \times$ larger in the case of the binary adder than the palindrome checker.)

### 9.1.3.3 RLE

Input Unary number representing the input size.
The program internally builds a Boolean list of the given size, with all elements being True.

Operation The program RLE-compresses and decompresses the input list, and then XORs all elements of the list together using a left fold.

Output The program prints the resulting value, True or False.
In this program, erasure does not lead to an asymptotic improvement, as seen in Figure 9.2c; it just removes some constant overhead. This allows us to use the same input sizes for both erased and unerased programs, unlike in the previous examples.

From the plot, it is not immediately obvious that the erased program is faster. This is likely because it is easy to visually mis-pair the markers (the correct pairing always pairs markers for the same input size - vertically).

For that reason, I also include Figure 9.2d, which plots the erased run time versus the unerased run time for each input size. The red dashed line indicates the graph of the identity function and in this plot, it is more visible that the unerased time for larger-sized inputs is usually larger than the erased time.

Finally, the paired t -test ${ }^{2}$ rejects the null hypothesis that erasure had no effect on the run time of this program at $p \approx 2 \%$.
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### 9.1.4 Exponent estimation

Assuming that the run time is a polynomial function of input size, we can estimate the order of the polynomial as the slope of the regression line in the log-log plot of run time vs. input size. These plots are shown in Figure 9.3.

This approach is justified by the following derivation, where the run time $T(n)$ depends on input size $n$.

$$
\begin{aligned}
T(n) & =\beta n^{\alpha}+o\left(n^{\alpha}\right) \\
\log T(n) & =\log \left[\beta n^{\alpha} \cdot\left(1+\frac{o\left(n^{\alpha}\right)}{\beta n^{\alpha}}\right)\right] \\
\log T(n) & =\alpha \log n+\log \beta+\log \left(1+\frac{o\left(n^{\alpha}\right)}{\beta n^{\alpha}}\right)
\end{aligned}
$$

As the input size $n$ grows, the residual term $\log \left(1+o\left(n^{\alpha}\right) / \beta n^{\alpha}\right)$ vanishes, yielding a linear curve with slope $\alpha$ in the log-log plot.

One needs to be careful with experimental big-oh estimation in general. For example, finer distinctions, such as $\log n$ factors, are hard to determine experimentally and a finite set of samples cannot prove anything about the asymptotic behaviour of a program, anyway - we could always simply say that the claimed asymptotic behaviour sets in only for higher input sizes than those present in the experiment [MPC97; SF00].

However, I will use this method to estimate only the highest exponent of a polynomial, to informally illustrate that the experimental complexity follows the predicted values.

### 9.1.4. 1 Palindrome

Figure 9.3a shows linear regression in the log-log plot for the palindrome decider.
To reduce the effect of smaller-order terms, I (arbitrarily) excluded all samples with input sizes smaller or equal to 40 elements from the exponent estimation. This affects only the unerased case and the cut-off limit is illustrated by a dashed vertical line in the plot. This corresponds to the High-End Power Rule [MPC97].

Like in Section 4.6.1.2, my implementation of the palindrome checker seems to be cubic. Again, this contradicts the expected complexity $O\left(n^{2}\right)$, unless it is relaxed to $\Omega\left(n^{2}\right)$.

After erasure, the program becomes approximately linear, as expected and desired.
With logarithmical axes, the spikes in runtime become regularly spaced, which supports the hypothesis that this effect could be caused by a process similar to an exponentially growing heap.

### 9.1.4.2 Binary adder

I do not perform regression in the unerased case since it does not satisfy the assumption of polynomiality.


Figure 9.3: Log-log plots

| Program | Expected complexity |  | Measured exponent |  |
| :--- | :--- | :--- | :---: | :---: |
|  | erased | unerased | erased | unerased |
| Palindrome checker | $O(n)$ | $O\left(n^{2}\right)$ | 1.09 | 2.90 |
| Binary adder | $O(n)$ | $O\left(2^{n}\right)$ | 1.00 | - |
| Run-length decoder | $O(n)$ | $O(n)$ | 1.09 | 1.08 |

Table 9.4: Complexities of the example programs
Standard errors (not given) are on the order of $10^{-2}$.

The erased program seems to run in linear time, as expected.

### 9.1.4.3 RLE

In the case of RLE, both erased and unerased programs have the same asymptotic complexity, which is supported by exponent estimation.

The fact that the erased program is slightly faster manifests as a slightly lower intercept (not visualised).

### 9.1.5 Summary

Like in Chapter 4, Section 4.6.1.2, my implementation of the palindrome checker is cubic when unerased and linear when erased, and all erased programs are linear, as expected (and desired). This is summarised in Table 9.4.

Therefore, the results obtained by exponent estimation indicate that also the erasure approach presented in Chapters 5 and 6 is successful in recovering the desired asymptotic complexity of all example programs.

### 9.2 Discussion

### 9.2.1 Remarks

### 9.2.1.1 Explicit annotations unnecessary

The approaches presented in this dissertation generally do not require explicit erasure annotations to work correctly.

An exception are only cases like foreign functions, where the compiler cannot infer the erasure pattern, or the implementation of the IO monad, where we want to prevent erasure inference from spotting that RealWorld is never used. In both cases, annotations are kept to absolute minimum (Section 7.5).

With the erasure method described in Chapter 4, which is implemented in Idris, the set of programs accepted by the compiler becomes strictly bigger: the programs that passed the compiler before adding erasure are all accepted after adding erasure, plus the compiler allows annotated programs. This means that a programmer could take the same program, compile it unmodified with a version of Idris that supports erasure, and obtain a program that is potentially (asymptotically) faster.

While the erasure method described from Chapter 5 onwards does not have a "before", non-erasure implementation, it still does not require any erasure annotations.

### 9.2.1.2 Forced patterns and erasure annotations

One might argue that forced patterns and forced constructors are a form of erasure annotations - we even (ab)use erasure annotations (Section 4.5.1.1) to choose forced patterns in Idris!

This is however not true. Erasability is a consequence of operational behaviour of a program and the choice of forced patterns is a choice of operational behaviour, not a choice of erasability - we can always have constructor fields that are forced in a pattern match but not erasable, and vice versa. However, if we care about erasability, we need to care about operational behaviour and thus about forced patterns.

This does not mean that programmers have to start annotating forced patterns explicitly if they want good erasure - elaboration in Idris usually does a good job in choosing the forced patterns for the programmer. However, the choice must be made - and it has always been made, tacitly (Idris) or explicitly (Agda) - and since the choice matters, we should give programmers means to influence it.

### 9.2.1.3 Not running the programs that we write

Dependently typed systems have put a lot of effort into type inference, program inference, proof search, and similar kinds of automation. If we add erasure, we may get a situation where the program that we run is entirely different from the program that we write - if the programmer-provided code is used only to infer other code, and then erased.

This is already almost happening, and we don't even need advanced erasure. Currently, Idris will successfully infer both right-hand sides of the function zipWith, and Agda's proof search will even do the case splitting automatically.

```
zipWith: (a->b->c) -> Vect na \ Vect nb \ Vect nc
zipWith }f\mathrm{ Nil Nil = Nil
zipWith f(x :: xs) (y :: ys) = fx y :: zipWith xs ys
```

We can therefore just write the type signature of zipWith, have its body inferred and compiled to machine code, while the type signature gets erased before code generation.

Note that this would not work for zipWith operating on lists because the type signature is not precise enough - there would be nothing stopping proof search from simply filling in empty lists on the RHS in both clauses. Therefore, (useful) proof search is made possible by the precision of dependent types.

With more precise types, smarter proof search and smarter erasure, we will probably encounter more interesting examples of this behaviour.

### 9.2.1.4 The core language is $\mathrm{TT}_{\star}^{\mathrm{RE}}$

Chapter 5 says that $\mathrm{TT}_{\star}$ is a core language. In fact, the core language is the variant of $\mathrm{TT}_{\star}$ called $\mathrm{TT}_{\star}^{\mathrm{RE}}$. In $\mathrm{TT}_{\star}^{\mathrm{RE}}$, everything, including erasure, is fully explicit and determined. Furthermore, $\mathrm{TT}_{\star}^{\mathrm{RE}}$ is the target language of all extensions to erasure inference, including erasure polymorphism (Section 7). Finally, $\mathrm{TT}_{\star}^{\mathrm{RE}}$ is the calculus used for the last stage of the erasure pipeline before erasure itself and it is the calculus checked by the rules given in Section 5.5.

### 9.2.1.5 Pattern checking

In Idris, patterns are checked by simply interpreting them as terms and typechecking them as such. This would not work in $\mathrm{TT}_{\star}$, where we have (a restricted form of) erasure subtyping.

```
data ErasedNat: Type where
    Erase: \((x: \mathbb{E} \mathbb{N}) \rightarrow\) ErasedNat
\(f::_{\mathrm{R}}(x: \mathbb{R} \mathbb{N}) \rightarrow\) ErasedNat
\((x: \mathbb{R} \mathbb{N})\)
    \(f_{\widehat{\mathrm{R}}} x=\) Erase \(\hat{\mathrm{E}}^{x}\) - consistent
\(g: R\) ErasedNat \(\rightarrow \mathbb{N}\)
\((x: \mathbb{R} \mathbb{N})\)
    \(g_{\hat{R}}(\) Erase \(\hat{\mathrm{E}} x)=x-E R R O R\) : inconsistent
```

In both functions, $f$ and $g$, the pattern variable $x$ is R -bound.
If (Erase $\hat{E}^{x}$ ) appears on the RHS of the clause, like in the function $f$, we want to allow it because it makes sense - we are passing a runtime value into an erased position.

However, on the LHS of a clause, in the pattern in $g$, applying the constructor Erase to the (runtime) pattern variable $x$ means that we are attempting to read a runtime value from an erased position - and this should certainly be disallowed.

Therefore, the same "expression", (Erase $\hat{E}^{x}$ ), should be checked differently depending on whether it occurs in a pattern or in a term. This however makes sense in patterns, the flow of information is reversed, flowing into pattern variables, while in terms, information flows from variables.

This is exactly the reason that Section 5.5.2.3 introduces a separate set of typing rules for patterns.

### 9.2.1.6 Mutual recursion

For simplicity, $\mathrm{TT}_{\star}$ does not feature mutual recursion in order to focus on the central ideas of erasure. Section 2.2 .4 shows several ways of encoding mutual recursion in
$\mathrm{T} \mathrm{T}_{\star}$ and since these work well with erasure, there is no reason to expect problems with real mutual recursion.

My implementation used to support mutual recursion using a form of let bindings that could bind multiple mutually recursive definitions at once. Erasure inference (not checking) had to be iterated for every mutual block until the set of constraints reached a fixed point. This was necessary because while checking earlier definitions in the block, the later definitions have not been assigned any constraints yet. Erasure checking does not change with mutual recursion.

With the approaches in Section 2.2.4, it is not necessary to iterate erasure inference because all mutually recursive functions are united in a single (non-mutually) recursive definition. Pretending that a mutually recursive collection of functions has been defined using one of the ways in Section 2.2.4 for the purposes of erasure inference, but compiling them as true mutually recursive functions, might be the most efficient strategy. I have not explored this further.

### 9.2.1.7 Case trees vs. pattern clauses

I believe that case trees are more practical for a core language than pattern clauses, for reasons given in Section 7.2.1.
$\mathrm{T} \mathrm{T}_{\star}$ has pattern clauses only to remove the conversion from case trees to pattern to make proofs easier.

### 9.2.1.8 Token type target elimination

It is known [ML08; Let03; Let04; Let08] that unrestricted erasure of void targets and token type targets in elimination, which includes erasure of equality proofs, does not preserve strong normalisation and therefore should not be allowed.

Indeed, Mishra-Linger [ML08, p. 133] gives a very short example illustrating the problem. This example includes a function that takes a false assumption which gets erased, uncovering a diverging term.

```
data TyEq: Type \(\rightarrow\) Type \(\rightarrow\) Type where
    TyRefl : TyEq a a
coerce: TyEq \(a b \rightarrow a \rightarrow b\)
coerce \(\lceil\) TyRefl \(\rceil=\lambda x . x\)
sym : TyEq \(a b \rightarrow\) TyEq \(b a\)
sym \(\lceil\) TyRefl \(\rceil=\) TyRefl
```

```
loopy : \((a:\) Type \() \rightarrow(b:\) Type \() \rightarrow\) TyEq \(a(a \rightarrow b) \rightarrow b\)
loopy a beq =
    let
        \(w:(x: \mathrm{R} a) \rightarrow b\)
        \(w x=(\operatorname{coerce} e q x) x\)
    in \(w(\) coerce \((\operatorname{sym} e q) w)\)
```

The erased version of the above program contains a definition of loopy that has no normal form.

$$
\text { loopy }=\text { let } w=\lambda x . x x \text { in } w w
$$

This happens because the false assumption is not inspected anywhere and is therefore erased.

Explicit annotation In the example above, the function $w:(x: \mathrm{R} a) \rightarrow b$ has been manually annotated so that $x$ is not inferred as erased. This is necessary to preserve the inconsistency. Without this annotation, the inference algorithm (Chapter 6) determines $x$ to be erasable, and loopy becomes an identity function after erasure.

This of course does not diminish the severity of the problem - adding (consistent) annotations should not make a well-behaved program "go wrong".

Erasability of problematic definitions One could argue that the whole point of false assumptions is to make certain functions not callable. We can promise to provide a Void eliminator because we know, assuming consistency of the calculus, that all code paths invoking it are unreachable code and thus we never have to generate code for it. In other words, all "problematic" functions should be recognised as unused and erasable, thus not present in the erased code at all.

This is however not true. To trigger the undesired behaviour, we do not have to invoke loopy. Since the runtime representation of the function ( $\lambda x: \mathrm{E} \tau . . M$ ) is exactly the same as that of $M$, any unapplied occurrence of loopy - which is of course freely constructible even in consistent calculi - will be a diverging term.

Solutions Chapter 4 presents an erasure transformation that does not remove arguments of functions. Instead, in each erased application, it replaces the provided argument expression with the special symbol $\square$. This method therefore does not suffer from this problem.

Letouzey observes that these "problematic" invocations are rather rare [Let08, Sec. 4] and the extraction process of Coq is special-cased to leave problematic terms guarded by at least one lambda - by erasing all erasable arguments of a function, and by inserting dummy lambdas around problematic partial applications [Let03, Sec. 2.1]. Compared to the previous paragraph, this method has the advantage of removing almost all overhead of dummy arguments, and more readable generated code.

Other effects In non-pure languages, erasure may not preserve effects other than just non-termination. Various authors [FH01; WS99] propose a separate effect check, marking all possibly effectful expressions as non-erased.

### 9.2.1.9 Forced patterns and unification

Forced constructors correspond to single-branch case splits (Section 7.2.3.2). We can use suggestive syntax sugar for single-branch splits in Section 7.2.3.5, together with a special form of case trees that allow terms in patterns, to illustrate that single-branch splits - and by extension, forced patterns - also correspond to (solved) pattern unification constraints and Henry-Ford-style [McB00] equalities.

### 9.2.1.10 Direction of data flow

In terms, variables are data sources; in patterns, pattern variables are data sinks. Since usage of data sources is determined by the usage of data sinks, we need to care about the direction of data flow and this leads to separate sets of type checking rules for patterns and terms (Section 5.5.2.3).

### 9.2.1.11 Multiple erasure levels

Erasure presented in this dissertation has two levels: erased and unerased. However, it might be useful to add more erasure levels, as literature shows - McBride talks about worlds [McB14a; McB14b], quantities [McB16], and phases [GM13] (with Gundry), security type systems talk about security categories and access classes [Den76; VS97], type theory in colour [BM13] talks about taints, multi-stage programming [Tah04] talks about stages.

In all of the above, including erasure, each value, independently of its type, "comes from" a certain world, stage, phase, or colour, and we want to restrict which world, stage, phase, or colour it could "travel to" - and it seems to be useful to have several of them.

I have not explored adding more erasure levels but I took care to formulate erasure constraints and the erasure inference procedure in Chapter 6 in terms of a general complete lattice of erasure annotations, while working with just the lattice $E<R$ in this dissertation.

In the big picture, erasure inference calculates the "lower bound" on the erasure level of a value as the meet of the lower erasure bounds of its data dependencies and, after suitable modifications to the solver, I believe it would work with erasure lattices richer that $\mathrm{E}<\mathrm{R}$.

Horn clauses This would be a further departure from Mishra-Linger's system [ML08], which models constraints as Boolean formulas in CNF. This dissertation makes the transition from CNF $(\neg a \vee \neg b \vee c)$ to Horn clauses $(a, b \rightarrow c)$. Further transition to
lattice-based constraints $((a \wedge b) \leq c)$ would naturally generalise Boolean constraints to richer lattice structures of erasure levels.

### 9.2.1.12 Erasure constraints as part of type signatures

As explained in Section 7.3.1.9, it is useful to regard erasure constraints as part of type signatures since they define the conditions under which a definition (and its type) is erasure-consistent. Furthermore:

- Sometimes, a set of constraints may be more efficiently expressed extensionally, as the set of its models / consistent erasure patterns of the definition (Section 7.3.1.9).
- In order to use (apply) a definition, we need the constraints only to relate the evars in the type of the definition. This means that the constraint set can be simplified/reduced to elide the internal nodes, in order to get better inference performance (Section 7.3.1.9).
- In order to specialise a polymorphic definition into its monomorphic copies, we need the whole set of constraints.
- For some functions, their constraint sets may be reduced to a concrete assignment of $R$ and $E$ to evars ahead of time (Section 7.4).


### 9.2.1.13 Implementation

Erasure constraints I found it useful to represent erasure constraints not as Horn clauses in the form ( $G \rightarrow r$ ) but as Horn clauses aggregated by their LHS, in the form $G \rightarrow R$. The constraint $G \rightarrow R$ stands for the set of (elementary) constraints $\{G \rightarrow r \mid r \in R\}$.

Constraint sets can then be represented as finite maps from sets of prerequisites to sets of consequences, which makes the set deduplicated, and it allows us to quickly search for the set of consequences associated with the empty set of prerequisites.

The implementation in Idris represents constraint sets as finite maps from sets of prerequisites to finite maps from sets of consequences to sets of reasons explaining where the constraints come from (Section 4.5.6).
"Everything is a definition" In my implementation, all name binders, be it lambdabound names, let-bound pattern matching definitions, or pattern variables, are represented the same way - as a definition (Section 5.2.2). This is convenient for the implementation but also for presentation of the typing rules.
$\mathrm{TT}_{\star}$ and types $\mathrm{TT}_{\star}$ is a family of calculi $\mathrm{TT}_{\star^{\prime}}^{\bullet} \mathrm{TT}_{\star}^{\text {evar }}, \mathrm{TT}_{\star}^{\mathrm{RE}}$, and $\mathrm{TT}_{\star}{ }_{\star}$, and it has been very helpful to keep them separate in the implementation, as well. In my Haskell implementation, the TT type is parameterised by the type of erasure annotations.

Using further parameters, such as the constraint set representation, which also changes along the compiler pipeline, was however too laborious and later reverted.

Native code generation My implementation can generate Scheme code in various ways.

Using the matchable extension of Scheme, the code can can be compiled to native binaries using Chicken Scheme, or interpreted by Chicken Scheme or Racket. This alternative does not require compiling pattern clauses and the generation of Scheme is very straightforward.

With a pattern compiler, my implementation can also generate standard Scheme from $\mathrm{TT}_{\star}$.

### 9.3 Summary

This dissertation supports the following thesis.
Erasure in practical dependently typed programming is useful and feasible.
Erasure is useful There are dependently typed programs that are elegant and idiomatic but inefficient without erasure. Furthermore, there are whole programming techniques, such as programming with dependent views, that require erasure to become practical. Irrelevance is stronger than erasability, which makes it too restrictive to be the only erasure mechanism.

Chapter 3, in particular Section 3.1.2, shows concrete examples of programs that should run in linear time but in fact run in quadratic or exponential time. I also show that this problem is caused by extra data and code present in the program and that this data and code is not removable easily in current systems (Section 3.2).

The examples demonstrate that erasure enables a whole class of programming techniques (such as programming with dependent views) that would otherwise be too inefficient.

Irrelevance, implemented in languages like Agda or Zombie, is stronger than erasure (Section 2.1.7) and unless we need its effect on equality, erasure is a more flexible choice (Section 2.1.7.2) which admits easier inference (Section 7.6).

## Erasure is feasible

- There are algorithms that discover and erase non-computational data from such programs.
Chapter 4 on one hand, and Chapter 5 together with Chapter 6 on the other hand, give two different approaches to erasing non-computational data.
- These algorithms are effective.

Sections 4.6 and 9.1 demonstrate that in all programs introduced in Section 3.1.2, these algorithms are able to recover the expected linear runtime complexity, without any user-provided annotations.

- These algorithms are reasonably efficient. Theoretically, Section 6.5 .1 shows that the time complexity of the presented inference algorithms, without erasure polymorphism and (the unimplemented) inference-speedup extensions, can reach at least $O\left(n^{2}\right)$ time in the size of the input program. Section 6.5.2 discusses several efficiency-improving extensions.
Practically, Section 4.6.1.2, Figure 4.9 and Section 9.1, Figure 9.1d show that the net impact of erasure on total compilation time in the examined programs is actually negative: erasure saves more time than it takes, by reducing work in the subsequent stages, especially code generation and optimisation.
- These algorithms are applicable to a real-world implementation of a practical dependently typed programming language.
For Chapter 4, I have a constructive proof - this approach is implemented in Idris and has been running on all programs for more than four years.
The type-based erasure approach (Chapters 5, 6, and 7) is implemented in a small compiler, separately from Idris. However, the core language TT $\star$ was designed as an erasure-aware extension of Idris's TT, and its implementation shows that type-based erasure works well with features like I/O and foreign function interfaces (Section 7.5).
- These algorithms are sound; they preserve the meanings of programs.

I prove several standard metatheoretic properties of $\mathrm{TT}_{\star}$ such as subject reduction, and, most importantly, soundness of erasure in the sense that it commutes with reduction (Section 5.7) in type- and erasure-correct programs. In doing so, I assume confluence of reduction.
I have shown that the erasure inference algorithm given in Chapter 6 is sound and complete with respect to the typing rules of the calculus, and therefore it is safe to erase programs annotated by erasure inference.

### 9.4 Future work

Integration of QTT, $\mathbf{T T}_{\star}$, weakening, and irrelevance The most attractive direction of future research is integration of $\mathrm{TT}_{\star}$ (pattern matching, erasure inference) with QTT (Section 8.4.1.3), McBride-style weakening (Section 8.4.1.1), and possibly even irrelevance, especially since QTT has been chosen as the core calculus of Idris $2^{3}$.

The two erasure levels E (erased) and R (unerased) are further differentiated into I (erased, irrelevant), E (erased, relevant) and L (unerased, linear/affine), R (unerased,

[^24]

Figure 9.5: Hypothetical integrated rig
The parenthesised weakening entries are present if $L$ is affine, not present if $L$ is linear.
unrestricted). The rig-based approach can accommodate all four modalities, together with a suitable weakening relation (Figure 9.5).
$I$ and $L$ are not just "erasure/security levels", but they affect type checking each in its own specific way. However, I have an experimental implementation of full I-E-L-R inference, which suggests that the approach discussed in Section 7.6 .3 works for inference of irrelevance and erasure and is compatible with inference of linearity.

It remains to be seen how efficient it is and whether this way of integration of QTT with irrelevance, and inference is viable for practical programming in its full form.

Integration of $\mathbf{T} \boldsymbol{T}_{\star}$ with Idris The simple version of erasure is currently implemented in Idris 1. Another possible goal would be inserting a $\mathrm{TT}_{\star}$ stage into the compiler pipeline of Idris 1. The main hurdle at the moment is that in Idris 1, information about forced patterns is not present yet in the surface language - and already forgotten in the elaborated intermediate representation. Modifications to the compiler will be needed to preserve this information.

Metatheory Metatheory of $\mathrm{TT}_{\star}$ needs more work. While I have proven subject reduction (Theorem 5.1) and that erasure commutes with reduction (Theorem 5.2), other metatheoretic properties would be useful to have, as sketched in Section 5.7.11. Especially confluence (Conjecture 5.1), on which correctness relies, would be useful.

Erasure to a typed calculus Mishra-Linger [ML08] erases to IPTS, which is a typed calculus. This might be a more systematic approach than erasure to an untyped calculus, since it preserves a lot of information that could be possibly useful in further compilation stages, or reasoning about the erasure semantics.

Efficiency of inference I have not put much effort into making erasure inference efficient beyond trying to avoid the most obvious of complexity issues.

This seems to work well in practice. Only recently, an implementation of the compiler of Idris 2 in Idris 1 started taking several seconds to solve erasure constraints. I implemented the indexed solver (Section 6.4), which reduced the erasure time back to insignificant values.

I am sure that besides this lowest-hanging fruit, there is much more space for optimisation in erasure inference, be it in generation of constraints, solving them, or other smarter approaches.

Case trees in the core calculus In retrospect, while pattern clauses in the core language are easier to reason about, case trees have other advantages (Section 7.2.1) and I think that a core language like $\mathrm{TT}_{\star}$ would be more useful with (baseline) case trees in as its pattern matching facility.

First-class erasure annotations As sketched in Section 7.3.1.10, it might be useful to have erasure annotations as first-class values in the calculus, similar to universe levels in Agda.

Sections 2.2.4.3 and 7.3.1.10 show that this is something that we can already have now, at the expense of some boilerplate code.

Erasure polymorphism For type families, Section 7.3.2 talks about a method that has not been implemented yet. It would be useful to find out how well it works in practice, how severe its limitations are (e.g. Section 7.3.2.5) and how efficient it is.

For functions, the approach with type signature duplication (Section 7.3.1) has not been tested at scale yet. While it seems to work well on small programs, it is unknown how expensive it would be if e.g. every reference to a function in a bigger program would be erasure-polymorphic.

Metatheory of extensions Extensions in Chapter 7 come without much theoretical justification. Especially for erasure polymorphism, adding metatheory would establish its trustworthiness and help understand it better. Similarly, the material on case trees in Section 7.2 should be formally tied to literature [GMM06].

Control flow analysis It might be interesting to investigate how control flow analysis could help erasure polymorphism inference. Purely type-based distinction of erasure variants seems to be too coarse (Section 7.3.2.5) and a control flow analysis could yield a more flexible and precise erasure polymorphism inference.

More precise complexity bounds Section 6.5 . 1 shows that there is a quadratic case for the erasure inference algorithm. Its true complexity is however unknown.

More test programs and benchmarks While the three running examples, binary numbers, palindrome checker, and RLE, illustrate the problem, they are relatively small and - especially the palindrome checker - somewhat contrived.

It would be useful to collect more programs, in the spirit of Haskell's nofib suite [Par93], that could be used to test the erasure mechanism at a larger scale.
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[^0]:    ${ }^{1}$ https://github.com/edwinb/Blodwen/
    ${ }^{2}$ https://github.com/ziman/ttstar/

[^1]:    ${ }^{1}$ Idris requires that these names start with a lowercase letter.

[^2]:    ${ }^{2}$ Idris does accept this definition as it is written; see Section 2.1.4.5.

[^3]:    ${ }^{3}$ There are none.

[^4]:    ${ }^{4}$ See Section 2.1.8.2 for an explanation how pattern clauses are checked.
    ${ }^{5}$ In Agda, types whose constructors have functions in indices (coloured green by default) often make Agda refuse to case-split on values of these types because Agda cannot decide which constructors of the type family to include in the given split.

[^5]:    ${ }^{6}$ The careful reader will notice that mid is not bound anywhere in the function. Here, I use a feature of Idris that figures out that mid should be bound to a particular implicit argument of VMore. It deduces that from the occurrence of mid in the forced list.

[^6]:    ${ }^{7}$ I use parentheses because $T(i)$ is a function in the metalanguage.

[^7]:    ${ }^{1}$ They are unnecessary because their constructors are forced and all values projected out of them end up in unused positions in recursive calls.

[^8]:    ${ }^{1}$ Section 4.5.1.1 discusses how.

[^9]:    ${ }^{2}$ In the C code generator of Idris 1 , these references are set to NULL.

[^10]:    ${ }^{3}$ Consider the helpfulness of a message like "Prelude.Vector. $(::)_{2}$ is annotated but used somewhere in your program".

[^11]:    ${ }^{4}$ These benchmarks, and others, can be found online at https://github.com/ziman/idris-benchmarks/.

[^12]:    ${ }^{1}$ It is possible to have a typed calculus for the results of erasure - Mishra-Linger uses a calculus called IPTS [ML08] based on Miquel's ICC [Miq01] for that purpose - but these aspects of the post-erasure representation are out of the scope of this dissertation.

[^13]:    ${ }^{2}$ This is needed for a prerequisite of Pattern Lemma, namely Lemma 5.48.

[^14]:    ${ }^{1}$ With the exception of declarations of compiler built-ins, FFI calls, etc.; see Section 7.5.

[^15]:    ${ }^{2}$ The letter $G$ stands for guards, like in Chapter 4.

[^16]:    ${ }^{1}$ Case trees in the intermediate representation are distinct from case expressions in the surface language. Case expressions do not have any of these syntactic restrictions.
    ${ }^{2}$ "Any customer can have a car painted any color that he wants so long as it is black."

[^17]:    ${ }^{3}$ This is further supported by the usefulness of storing the set of constraints of a definition together with its type in the environment.

[^18]:    ${ }^{4}$ Erasure inference given in Chapter 6 infers a slightly more general erasure pattern - the erasability of arguments $a$ and $b$ would be represented by unconstrained evars and the erasability of the whole definition of apply would depend on whether the function is used anywhere in a runtime context.

[^19]:    ${ }^{5}$ One could argue that we could use nested case expressions, pattern matching let or explicit projections instead of matching on a pair. That's however less convenient and it limits the way programmers can write the code. Alternatively, one can consider the function partition : $(\operatorname{dec} P:(x:$ $a) \rightarrow \operatorname{Dec}(p x)) \rightarrow$ List $a \rightarrow$ Pair (Sigma (List $a)($ All $p))$ (Sigma (List $a)$ (All (Not $\circ p$ ))) instead of filter, where there is no alternative because the return type alone uses pairs in two different ways.

[^20]:    ${ }^{6}$ Since my implementation compiles to native code via Scheme, code is a Scheme expression.

[^21]:    ${ }^{7}$ Unlike "universal proof irrelevance" that would be implemented in a system like Coq for the whole of Prop by a proof irrelevance axiom, elective proof irrelevance can be opted-into by the programmer only where desirable, using explicit erasure annotations. However, all erased values must be irrelevant, and the programmer cannot elect to have only some erased values irrelevant.

[^22]:    ${ }^{1}$ It does not seem to make significant difference in the performance of native code.

[^23]:    ${ }^{2}$ One might argue that the paired t-test gives more weight to higher input sizes (which cause greater absolute differences in run times), but we could counter-argue that this bias is in fact desirable. I have not attempted to correct for it.

[^24]:    ${ }^{3}$ Prototype implementation at https://github.com/edwinb/Blodwen/.

