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A B S T R A C T   

This paper explores the potential of generative artificial intelligence technology, specifically ChatGPT, for 
advancing corpus approaches to discourse studies. The contribution of artificial intelligence technologies to 
linguistics research has been transformational, both in the contexts of corpus linguistics and discourse analysis. 
However, shortcomings in the efficacy of such technologies for conducting automated qualitative analysis have 
limited their utility for corpus approaches to discourse studies. Acknowledging that new technologies in data 
analysis can replace and supplement existing approaches, and in view of the potential affordances of ChatGPT for 
automated qualitative analysis, this paper presents three replication case studies designed to investigate the 
applicability of ChatGPT for supporting automated qualitative analysis within studies using corpus approaches to 
discourse analysis. 

The findings indicate that, generally, ChatGPT performs reasonably well when semantically categorising 
keywords; however, as the categorisation is based on decontextualised keywords, the categories can appear quite 
generic, limiting the value of such an approach for analysing corpora representing specialised genres and/or 
contexts. For concordance analysis, ChatGPT performs poorly, as the results include false inferences about the 
concordance lines and, at times, modifications of the input data. Finally, for function-to-form analysis, ChatGPT 
also performs poorly, as it fails to identify and analyse direct and indirect questions. Overall, the results raise 
questions about the affordances of ChatGPT for supporting automated qualitative analysis within corpus ap-
proaches to discourse studies, signalling issues of repeatability and replicability, ethical challenges surrounding 
data integrity, and the challenges associated with using non-deterministic technology for empirical linguistic 
research.   

1. Artificial intelligence in corpus approaches to discourse 
studies 

Understood as a form of intelligence that is both similar to and 
distinct from human intelligence (Korteling et al., 2021), artificial in-
telligence (AI) and its subfields of machine learning and natural lan-
guage processing (Shoenbill et al., 2023) play an important role in 
contemporary linguistics research. AI is argued to emulate human 
cognition (Shneiderman, 2020), a capacity which has given rise to 
predictive systems that can learn from text examples and models to solve 
problems (Jackson, 2019). Within AI, natural language processing is 
concerned with the means through which computers engage with and 
operationalise human language (Shoenbill et al., 2023), supporting text 
analysis and translation (Deng and Liu, 2018), for example, while 

machine learning serves to automate these processes by training ma-
chines to learn and self-develop (Fogel and Kvedar, 2018). From auto-
matic transcription (Blanchard et al., 2015) to data visualisation 
(Hoorens et al., 2017), AI has undoubtedly improved both the quality 
and efficacy of linguistics research, opening new pathways for devel-
opment and critique in its many of subfields, including corpus linguistics 
and discourse analysis. As a methodological approach, corpus linguistics 
is governed by its adoption of an empirical epistemology, where 
evidence-based approaches and critical data literacies continue to 
develop and (re)shape the field (Lin and Adolphs, 2023). Much of this 
development has occurred in synchrony with technological de-
velopments that have ushered in new approaches, tools, and expecta-
tions for corpus research (Lin and Adolphs, 2023), including 
considerations of issues of repeatability, replicability, and ethics 
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(Brookes and McEnery, 2020), use of coding languages for corpus 
analysis (Anthony, 2021), and the incorporation of increasingly complex 
statistical models for corpus analysis (Larsson et al., 2020). 

Subsuming both natural language processing and machine learning, 
AI has been used to develop software for conducting corpus analysis, 
such as AntConc (Anthony, 2023), to enhance approaches to multimodal 
corpus development (Zhou and Gao, 2023), and to inform tools that 
make use of corpus linguistics for applied purposes (e.g., 
corpus-informed tools for language teaching and learning; Curry and 
Riordan 2021). AI developments have also enabled automated tagging 
of linguistic data (Rayson, 2008), where automated part-of-speech and 
semantic tagging have become normalised processes in the development 
and analysis of corpora. Overall, AI has influenced both the processes for 
conducting corpus linguistics research as well as its application to 
real-world contexts. Arguably, any study published under the banner of 
corpus linguistics over the past 30 years is indebted, to some degree, to 
advances in AI. 

A parallel analytical approach, discourse analysis, pertains to the 
study of language in use, focusing on how language use is influenced by 
context and social dynamics. As with corpus linguistics, discourse 
analysis necessitates the collection and analysis of texts; however, and 
particularly when adopting a post-structuralist perspective, the analysis 
typically focuses on the identification and interrogation of social, po-
litical, and cultural values embedded within texts (Baker, 2023). Criti-
cally, discourse analysis approaches respond to and reflect the 
ontological positioning of the analyst and serve to reveal the underlying 
ideological assumptions and power relations constructed and commu-
nicated through texts (Dunn and Neumann, 2016). Research in this 
domain branches into a range of subfields, including critical discourse 
analysis, positive discourse analysis, and metadiscourse analysis, and, in 
application, research in discourse analysis has been used to inform 
professional communication in a variety of contexts, e.g., healthcare 
communication (Baker and Brookes, 2022). 

Approaches to discourse analysis have also benefited from de-
velopments in AI, albeit to a lesser degree. Automated approaches to 
data coding, using tools such as ATLAS.ti (Paulus and Lester, 2016), and 
methodological approaches including topic modelling (Brookes and 
McEnery, 2019) and sentiment analysis (Taufek et al., 2021), have had 
varying degrees of success in supporting discourse analysis. Criticisms of 
the affordances of AI for discourse analysis largely centre on the in-
capacity of AI technologies to conduct critical and contextualised ana-
lyses to the calibre of the human analyst (Brookes and McEnery, 2019). 
These issues notwithstanding, AI continues to inform discourse research, 
typically through the combination of corpus linguistics and discourse 
analysis, with corpus analysis software allowing researchers to study 
large amounts of textual data through a discourse analysis lens (Baker, 
2023), including in approaches such as corpus-assisted discourse studies 
(or CADS; Partington et al. 2013). 

The recent increase in the availability of generative AI technologies, 
such as text-based, image-based, and code-based generators, has added 
another layer of potential for corpus approaches to discourse studies 
(Zappavigna, 2023). ChatGPT, for example, is an AI chatbot, developed 
by OpenAI (2023), that draws on natural language processing and deep 
learning to attempt to understand human-produced text and generate 
human-like text. Globally, as of November 2023, OpenAI reports having 
over 180 million registered users, with nearly 1.5 billion visits to the 
ChatGPT site per month and, at the time of writing, there are multiple 
versions of ChatGPT with both ChatGPT 3.5 and ChatGPT 4 in popular 
use. When asking ChatGPT to perform tasks, prompt guides can support 
users who wish to finetune their engagement with the chatbot. For 
example, users can modify temperature settings (Buruk, 2023), which 
can amplify or limit the creativity of the tool and render it more or less 
deterministic. Likewise, nucleus sampling and text length modification 
can allow users to determine how ChatGPT should engage with the input 
and deliver the output, through use of a cumulative probability 
threshold that limits the choice of tokens and aids in the production of 

text that is both coherent and non-deterministic (Agarwal et al., 2023). 
Ultimately, as a text-based generative AI, ChatGPT is worthy of 
consideration in the context of academic research, given claims of 
ChatGPT’s affordances for supporting ideation (Qureshi, 202) and 
automating qualitative analysis (Rahman et al., 2023), its wide, inter-
national uptake (Bin-Nashwan et al., 2023), and current debates sur-
rounding the role of ChatGPT in academic practices, including 
authorship and data analysis (Misra and Chandwar, 2023). 

In linguistics research, ChatGPT has been argued to offer value by 
helping human analysts to develop search strings in regular expression 
for analysing social media texts in digital discourse analysis (Zappa-
vigna, 2023). In the context of language teaching, the increased prolif-
eration of generative AI tools, including ChatGPT, has afforded 
opportunities for reflection that may broaden approaches in and per-
spectives on data-driven learning (Crosthwaite and Baisa, 2023). Else-
where, ChatGPT has been considered in terms of its capacity to replicate 
processes that typically require the use of corpus analysis software; 
however, initial testing indicates that the generative AI fails to effec-
tively identify keywords and collocates in texts (Lin, 2023). In a large 
study of ChatGPT that included 25 tasks and over 48,000 prompts, the 
tool was found to perform reasonably well when conducting quantita-
tive analysis, with a somewhat poorer performance with tasks that 
require more reasoning (Kocoń et al., 2023). Elsewhere, however, 
ChatGPT has been recognised for its potential affordances in qualitative 
research, with some arguing that it can assist with thematic coding 
(Siiman et al., 2023) while others have gone so far as to claim that it can 
automate qualitative analysis. On this latter point, for example, it has 
been argued that ChatGPT can provide adequate qualitative analysis 
when given qualitative data with specific prompts to guide the analysis 
(Rahman et al., 2023) and that it can deliver automated inductive 
coding (Hämäläinen et al., 2023). Incidentally, these affordances appear 
to respond to recognised limitations in corpus approaches to discourse 
studies; namely, those pertaining to the lack of automated approaches to 
qualitative analysis (Gillings et al., 2023) since, to-date, automated 
approaches remain largely form-driven and quantitative. 

Given the demonstrable capacity of AI for enhancing and informing 
corpus approaches to discourse studies and the understanding that the, 
“emergence of any technique of data […] analysis poses important 
questions about the extent to which that technique might supplement or 
even replace existing techniques in a given field” (Brookes and McEn-
ery, 2019, p.4), the recent proliferation of generative AI technologies, 
such as ChatGPT, raises questions about their potential value for 
developing approaches in the field, further. Therefore, noting that 
ChatGPT has been acknowledged for its potential for conducting auto-
mated qualitative analysis (Rahman et al., 2023) and recognising the 
limitations of existing technologies for conducting such analysis within a 
broader corpus linguistic methodology (Brookes and McEnery, 2019; 
Gillings et al., 2023), the following section aims to investigate the 
affordances of ChatGPT for conducting automated qualitative analyses 
within research taking corpus approaches to discourse studies. To do so, 
three replication case studies are presented. 

2. Case studies 

This paper compares ChatGPT 4′s approach to automated qualitative 
analysis with three previously published studies. The case studies centre 
on the use of ChatGPT for (1) semantically grouping key words 
(compared with Hunt and Brookes 2020), (2) conducting concordance 
analysis (compared with Baker et al. 2013), and (3) conducting 
function-to-form analysis (compared with Curry 2021). These case 
studies were chosen to investigate a range of applications of ChatGPT to 
corpus approaches to discourse studies, moving from limited to greater 
context for the analysis. For case study 1, the semantic categorisation of 
keywords was chosen owing to the documented potential of ChatGPT for 
working with decontextualised data (Rahman et al., 2023). For case 
study 2, the analysis of concordance lines was chosen, owing to the 
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centrality of concordance analysis within corpus approaches to 
discourse studies (Baker, 2023) and, thus, the potential for its wide-
spread use by discourse analysts. Finally, case study 3 was chosen as a 
response to calls from the literature to identify automated approaches to 
function-to-form analysis of discourse in a corpus (Gillings et al., 2023). 
Overall, the goal of each study was to test the capacity for ChatGPT to 
perform automated qualitative analysis and offer a critical reflection on 
its affordances for corpus approaches to discourse studies. 

It is worth noting that ChatGPT was chosen for this analysis owing to 
it being widely used, and in response to the afore-discussed claims of its 
potential for supporting automated qualitative analysis. ChatGPT 4 was 
used also as OpenAI (2023) argues that it offers a more powerful, ac-
curate, and reasoned generative AI that ChatGPT 3.5. In each analysis, 
an inductive approach was employed owing to the differing scope and 
focus of analysis in the three case studies. In terms of ChatGPT’s pa-
rameters, it was decided that the default settings of ChatGPT would be 
used, as: (1) the goal of the study is to use ChatGPT as the average user 
would, following Brookes and McEnery (2019); and (2) in changing the 
temperature and nucleus sampling settings, for example, there is a risk 
that the analysis would be open to the charge of analytical ’cherry--
picking’ (Widdowson, 2004). To support the analysis and effective use of 
ChatGPT, the prompts developed for each case study were designed 
following models, examples, and advice from the wider literature e.g., 
Kocoń et al. (2023) and Lin (2023). 

2.1. Case study 1: semantic categorisation of keywords in online support 
group interactions about diabulimia (Hunt and Brookes, 2020) 

The first analysis focuses on the categorisation of keywords, repli-
cating an existing analysis by Hunt and Brookes (2020, pp. 144–145). 
These authors examined the discourse around three mental health 
conditions in the context of online support groups. The portion of the 

analysis replicated here was based on a corpus of forum posts about 
diabulimia. Diabulimia is an eating disorder in which a person living 
with (typically Type 1) diabetes reduces or stops taking insulin in order 
to lose weight (Brookes, 2018). The authors generated keywords by 
comparing this dataset against the Spoken BNC 2014 (see pp. 77 for 
details regarding procedural and statistical decisions). This comparison 
gave 72 keywords, which the authors manually analysed within the 
context of the forum posts. On this basis, the authors assigned each 
keyword to one of a series of broad thematic and lexical categories 
which they developed inductively based on the majority of the uses of 
each keyword (see Table 1). 

Using ChatGPT, the following prompt was given: ‘Here’s a set of 
keywords from online support group interactions about diabulimia. 
Group them into thematic and lexical categories’ [followed by an 
alphabetised list of the 72 keywords shown in Table 1, with each 
keyword separated by a semicolon]. The resulting categories are shown 
in Table 2. 

ChatGPT produced a similar number of categories (n = 10) to the 
original analysis (n = 11). There are some similarities between the sets of 
categories, especially in terms of the following pairs: ‘Food and eating’/ 
‘Dietary factors’; ‘Feelings and emotional responses’/‘Emotional and 
psychological aspects’; ‘Pronouns’/‘Personal pronouns’; ‘Body weight’/ 
‘Bodily measures and states’; and ‘Other’/‘Misc. social interaction 
markers’. These pairs of categories share many keywords, but there are 
also some notable differences. Such differences seem to occur in particular 
where ChatGPT categorised words according to their surface meanings, 
whereas Hunt and Brookes (2020) categorised words based on their 
contextual meanings. For example, while ChatGPT assigned the keywords 
problem and problems to the, ‘Emotional and psychological aspects’ cate-
gory, Brookes and Hunt (2020) found that these terms tended to be used 
euphemistically to refer to diabulimia, so accordingly assigned them to 
the category, ‘Diabulimia and disordered behaviours’. 

The categories themselves also exhibit some important differences 
between Tables 1 and 2. Sometimes, these differences result due to the 
reliance on surface versus contextual meaning. For example, the tem-
poral words categorised as, ‘Timeframe’ by ChatGPT were instead 
assigned by Hunt and Brookes (2020) to categories reflecting the precise 

Table 1 
Key thematic and lexical categories and associated keywords from the diabulimia corpus, ordered alpgabetically (adpated from Hunt and Brookes 2020, pp. 144–145)1.  

Thematic/lexical category Associated keywords 

Body and weight body, exercise, fat, gain, lose, loss, lost, weight 
Diabetes blood, complications, control, diabetes, diabetic, diagnosed, dka, high, life, low, sugar, sugars, type, years 
Diabulimia and disordered behaviours diabulimia, disorder, less, months, problem, problems, since 
Feelings and emotional responses difficult, feel, hard, needs 
Food and eating carb, carbs, diet, eat, eating, food 
Forum-related anyone, best, hi, hope, keep, luck, others, post, thanks, understand, wish 
Healthcare and health professionals care, doctor 
Insulin insulin, pump, taking 
Pronouns im, my, myself, yourself 
Recovery health, healthy, help, support 
Other also, am, etc, found, its, may, will, without, young  

Table 2 
Key thematic and lexical categories generated by ChatGPT, ordered alphabetically.  

Thematic/lexical category Associated keywords 

Medical and health conditions complications, diabetes, diabetic, diabulimia, diagnosed, disorder, dka, type 
Bodily measures and states blood, body, fat, gain, high, lose, loss, lost, low, sugar, sugars, weight 
Treatment and management carb, carbs, care, control, diet, doctor, exercise, insulin, pump, taking 
Emotional and psychological aspects difficult, feel, hard, needs, problem, problems 
Timeframe life, months, since, years 
Dietary factors eat, eating, food 
Personal pronouns Im, its, my, myself, yourself 
Interpersonal and supportive language anyone, health, healthy, help, others, support, understand 
Sentiments and wishes best, hope, keep, luck, thanks, wish 
Misc. social interaction markers also, am, etc, found, hi, may, post, will, without, young  

1 Note that, to avoid a preponderance of categories, the authors also created 
an ‘Other’ category for words that could not be easily assigned to any of the 
other categories. 
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health conditions with which each term tended to be used. Specifically, 
less and months were assigned to the category, ‘Diabulimia and disor-
dered behaviours’, as these words were consistently used to quantify the 
amount of time contributors had been experiencing diabulimia, while 
life and years were categorised under, ‘Diabetes’ for the same reason. 
There were also differences in the levels of thematic granularity 
employed in the original analysis and by ChatGPT. For example, where 
ChatGPT used the rather broad category ‘Medical and health condi-
tions’, most of the keywords in this category were assigned by Hunt and 
Brookes to either of the more specific categories, ‘Diabetes’ or ‘Dia-
bulimia and disordered behaviours’. Similarly, most of the words 
assigned by ChatGPT to the category, ‘Treatment and management’ 
were categorised by Hunt and Brookes either as, ‘Healthcare and health 
professionals’ or ‘Insulin’. Likewise, most of the keywords assigned by 
ChatGPT to the categories, ‘Interpersonal and supportive language’ and 
‘Sentiments and wishes’ were assigned by Hunt and Brookes to cate-
gories that were more granular with respect to the topic (i.e., ‘Recovery’) 
and medium (i.e., ‘Forum-related’) of the texts in the corpus. In the latter 
case, ChatGPT assigned many of these genre-related keywords to the 
more generic, ‘Misc. social interaction markers’ category. 

Overall, ChatGPT produced a manageable number of categories, 
with the vast majority of keywords being allocated to categories that 
reflect their surface meanings. The tool could also draw on the infor-
mation about the context of the data that was supplied through the 
prompt in order to feasibly categorise technical vocabulary. For 
example, it accurately decoded the initialism dka (providing the gloss, 
‘diabetic ketoacidosis’ in parentheses). However, there are also areas 
where ChatGPT’s categorisation requires further explanation. For 
example, it was not clear why keywords such as will, without and young 
were assigned to the category, ‘Misc. social interaction markers’, and on 
what basis terms such as health and healthy were categorised as, ‘Inter-
personal and supportive language’ (and indeed, on what basis many of 
the keywords assigned to this category were not assigned to the similar 
‘Sentiments and wishes’ (and vice versa)). These could represent in-
stances of mis-categorisation. Notably, in lowering the temperature 
settings of ChatGPT, the results of its analysis reflected similar differ-
ences when compared to the analysis in Brookes and Hunt (2020). 

Given the topic specificity of the data (as indicated in the prompt), 
one might question how helpful a category as broad as ‘Medical and 
health conditions’ is for a study of a specialised corpus of health-related 
communication. To test an iterative approach to generating more 
granular categories, ChatGPT was given the same prompt again, but this 
time just with the keywords belonging to the ‘Medical and health con-
ditions’ category. It categorised these words into the following, more 
granular categories: ‘Medical conditions’ (diabetes; diabulimia; dka); 
‘Medical classification/terminology’ (type; disorder); ‘Medical processes’ 
(diagnosed; complications); and ‘Patient identification’ (diabetic). These 
categories are indeed more granular. However, in order to generate 
them, ChatGPT needed to make some assumptions about how these 
terms are used. For example, classifying diabetic as, ‘Patient identifica-
tion’ implies that this word is used to discuss patients and while this is 
certainly true, its use in the data is also more diverse. Therefore, in the 
semantic categorisation of keywords, it is reasonable to conclude that 
ChatGPT performs reasonably well; however, the value of such catego-
risation for specialised discourse is at times questionable, as the cate-
gories generated can be quite generic. 

2.2. Case study 2: concordance analysis of the word homosexuals in 
newspaper texts about Islam (Baker et al., 2013) 

The second analysis attempted to replicate an existing analysis, re-
ported in Baker et al. (2013: 111–112), which involved an examination 
of a 143 million-word corpus of UK national newspaper articles about 
Islam and Muslims. An analysis of 106 concordance lines of homosexuals 
taken from a single year (2000) aimed to identify how often and in what 
ways homosexuality was linked to Islam in that period. The original 

manual analysis identified 8 cases of homosexuality being linked to 
Islam. The manual analysis then identified two types of concordance 
lines – those which constructed Islam as homophobic (three cases) and 
those which equated homosexuality with Islam as being similarly 
oppressed groups (5 cases). Examples of each type are shown in Table 3. 

In example 1, although the concordance line does not mention Islam, 
the analyst had flagged this as a relevant case due to the reference to 
homosexuals being buried alive under walls, using contextual knowl-
edge that this was a practice associated with the Taliban, which also 
refers to itself as the Islamic Emirate of Afghanistan. The second 
example, however, did not require contextual knowledge as homosexuals 
and Muslims were mentioned in the concordance line, and clearly linked 
together as someone’s supposed enemies. 

Using ChatGPT the following prompt was given: ‘Here’s a set of 
concordance lines from newspapers about Islam. How many of them 
directly relate Islam to homosexuality in some way’, along with the 106 
concordance lines. ChatGPT identified 7 cases, all of which were 
different from the 8 identified by the human analyst. However, none of 
ChatGPT’s examples (see cases 3–9) appeared to indicate a relevant 
relationship between homosexuality and Islam (Table 4). 

Then ChatGPT was given the prompt, ‘In what ways do these 7 in-
stances refer to the relationship between homosexuality and Islam? Can 
similar ways be grouped together’. This resulted in 5 categories for the 7 
cases – something which perhaps should raise a note of warning from the 
outset. 

Two of its categories only contained one concordance line, which is 
arguably not a convincing example of a category. One of the categories 
produced was similar to that identified by the human analyst, with 
ChatGPT calling it, ‘Hate and Discrimination’, and assigning a single 
concordance line to it (line 6). However, ChatGPT did not identify the 
category of viewing homosexuality and Islam as having a similar status 
as Baker et al. (2013) did, and the way it grouped the concordance lines 
into categories was not convincing. For example, with the, ‘Hate and 
Discrimination’ case, ChatGPT said that line 6 ‘refers to the concept of 
encouraging hatred of homosexuals in relation to Islam. This could be 
related to Islamophobic stereotypes of perceptions’. It is noted that 
ChatGPT hedged the possible connection using the word could. How-
ever, the concordance line makes no mention of Islam, and in fact the 
article from which the concordance line was extracted is focussed on a 

Table 3 
Cases of homosexuals being linked to Islam, adapted from Baker et al. (2013: 
111–112).  

# Examples 

1 in a country where television, films and music are banned. Homosexuals have 
been buried alive under walls, petty thieves have had their 

2 ’s eccentric outbursts against a variety of supposed enemies, ranging from 
homosexuals and Freemasons to communists and Muslims. Yesterday Elio Toaff, 
the  

Table 4 
Cases of homosexuals being linked to Islam, as identified by ChatGPT.  

# Examples 

3 Cote du Rhone and wondered why it should be the case that homosexuals have 
unusually long index fingers; three pregnant wives and one post- 

4 Shah and Islam, it was made clear that homosexuals do form a social group for 
the purpose of claims for asylum 

5 last year, offers legal recognition for all cohabiting couples, including 
homosexuals. Hailed by supporters as France’s first truly modern piece of” 

6 made in favour of repealing the law that it encourages hatred of homosexuals 
7 Hindus and Sikhs.” In 1994 the age of consent for homosexuals was lowered 

from 21 to 18. Downing Street said equality was 
8 www.morocco-travel.com). Legislation to reduce the age of consent for 

homosexuals in England, Wales and Scotland to 16 reached the statute book last 
night after 

9 stupendously incorrect politically, referring to women as ’bitches’ and 
homosexuals as ’benders’. A disproportionate percentage of his streetwise patois  
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discussion of a British law called Section 28, with Islam only mentioned 
briefly, quite a long way from the concordance line. One possible 
explanation for this decision by ChatGPT is that it may be working 
across concordance lines, drawing context and content from other 
concordance lines and not seeing them as extracts from separate texts. 
Moreover, when ChatGPT quoted concordance line 6 in its response, it 
actually rephrased the wording, replacing the word “made” with 
“move”. 

Subsequently, with lowered temperature settings, ChatGPT was then 
given a further prompt, asking ‘Do you want to try this exercise again, 
take another look at the large set of concordance lines I initially gave you 
and identify which ones relate Islam to homosexuality in some way.’ 
This time, ChatGPT produced five concordance lines, of which only one 
(line 8) it had mentioned previously. Again, the examples produced 
were completely different from the ones identified by the human ana-
lyst. ChatGPT divided the five concordance lines into 2 groups, although 
it did not provide a rationale for this division. This is perhaps under-
standable, as this was not explicitly included in the second prompt 
question. The human analyst had (incorrectly) surmised that ChatGPT 
would provide such a rationale of its own accord. 

Strangely, however, with all five of the new concordance lines, 
ChatGPT’s analysis concluded that each line ‘was not directly related to 
Islam’. In this second attempt, ChatGPT therefore did not provide any 
cases where homosexuality was linked with Islam. Interestingly, it did 
correctly identify 5 cases where there was no link, although this is not 
something it was asked to do. It is not clear why ChatGPT singled out 
these 5 lines in particular, when there were several dozen other lines 
which also did not have a link between homosexuality and Islam. 

Additionally, ChatGPT’s second analysis contained incorrect state-
ments. For example, it claimed that line 8 referred ‘to religious organi-
zations employing non-believers and homosexuals’, yet this line does 
not appear to refer to any organisation. It could be the case that ChatGPT 
was referring to the organisation that created the travel website (www. 
morocco-travel.com). However, this website is not a religious organi-
sation. Overall, ChatGPT’s analysis of concordance lines was deemed to 
be quite inaccurate, resulting in some unexpected errors such as incor-
rectly quoting the data in the first attempt and not following the in-
structions correctly in the second attempt. 

2.3. Case study 3: function-to-form identification and analysis of direct 
and indirect questions in economics research articles (Curry, 2021) 

The third analysis sought to replicate part of Curry’s (2021) study of 
direct and indirect questions, which involved a corpus-based contrastive 
analysis of questions as reader engagement markers in economics aca-
demic writing in English, French, and Spanish. The analysis used the 
KIAP-EEFS comparable corpus to identify questions and, once identified, 
the questions were analysed according to their frequency, length, form, 
function, location within the text, tense and aspect, voice, polarity, and 
sentence complexity, with a view to comparing approaches to question 
raising in economics academic writing across languages. A critical facet 
of this study was the development of a function-to-form approach to 
question identification whereby, direct questions were identified by 
searching for question marks as illocutionary force indicating devices, 
while indirect questions were identified through an iterative, 

functionally driven approach, reported in detail in Curry (2023). The 
questions identified were used to varying effects, for example, serving to 
frame the discourse (through indirect questions) or to organise the text 
(with direct polar questions), as Table 5 demonstrates. 

This case study focuses solely on the results of the English language 
analysis of questions. As criteria of evaluation, it focuses on question 
identification and analysis in terms of question length, form, and func-
tion, comparing ChatGPT’s analysis of the extracts from the English 
subcorpus, engecon, with the analysis of this dataset reported in the 
original study. 

To conduct the analysis, ChatGPT was given a more detailed prompt 
than those issued in the previous two case studies (presented in Table 6). 
The prompt is based on the analysis in Curry (2021), which grouped 
question length into three categories (<15 words, 16–25 words, and 
>26 words), question forms into six categories (content, polar, declar-
ative, alternative, elliptical, and indirect), and question function into 
seven categories (a modification of Hyland’s framework of question 
functions in academic writing (2002)). 

As the function-to-form approach often requires contextualisation 
within the whole text (Curry, 2023), initially full texts were used as 
input for ChatGPT. However, due the limitations of the tool, ultimately 
shorter extracts from the subcorpus had to be used. This was because 
ChatGPT could not process the full texts, citing that they were too long, 
despite the texts being under the stated wordcount that ChatGPT4’s 
developers claimed it could process on the tool’s homepage.2 Following 
the above prompt, ChatGPT was given the following five extracts to 
analyse: 

Table 5 
Examples of direct and indirect questions from Curry (2021).  

Example type Question identified by Curry (2021) Explanatory notes 

Example of direct question 
used to organise the text 

1. Do strong FRPs increase the location of knowledge factors outside the 
source country? 

Question 1 is a direct polar question, used to signal what is coming next in 
the text. The author raises the question to signal that they are moving on 
to a new topic. 

Example of indirect 
question used to frame 
the discourse 

2. Finally, we briefly characterise some stylized facts regarding our 
estimated stocks and ask whether there are trends in net foreign assets and 
shifts in their composition over time. 

Question 2 is an indirect question raised using the phrase “ask whether”. 
In the context of the paper, this question is a research question, guiding 
the focus of the research paper.  

Table 6 
Prompt Given to ChatGPT for each extract from the engecon.  

Analyse the following text and identify all the direct and indirect questions in the text. 
Then categorise the questions according to:  

• Sentence length as <15 words, 16–25 words, or >26 words  
• Question form as content, polar, declarative, alternative, elliptical, or indirect  
• Question function based on Hyland (2002): Getting Attention and Focusing the 

Reader; Framing the Discourse; Organising the Text; Creating a Niche; Expressing 
and Attitude and Counter-Claiming; Setting up Claims and Protecting the Writer; 
Asking Real Questions and Pointing Forward 

[TEXT EXRACT]  

Table 7 
Question occurrence in engecon extracts, based on Curry (2021).  

Extract from text Direct questions Indirect questions Total 

engecon4 9 2 11 
engecon6 2 3 5 
engecon10 10 0 10 
engecon18 9 1 10 
engecon36 11 0 11 
Total 41 6 47  

2 While this paper was undergoing peer-review, a beta version of ChatGPT 4 
was released which allowed for file upload, though still with limitations. As 
such, the amount of text that ChatGPT can process is likely to increase. Looking 
forward, this limitation is not likely to persist as a problem for corpus linguists. 
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• The section tagged <intro> in engecon10;  
• The section tagged <mid> in engecon4;  
• The section tagged <mid> in engecon18;  
• The section tagged <mid> in engecon36;  
• The section tagged <intro> in engecon6. 

These five texts and their extracts were chosen as they contained the 
highest number of questions in engecon, in decreasing order. These ex-
tracts were previously identified to contain 47 questions (Curry, 2021; 
see Table 7). 

Upon analysing the same extracts with ChatGPT, a total of 42 
questions were found, with differing numbers of direct and/or indirect 
questions identified within each extract, when compared to the original 
study, as shown in Table 8. 

Though far from ideal, this initial difference may seem marginal. 
However, this variance becomes more pronounced when overlap is 

considered, where only 66 % of the direct questions, 17 % of indirect 
questions, and 60 % of the total number of questions found by ChatGPT 
account for the questions found in the original study, as can be seen in 
Table 9. 

Understanding why this variation occurs is important, as it raises 
questions about the value of ChatGPT for qualitative research. One may 
wonder whether ChatGPT is identifying questions in the data that were 
missed in the original analysis. If so, this would signal a value of the tool. 
However, as Table 10 demonstrates, further investigation of the ques-
tions identified by ChatGPT found that of the passages identified by 
ChatGPT as direct or indirect questions, only 79 % actually existed 
within the data supplied to the tool. The remaining 21 % of cases arise as 
a result of ChatGPT reporting the presence of questions that were not, in 
fact, present in the extracts. 

ChatGPT fabricated questions, for example, by adding question 
marks or question tags to declarative statements and presenting these as 
questions in the analysis. It also duplicated questions, by presenting one 
question as two slightly different questions. Examples of each case are 
given in Table 11. 

Ultimately, only 28 of the 47 questions identified by ChatGPT were 
questions that were also identified in the original analysis by Curry 
(2021). ChatGPT’s analysis of these questions in terms of the criteria of 
evaluation (i.e., question length, question form, and question function) 
was extracted and compared to the original classification in Curry 
(2021). As Table 12 shows, ChatGPT’s analysis had varying degrees of 
success for each criterion of evaluation. 

ChatGPT did reasonably well at grouping questions by their length, 
with 75 % accuracy. However, accurate counting of words is not a 
challenging task, and 100 % accuracy for automated counting is already 
well within reach, even through the use of less sophisticated tools, such 
as Microsoft Excel. For example, where the following question has 14 
words, ChatGPT categorised it having between 16 and 25 words: ‘why 
are the magnitudes of the gains based upon these two approaches so 
different?’. In terms of form categorisation, 86 % of ChatGPT designa-
tions were accurate. This is where ChatGPT performed most effectively. 
However, ChatGPT labelled Question 1 in Table 5 as a content question, 
despite it clearly being a polar question (i.e., eliciting a yes or no 
answer). Therefore, its inaccuracy appears illogical and its approach to 
classification is difficult to access and understand, as ChatGPT success-
fully identified other polar questions in the data. For function, only 18 % 
of ChatGPT’s categorisations were accurate, demonstrating the tool’s 
incapacity to effectively identify the function of questions, despite 
adequate context being provided in the text extracts. Moreover, 

Table 8 
Question occurrence in engecon extracts, based on ChatGPT analysis.  

Extract from 
text 

Direct questions found by 
ChatGPT 

Indirect questions found by 
ChatGPT 

Total 

engecon4 9 0 9 
engecon6 2 0 2 
engecon10 5 1 6 
engecon18 9 6 15 
engecon36 10 0 10 
Total 35 7 42  

Table 9 
Questions shared by ChatGPT and Curry (2021) analysis in engecon extracts.  

Extract from 
text 

Direct questions 
shared with 
original 

Indirect Questions 
shared with original 

Number of Questions 
shared with original 

engecon4 5 0 5 
engecon6 2 0 2 
engecon10 5 0 5 
engecon18 6 1 7 
engecon36 9 0 9 
Total 27 1 28  

Table 10 
Authentic, fabricated, and duplicated questions identified by ChatGPT.  

Extract 
from text 

Questions from 
ChatGPT that exist 
in engecon 

Questions from 
ChatGPT that do not 
exist in engecon 

Questions from 
ChatGPT that are 
duplications 

engecon4 5 4 0 
engecon6 2 0 0 
engecon10 6 0 0 
engecon18 11 3 1 
engecon36 9 1 0 
Total 33 8 1  

Table 11 
Examples of fabricated and duplicated questions.  

Example type Question identified by ChatGPT Notes 

Fabricated 
question 

3. It is sometimes suggested that regions with high transport costs are 
disadvantaged as potential locations for establishment of new activities or 
participation in production networks, true? 

Question 3 does not occur in the extracts. The declarative statement, “It is 
sometimes suggested that regions with high transport costs are disadvantaged as 
potential locations for establishment of new activities or participation in 
production networks” does occur in the extracts; however, ChatGPT added the 
question tag, “true?” and presented it as a question. 

Duplicated 
question 

4. It is not clear what role marriage plays. 
5. First it is not clear what role marriage plays. 

ChatGPT identified both Question 4 and 5 as indirect questions. Question 5 does 
occur in the extract as an indirect question. However, for Question 4, ChatGPT 
removed the word “First”, capitalised the “It” and presented it as a separate 
question.  

Table 12 
ChatGPT’s analysis of questions in terms of length, form, and function.  

Criteria of 
evaluation 

Number of correct 
categorisations 

Percentage of correct 
categorisations 

Question Length 21 75 
Question Form 24 86 
Question 

Function 
5 18  
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ChatGPT at times created new categories, outside of those given, for 
example labelling a question with the function, ‘pointing forward’, 
which was evidently an unexplained modification of the function, 
‘asking real questions and pointing forward’. 

Overall, ChatGPT’s approach to function-to-form analysis is arguably 
quite poor. Not only is the initial identification of the questions fraught, 
with ChatGPT failing to identify many questions, extracting text that is 
not performing the act of asking a question, fabricating questions, and 
duplicating questions, but the analysis of these cases is also poor. 
ChatGPT fails to accurately count sentence length consistently and ap-
pears incapable of accurately interpreting the functions of questions, 
despite the greater context given with the large text extracts. ChatGPT is 
most effective at categorising questions according to form. However, 
when asked to repeat the analysis and when using a lower temperature 
parameter, ChatGPT identifies different questions, gives different cate-
gorisations for the same questions across length, function, and form, and 
presents its analysis in different formats (e.g., lists, tables, paragraphs of 
text), and continues to modify the data, demonstrating inconsistency not 
only in the presentation of results, but also in its analytical approach. 

3. Discussion and conclusion 

This paper aimed to investigate the affordances of ChatGPT for 
conducting automated qualitative analyses as part of corpus approaches 
to discourse studies. In the first case study, ChatGPT was given a set of 
keywords with a request to semantically group them. It had limited 
context, with only the prompt and the keywords at its disposal. For this 
initial task, ChatGPT performed reasonably well, in that the groupings of 
the keywords made sense, were relevant to the context of the study, and 
overlapped in some ways with the original study. However, the cate-
gories are inevitably surface-level and generic, reflecting parallels with 
semantic taggers and lacking the granularity required in research on 
specialised discourses. Taking an iterative approach to the generation of 
more granular themes, ChatGPT appears to offer more nuanced ana-
lyses. However, there remains a need for the human analyst to engage 
with the data, to ensure that the categorisation of the words takes into 
consideration their contextual meanings. 

In the second case study, ChatGPT was given a little more context to 
facilitate its qualitative analysis: a set of concordance lines. Through 
concordance analysis, it emerges that ChatGPT draws on co-textual 
knowledge to identify meaning that is not obvious at the surface level 
of the text. However, it gave inaccurate results. The results of ChatGPT’s 
concordance analysis bore little resemblance to the original study, failing 
to identify similar categories. Moreover, it inferred a hateful and 
discriminatory relationship between Islam and homosexuality, using ev-
idence to support this claim that made no mention of Islam and had no 
relation to Islamophobic stereotypes, as its analysis claims. This particular 
result is problematic, as ChatGPT appears to be drawing on information 
from other concordance lines and conflating lines of data and evidence to 
produce results that might be compelling but are, ultimately, fabricated. 
Nucleus sampling and prompt guides could potentially mitigate some of 
ChatGPT’s inability to effectively analyse each concordance line inde-
pendently. However, the potential irregularity of concordance lines in any 
given analysis (e.g. the number of tokens or characters each one contains) 
means that the required nucleus sampling parameters would need to vary 
within and across studies. Accounting for this variability could be chal-
lenging for analyses involving large sets of concordance lines, and if not 
done effectively could result in unreliable results. In a similar vein, in 
other instances, ChatGPT modified the language of the concordance lines 
when it included them in the results, a process that is inimical both to 
corpus linguistics and discourse studies, as well as the commitment to 
data integrity that characterises empirical linguistics in a broader sense 
(Brookes and McEnery, 2020; Lin and Adolphs, 2023). As with the 
keyword analysis, when asked to reconduct the concordance analysis, 
ChatGPT gave different results, and the results were not any more accu-
rate the second time. Ultimately, the non-deterministic nature of ChatGPT 

(Qureshi, 2023) and the lack of clarity surrounding its analytical pro-
cesses pose problems for replicability and repeatability, as the tool’s 
strength in producing different text for the same input becomes a weak-
ness, where transparency and methodological rigor cannot be ensured. 

In the third case study, with an even greater context afforded to 
ChatGPT, the results were equally, if not more, unreliable. In analysing 
larger extracts from research articles, ChatGPT fails to accurately iden-
tify direct and indirect questions. Like the analysis of concordance lines 
in the second case study, in the third case study, ChatGPT extracted 
strings of texts that are not acting as questions and presented them as 
questions in the analysis. It also modified the data to fabricate questions, 
which it included in the analysis. This practice makes the notion of using 
ChatGPT for automated qualitative analysis a perhaps problematic 
prospect, as using the tool (in its current state) is likely to undermine the 
rigor and integrity of a study. Moreover, when performing simple tasks, 
including counting the number of words in questions, ChatGPT performs 
poorly. Likewise, for functional analysis, the tool’s inaccuracy, despite 
the added context and co-text, render it unsuitable for this purpose. So, 
too, does its non-deterministic nature (Qureshi, 2023), as the creation of 
new functional categories, the varied outcomes of response regenera-
tion, and the lack of evident logic in the analytical process all serve to 
undermine its usability for corpus linguistics in general, as well as in its 
application to discourse studies. 

Ultimately, while it has been argued that ChatGPT can produce 
effective qualitative analysis (Hämäläinen et al., 2023; Rahman et al., 
2023), in its current state, the extent of such analytical promise for 
research based on corpus approaches to discourse studies is materially 
and theoretically limited. One may argue that a limitation of this study is 
the assumption that ChatGPT should be used to conduct automated 
qualitative analysis, given that the generative AI tool is not necessarily 
designed for that purpose. However, as research elsewhere argues that 
ChatGPT can be used to conduct such analyses, it is important to reflect 
on the potential use of generative AI in the context of corpus and 
discourse studies and to offer empirically grounded guidance and a word 
of caution for those wishing to use ChatGPT to conduct qualitative an-
alyses. In discourse analysis, analytical approaches range from patterned 
language analysis using corpus analysis software to whole text analysis. 
Yet in its current format, ChatGPT does not facilitate such approaches. It 
is unreliable, as it modifies the data, it is inoperable, as it cannot manage 
large texts, and it is inimical to contemporary approaches to linguistics 
analysis, interwoven with open science perspectives, data ethics, and 
repeatability and replicability (Brookes and McEnery, 2020). From an 
ontological perspective, ChatGPT is something of a ‘black box’. The 
positioning of the analyst is central to discourse analysis (Dunn and 
Neumann, 2016); however, it is not possible to access the ontology of 
ChatGPT or its approach to analysis, if indeed it has one, in part owing to 
its non-deterministic nature. 

In reflecting on how ChatGPT corresponds to a human analyst, the 
issue of context is of interest. In research using corpus approaches to 
analyse discourse, context is key. Looking at deeply contextualised 
language can reveal idiosyncratic features of language use in a range of 
contexts, and the more context to which a researcher has access, the 
more nuanced, granular, and arguably accurate the analysis can be. 
However, for ChatGPT context appeared debilitating. With limited 
context for keyword categorisation, ChatGPT performed reasonably 
well. However, for the second and third case studies, with a greater 
degree of context afforded through the co-text, the analysis was less 
accurate. ChatGPT seemed to conflate and modify data, likely owing to 
its probabilistic approach to synthesis and its goal to produce content, 
regardless of the input (Antaki et al., 2023). Modifying ChatGPT’s pa-
rameters may offer future research some direction for retesting the value 
of the generative AI tool for conducting qualitative research, as lower 
temperature scores and restricted nucleus sampling could address issues 
in data modification and concordance analysis. However, for the former, 
issues of data modification persisted within each study, despite a lower 
temperature score being applied. Moreover, for a replication study, it is 
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theoretically possible to modify ChatGPT’s parameters ad infinitum with 
a view to arriving at findings that more closely reflect the original study. 
One may argue that in doing so, a set parameters can be identified that 
could support qualitative analysis. However, one cannot assume those 
same settings will suit a different qualitative analysis for a different 
study. Ultimately, the problem of the ’black box’ would remain and 
modifying study parameters to suit anticipated findings could result in 
cherry-picking (Widdowson, 2004) and methodological circularity 
(Curry, 2021). 

Overall, ChatGPT appears not to be a solution to challenges in 
automated qualitative analysis in research using corpus approaches to 
analyse discourse – at least for now3. As a generative AI tool, ChatGPT is 
designed to produce human-like text and to emulate, to some degree, 
human-like intelligence. However, ChatGPT is presently unable to meet 
the standards of the human analyst (though it might be able to support a 
human-led analysis, with close supervision and scrutiny of results). 
Generative AI continues to develop apace, and it is impossible to know 
exactly what the future holds for tools such as ChatGPT. Notably, 
though, Korteling et al. (2021) argue that it is unlikely that such tools 
will be able to truly simulate human intelligence in the near future, 
meaning that both the language they produce and the tasks they un-
dertake cannot be considered entirely substitutable for human language 
and intelligence. 

These points notwithstanding, with further developments and mod-
ifications, it might be possible to develop generative AI technology for 
conducting high-quality qualitative analysis. However, to do so, de-
velopers will need to address issues of integrity, ethics, and trans-
parency, in order to demystify the analytical black box. Crucially, to 
guide any future development of such tools for corpus linguistics and 
discourse analysis, due consideration will need to be paid to the current 
potential for generative AI tools to modify the linguistic data on which 
analyses are based. In linguistics research, the subtleties of language 
choices matter. With this in mind, the kinds of changes that ChatGPT 
made to the concordance lines and questions in the second and third of 
our case studies would, in the context of a ‘real’ study, serve to harm the 
integrity of our data and thus undermine our analysis and results. 
Moving forward, future attempts to overcome the barriers to using 
generative AI in linguistics research will need to address the application 
of such tools across diverse languages and research areas, where 
different epistemologies may have currency. In this endeavour, it may 
also benefit us to look beyond linguistics, to learn from the knowledge 
and practices surrounding generative AI use in other disciplines. 
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