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#### Abstract

Efficient implementation of Tomlinson-Harashima precoding (THP) is crucial in massive multiple-input-multipleoutput (MIMO) systems with a large number of antennas at the base station (BS) serving many user equipments (UEs). To address the high computational complexity of THP, in this paper, we first propose novel THP update algorithms that can avoid recomputing the THP filters when a new UE arrives or departs. Specifically, by using the Gram-Schmidt process and a series of Givens matrices, the THP filters are computed without full matrix operations. Then we extend the THP update algorithms to a more general scenario when multiple multi-antenna UEs arrive or depart. In this case, the proposed algorithms use both direct and iterative approaches. Moreover, the computational complexity of the proposed algorithms is derived and compared with that of the conventional THP. Finally, to further align with the practical scenario, we analyze and derive the approximate closeform expressions for the sum achievable rate of the proposed algorithms under imperfect channel state information (CSI). Simulation results are provided to illustrate the effectiveness of the proposed algorithms. The impact of quasi-static fading and slow time-varying scenarios with imperfect CSI on the communication performance of the proposed algorithms is also evaluated.
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## I. Introduction

MASSIVE multiple-input-multiple-output (MIMO) has emerged as a key technology for the fifth generation (5G) and beyond wireless communication systems [1]. By utilizing a large number of antennas at the base station (BS), massive MIMO can significantly improve the energy efficiency and the spectral efficiency over the conventional MIMO [2], [3]. However, as the dimension of massive MIMO increases, the computational complexity of the conventional MIMO algorithms becomes unbearable, posing challenges to practical implementation. Thus, one crucial aspect is the design of low-complexity precoding schemes. Specifically, non-linear precoding schemes, such as dirty paper coding (DPC) [4], vector perturbation (VP) [5] and lattice-aided methods [6], have been proposed and shown to have better performance

[^0]than conventional linear schemes. Among various precoding schemes, Tomlinson-Harashima precoding (THP) [7], [8] has attracted considerable attention due to its near-capacity performance compared with linear precoding yet low complexity compared with DPC and VP [9], [10]. Meanwhile, linear precoding schemes have lower complexity and achieve good performance when the number of user equipments (UEs) is much smaller than the number of BS antennas. However, where the number of UEs is close to the number of BS antennas, linear precoding methods show poor performance and are outperformed by the non-linear precoding methods, i.e., THP. Unfortunately, the complexity of the conventional THP algorithm may still be too high as the number of antennas keeps increasing for massive MIMO systems.

To address the complexity challenge of THP for massive MIMO systems, researchers have proposed several lowcomplexity algorithms. Most of them focused on three aspects: hierarchical hybrid design, successive interference cancellation (SIC), and hardware architecture. For the hierarchical hybrid design, the authors in [11], [12] proposed a robust minimum maximum mean square error (MMSE) hybrid linear and THP precoder, which combines the low complexity of linear precoding with the high performance of THP. In this scheme, the UEs are divided into different groups, where linear precoding is used to mitigate the interference between groups, while THP is used to mitigate the interference between users within the same group. In [13], the channel model was extended to Line-Of-Sight (LOS) environments from [11], [12] and a novel low-complexity hybrid linear and THP precoder with max-min power control was proposed. A hybrid VP and THP precoder was proposed in [14]. The result indicated that the proposed algorithm has lower computational complexity than other nonlinear precoding schemes.

Other works focused on the optimal order of SIC in the THP structure. For instance, in [15], a low-complexity ordering algorithm based on a sorted QR decomposition was proposed. The multi-branch (MB) THP algorithm was proposed in [16], where each branch contains a THP with a predetermined ordering strategy, and a selection criterion is then applied to choose the branch that generates the best final output. Compared to the classic MMSE THP in [17], the complexity of the MB THP algorithm is lower.

Moreover, the low-complexity THP algorithm in the hybrid analog-digital (A/D) architectures due to high power consumption was studied. In [18], a low-complexity TH hybrid precoding was proposed in the full-connected structure, which utilizes an orthogonal matching pursuit algorithm to decompose the
fully digital TH precoding matrix into the product of the RF precoding matrix and the digital precoding matrix. Considering the sub-connected structure, the authors in [19] established a recurrence relation of the matrix inversion to reduce the complexity of hybrid THP. Additionally, the authors in [20] proposed a novel approach to improving the performance of hybrid A/D transceivers for mmWave systems using THP. By minimizing the MMSE of the system under channel uncertainties with realistic transmit power and unit modulus constraints, the proposed design achieved lower complexity and power cost. In [21], a novel algorithm was proposed to jointly optimize the THP and the hybrid transmit precoder of the BS with the linear digital receivers of mobile UEs.

The aforementioned low-complexity THP algorithms have tackled the complexity issue of THP from the system level, but they do not take into account the computation complexity of basic matrix operations such as matrix multiplication and matrix decomposition. Note that, as the numbers of antennas and UEs increase, the complexity of these basic matrix operations cannot be ignored and can even become dominant. As an example, in the field of machine learning, memristive neural network circuits are considered one of the potential paths to the future of artificial intelligence due to their ability to perform basic matrix operations with significantly lower energy consumption and area compared to conventional complementary metal oxide semiconductor (CMOS) circuits [22]-[24]. In [25], a memristor-based synaptic circuit was used for online gradient descent training. The circuit demonstrated significant improvements in power and area efficiency, consuming only between $2 \%$ and $8 \%$ of the static power and area of conventional CMOS-only hardware. Thus, it is important to consider basic matrix operations. Furthermore, mixed precision algorithms for basic matrix operations have already attracted a lot of attention in the field of numerical linear algebra, which can achieve a balance between the fast computation and low energy consumption of low precision arithmetic, and the accuracy of high precision arithmetic simultaneously. For the matrix multiplication, the authors in [26] proposed a mixed precision summation algorithm, which calculates the partial sums with a low precision and combines them with a high precision. Similarly, as for the matrix decomposition, a mixed precision Householder QR algorithm and round error analysis were developed in [27]. In [28], a mixed precision algorithm for eigenvalue decomposition was proposed. The algorithm involves transforming the input matrix to tridiagonal form in single precision, followed by the computation of eigenpairs in double precision.
Additionally, some linear precoding update algorithms have been proposed to reduce the complexity of basic matrix operations. One such example is the low-complexity zeroforcing (ZF) precoding proposed in [29]. This algorithm used the matrix inversion lemma to update the inverse of the Gram matrix when single UE is added or removed from the system. Another approach in [30] used two low-complexity algorithms to update the URV decomposition of channel matrices upon the arrival or departure of single UE from the cell. For the slow time-varying scenario, the authors in [31] reduced the complexity of matrix inversion by exploiting the characteristics
of channel correlation in the time domain. Other works have also studied the update of matrix decomposition in the mathematical field [32]-[34]. However, to the best of our knowledge, the reduction of complexity in basic matrix operations for nonlinear precoding schemes has never been studied before.
Motivated by the above observations, in this paper, we propose low-complexity THP update algorithms for the multiuser massive MIMO downlink system. First, by using part of the computation results in the previous time slot, lowcomplexity THP update algorithms are proposed when a single-antenna UE arrives in or departs from the cell. Then we extend our algorithms to consider the arrival or departure of multiple multi-antenna UEs. Additionally, the impact of imperfect channel state information (CSI) is considered and closed-form approximate expressions for the achievable rate of the proposed algorithm are derived. Finally, computational complexity analysis is derived, and the impact of the quasistatic fading scenario and slow time-varying scenario on the proposed algorithms is examined through simulation. The main contributions of this paper are summarized as follows.

- THP update algorithms for single-antenna UE. Different from existing low-complexity THP algorithms, our focus is on the basic matrix operations in the THP structure, particularly the process of obtaining THP filters. Furthermore, we propose novel THP update algorithms for a multi-user massive MIMO downlink system that do not need to recompute THP filters every time. In particular, the Gram-Schmidt process and a series of Givens rotation matrices are utilized to update the THP filters when a UE arrives or departs.
- THP update algorithms for multiple multi-antenna UEs. Compared with the algorithms in [29]-[31], our proposed algorithms can be extended to a scenario where multiple multi-antenna UEs are present. This scenario is more complex than the scenario of single-antenna UE, making the update algorithm for the latter inapplicable. To address this problem, we present direct and iterative update algorithms when multiple multi-antenna UEs arrive or depart, respectively.
- Sum Achievable rate of the proposed algorithm with imperfect CSI. To further align with real-world feasibility, we consider the impact of imperfect CSI and derive closed-form approximate expressions for the achievable rate of the proposed algorithm in the Rayleigh channel over quasi-static fading and time-varying scenarios with imperfect CSI. These results reveal the effects of the number of antennas at BS, channel estimation errors, and time-variations on the achievable rate performance.
- Computational complexity analysis and communication performance comparison. We conduct a computational complexity analysis for each proposed algorithm. Additionally, from the communication performance perspective, we not only study the bit error rate (BER) performance compared to conventional THP in the quasistatic fading scenario but evaluate the BER performance compared to conventional THP in the slow time-varying scenario which shows that our algorithms have lower
complexity and only a negligible loss in performance. Moreover, we investigate the impact of imperfect CSI on the proposed algorithms.
The remainder of this paper is organized as follows. Section II introduces a multi-user massive MIMO downlink system model and formulates the key problem. In Section III, we propose a novel THP update algorithm for the scenario of single-antenna UE. In Section IV, the proposed THP update algorithm is extended to a general scenario. Section V derives closed-form approximate expressions for the proposed algorithms under quasi-static fading and time-varying scenarios with imperfect CSI. Simulation results are presented in Section VI. At last, the conclusions are provided in Section VII.

Notation: Bold uppercase letters denote matrices and bold lowercase letters denote vectors. For a matrix $\mathbf{A}, \mathbf{A}^{T}, \mathbf{A}^{H}$ and $\mathbf{A}^{-1}$ denote the transpose, the Hermitian transpose and inverse of $\mathbf{A}$, respectively. $a_{i, j}$ denotes $(i, j)$ th entry of $\mathbf{A} . \mathbf{A}(k,:)$ and $\mathbf{A}(:, k)$ denote the $k$ th row and the $k$ th column of matrix A. $\operatorname{diag}(\mathbf{A})$ denotes the matrix of the diagonal elements of matrix $\mathbf{A} \cdot \mathbb{E}\{\mathbf{A}\}$ denotes the expectation of $\mathbf{A} \cdot \mathbb{C}^{M \times N}$ denotes the space of $M \times N$ complex matrices. For a vector $\mathbf{a},\|\mathbf{a}\|_{2}$ denotes its Euclidean norm.

## II. System Model and Problem Formulation

## A. System Model

As shown in Fig. 1, we consider the downlink of a multiuser massive MIMO system. The BS is equipped with $M$ transmit antennas and communicates $N$ data streams to $N$ UEs with single antenna. The BS is assumed to apply a precoding matrix $\mathbf{W}$. Hence, the transmit signal from BS is given by $\mathbf{x}=\mathbf{W s}$, where $\mathbf{s}=\left[s_{1}^{T}, s_{2}^{T}, \cdots, s_{N}^{T}\right]^{T} \in \mathbb{C}^{N \times 1}$ is the transmit data vector. And s is assumed to be i.i.d Gaussian distributed with $\mathbf{s} \sim \mathcal{C N}\left(0, \sigma_{s}^{2} \mathbf{I}_{N}\right)$.

The received signals of the UEs are expressed as [35]

$$
\begin{equation*}
\mathbf{y}=\beta\left(\mathbf{H}^{H} \beta^{-1} \mathbf{x}+\mathbf{n}\right) \tag{1}
\end{equation*}
$$

where $\mathbf{y} \in \mathbb{C}^{N \times 1}, \mathbf{H}=\left[\mathbf{h}_{1}, \mathbf{h}_{2}, \cdots, \mathbf{h}_{N}\right] \in \mathbb{C}^{M \times N}$ is the downlink channel matrix, where $\mathbf{h}_{k} \in \mathbb{C}^{M \times 1}$ is the channel between the BS and the $k$ th $\mathrm{UE}_{k}$. Moreover, $\beta$ is a power normalization factor and $\mathbf{n} \in \mathbb{C}^{N \times 1}$ is the additive white Gaussian noise (AWGN) with $\mathbf{n} \sim \mathcal{C N}\left(0, \sigma_{n}^{2} \mathbf{I}_{N}\right)$.

Nonlinear precoding, such as THP, generally has better performance than linear precoding. Therefore, we choose to use the centralized THP (cTHP) structure [36], which incorporates the filter $\mathbf{G}$ at the BS and enables joint precoding and updating, resulting in reduced complexity for the UE, and we have

$$
\begin{equation*}
\mathbf{x}=\mathbf{F G B}^{-1}(\mathbf{s}+\mathbf{d}), \tag{2}
\end{equation*}
$$

where $\mathbf{d}$ is the residual error and the three filters $\mathbf{F}, \mathbf{G}$, and B can be obtained as [37]

$$
\begin{align*}
\mathbf{F} & =\mathbf{Q},  \tag{3}\\
\mathbf{G} & =\left[\begin{array}{llll}
r_{1,1}^{-1} & & & \\
& r_{2,2}^{-1} & & \\
& & \ddots & \\
& & & r_{N, N}^{-1}
\end{array}\right], \tag{4}
\end{align*}
$$



Fig. 1. Multi-user massive MIMO downlink THP system.

$$
\begin{equation*}
\mathbf{B}=\mathbf{R}^{H} \mathbf{G} \tag{5}
\end{equation*}
$$

where $r_{1,1}, r_{2,2}, \cdots, r_{N_{r}, N_{r}}$ are diagonal entries of $\mathbf{R}, \mathbf{Q}$ and $\mathbf{R}$ is the QR decomposition to $\mathbf{H}$, i.e.

$$
\begin{equation*}
\mathbf{H}=\mathbf{Q R} \tag{6}
\end{equation*}
$$

Additionally, we have $\beta=\sqrt{\sum_{i=1}^{N_{r}} r_{i i}^{-2} / M}$ in the cTHP structure [35].
In practice, channel estimation errors are inevitable. According to [20], [38], the channel estimation errors can be modelled as

$$
\begin{equation*}
\hat{\mathbf{H}}=\mathbf{H}+\Delta \mathbf{H} \tag{7}
\end{equation*}
$$

where $\hat{\mathbf{H}} \in \mathbb{C}^{M \times N}$ is the estimated channel matrix and $\Delta \mathbf{H}=$ $\left[\Delta \mathbf{h}_{1}, \Delta \mathbf{h}_{2}, \cdots, \Delta \mathbf{h}_{N}\right]$ is additive error matrix, and the entries in $\Delta \mathbf{H}$ are assumed to be i.i.d. $\mathcal{C N}\left(0, \sigma_{e}^{2}\right)$. Therefore, for the scenario of imperfect CSI, the THP filters are calculated based on $\hat{\mathbf{H}}$ but not on $\mathbf{H}$.

## B. Problem Formulation

Considering the process to obtain the three filters $\mathbf{F}, \mathbf{G}$, and $\mathbf{B}$, we can determine that the computational complexity of cTHP is $\mathcal{O}\left(M N^{2}\right)$. While THP offers superior performance compared to linear precoding, its computational complexity remains a challenge, especially in scenarios where the BS has a large number of antennas or there are a large amount of UEs.

To reduce the computational complexity of THP, we propose novel THP update algorithms. The key idea of the algorithm is to leverage the correlation between the three filters $\mathbf{F}, \mathbf{G}$, and $\mathbf{B}$ from the previous time slot to optimize the calculation process. Specifically, we reuse part of the computation results from $\mathbf{F}, \mathbf{G}$, and $\mathbf{B}$ in the previous time slot to update them in the current time slot. By doing so, the algorithm can improve efficiency and reduce redundant calculations.

As shown in Fig. 2, there is a substantial temporal correlation between consecutive channels which are denoted as $\mathbf{H}_{t}, t=1,2, \cdots$. This temporal correlation is due to the quasistatic fading property of the channel, where the change from

time $t$

Fig. 2. Formulation of proposed update algorithm.
$\mathbf{H}_{t}$ to $\mathbf{H}_{t+1}$ is only caused by the arrival or departure of UEs. In other words, the arrival or departure of UEs from the cell is equivalent to the addition or deletion of columns from $\mathbf{H}_{t}$ to $\mathbf{H}_{t+1}$. Therefore, our challenge is to find a way to utilize the three filters $\mathbf{F}_{t}, \mathbf{G}_{t}$, and $\mathbf{B}_{t}$ at time $t$ to generate the new filters $\mathbf{F}_{t+1}, \mathbf{G}_{t+1}$, and $\mathbf{B}_{t+1}$ at time $t+1$ when UEs arrive in or depart from the cell at time $t+1$.

## III. New THP Update Algorithm for the Single-antenna UE

In this section, we will propose a new THP update algorithm that accounts for the arrival or departure of a UE at time $t+1$. First, we discuss the scenario where a UE arrives at the cell, and then the scenario where a UE departs from the cell is discussed.

## A. Single UE Arrival

Proposition 1 (Algorithm for a UE Arrival). When a new UE $\mathbf{h}_{p}$ arrives in the cell at time $t+1$, the three filters $\mathbf{F}_{t+1}$, $\mathbf{G}_{t+1}, \mathbf{B}_{t+1}$ and upper triangular matrix $\mathbf{R}_{t+1}$ at the time $t+1$ can be expressed using $\mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}$ and $\mathbf{R}_{t}$ at time $t$ as

$$
\begin{align*}
\mathbf{F}_{t+1} & =\overline{\mathbf{Q}} \mathbf{G}_{v}^{H}  \tag{8}\\
\mathbf{R}_{t+1} & =\mathbf{G}_{v} \overline{\mathbf{R}} \mathbf{P}^{H}  \tag{9}\\
\mathbf{G}_{t+1} & =\left[\begin{array}{cc}
\mathbf{G}_{t}(:, 1: p-1) & \operatorname{diag}\left(\mathbf{R}_{t+1}^{-1}(:, p: N+1)\right)
\end{array}\right]  \tag{10}\\
\mathbf{B}_{t+1} & =\left[\begin{array}{cc}
\mathbf{B}_{t}(1: p-1,:) & \mathbf{0} \\
\mathbf{R}_{t+1}^{H}(p: N+1,:) \mathbf{G}_{t+1}
\end{array}\right] \tag{11}
\end{align*}
$$

where $p$ is the position of the new UE in the channel matrix, $\overline{\mathbf{Q}}=\left[\mathbf{F}_{t}, \mathbf{q}\right], \overline{\mathbf{R}}=\left[\begin{array}{cc}\mathbf{R}_{t} & \mathbf{r} \\ 0 & \alpha\end{array}\right], \mathbf{r}=\mathbf{Q}_{t}^{H} \mathbf{h}_{p}$, $\alpha=\left\|\left(\mathbf{I}-\mathbf{Q}_{t} \mathbf{Q}_{t}^{H}\right) \mathbf{h}_{p}\right\|_{2}, \mathbf{q}=\alpha^{-1}\left(\mathbf{I}-\mathbf{Q}_{t} \mathbf{Q}_{t}^{H}\right) \mathbf{h}_{p}, \mathbf{G}_{v} \in$ $\mathbb{C}^{(N+1) \times(N+1)}$ is a unitary matrix and $\mathbf{P} \in \mathbb{C}^{(N+1) \times(N+1)}$ is a permutation matrix.

Proof: When a UE arrives in the cell, it is equivalent to adding a column in the channel matrix $\mathbf{H}_{t}$. Therefore, we have $\mathbf{H}_{t+1}=\left[\mathbf{H}_{t}(:, 1: p-1), \mathbf{h}_{p}, \mathbf{H}_{t}(:, p: N)\right]$, where $\mathbf{h}_{p} \in \mathbb{C}^{M \times 1}$ is the channel matrix of the new UE.

To simplify the update process, we move $\mathbf{h}_{p}$ to the last column of $\mathbf{H}_{t+1}$. We can then define $\mathbf{H}_{a}$ as the product of $\mathbf{H}_{t+1}$ with a series of permutation matrices $\mathbf{P}_{p, p+1}, \mathbf{P}_{p+1, p+2}, \cdots, \mathbf{P}_{N, N+1}$, denoted as $\mathbf{P}$. The operation of right multiplying $\mathbf{P}_{i, j}$ is equivalent to permuting the $i$ th and $j$ th columns of the channel matrix. Therefore, $\mathbf{H}_{a}$ can be expressed as $\mathbf{H}_{a}=\left[\mathbf{H}_{t}, \mathbf{h}_{p}\right]$. Given the QR decomposition of $\mathbf{H}_{t}$, we can use the Gram-Schmidt process [33] to generate the QR decomposition of $\mathbf{H}_{a}$ as follows:

$$
\begin{align*}
\mathbf{H}_{a} & =\left[\begin{array}{ll}
\mathbf{Q}_{t} & \mathbf{h}_{p}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R}_{t} & 0 \\
0 & 1
\end{array}\right] \\
& =\left[\begin{array}{ll}
\mathbf{Q}_{t} & \mathbf{q}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I} & \mathbf{r} \\
0 & \alpha
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R}_{t} & 0 \\
0 & 1
\end{array}\right]  \tag{12}\\
& =\underbrace{\left[\begin{array}{ll}
\mathbf{Q}_{t} & \mathbf{q}
\end{array}\right]}_{\overline{\mathbf{Q}}} \underbrace{\left[\begin{array}{cc}
\mathbf{R}_{t} & \mathbf{r} \\
0 & \alpha
\end{array}\right]}_{\overline{\mathbf{R}}}
\end{align*}
$$

where $\mathbf{r}=\mathbf{Q}_{t}^{H} \mathbf{h}_{p}, \alpha=\left\|\left(\mathbf{I}-\mathbf{Q}_{t} \mathbf{Q}_{t}^{H}\right) \mathbf{h}_{p}\right\|_{2}, \mathbf{q}=\alpha^{-1}(\mathbf{I}-$ $\left.\mathbf{Q}_{t} \mathbf{Q}_{t}^{H}\right) \mathbf{h}_{p}$. Furthermore, $\mathbf{H}_{t+1}$ can be denoted as

$$
\begin{equation*}
\mathbf{H}_{t+1}=\mathbf{H}_{a} \mathbf{P}^{H}=\overline{\mathbf{Q}} \overline{\mathbf{R}} \mathbf{P}^{H}=\overline{\mathbf{Q}} \overline{\mathbf{R}} \mathbf{P}_{N+1, N} \cdots \mathbf{P}_{p+1, p} \tag{13}
\end{equation*}
$$

It is important to note that $\tilde{\mathbf{R}}=\overline{\mathbf{R}} \mathbf{P}^{H}$ is not guaranteed to be an upper triangular matrix if $p \neq N+1$. To illustrate this, an example of $\tilde{\mathbf{R}}$ is provided in Case 1 of Appendix A. In such a case, a common approach to reconstructing an upper triangular matrix is to use the Givens rotation matrix. We give the definition and property of a complex Givens matrix $\mathbf{G}_{i}(a, b)$ in Appendix B.

Before using the Givens matrix, we denote $\hat{\mathbf{R}}=\overline{\mathbf{R}} \mathbf{P}_{i+1, i}$, which exchanges the $i$ th and the $(i+1)$ th columns of the upper triangular matrix $\overline{\mathbf{R}}$. Thus, we have $\hat{r}_{x, y}=0, \forall 1 \leq x<y \leq$ $N+1$, except for $(x, y)=(i+1, i)$.

Then, using the property of Givens matrix, the entry $\hat{r}_{x, y}$ can be nullified by left multiplying $\tilde{\mathbf{G}}_{i}=\mathbf{G}_{i}\left(\hat{r}_{i, i}, \hat{r}_{i+1, i}\right)$. Hence, $\tilde{\mathbf{G}}_{i} \overline{\mathbf{R}} \mathbf{P}_{i+1, i}$ is an upper triangular matrix. Denote $\mathbf{G}_{v}=\tilde{\mathbf{G}}_{p} \tilde{\mathbf{G}}_{p+1} \cdots \tilde{\mathbf{G}}_{N}$ and one has

$$
\begin{equation*}
\mathbf{H}_{t+1}=\mathbf{H}_{a} \mathbf{P}^{H}=\overline{\mathbf{Q}} \overline{\mathbf{R}} \mathbf{P}^{H}=\underbrace{\overline{\mathbf{Q}} \mathbf{G}_{v}^{H}}_{\mathbf{Q}_{t+1}} \underbrace{\mathbf{G}_{v} \overline{\mathbf{R}} \mathbf{P}^{H}}_{\mathbf{R}_{t+1}} \tag{14}
\end{equation*}
$$

```
Algorithm 1: Update THP when a UE \(\mathbf{h}_{p}\) arrives in
\(\mathbf{H}_{t}\) at position \(p\)
    Input: \(\mathbf{H}_{t}=\mathbf{Q}_{t} \mathbf{R}_{t}, \mathbf{h}_{p}, \mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}\)
    Output: \(\mathbf{F}_{t+1}, \mathbf{G}_{t+1}, \mathbf{B}_{t+1}, \mathbf{R}_{t+1}\)
    \(\mathbf{1} \mathbf{r} \longleftarrow \mathbf{F}_{t}^{H} \mathbf{h}_{p}, \mathbf{t} \longleftarrow \mathbf{h}_{p}-\mathbf{F}_{t} \mathbf{r}, \alpha \longleftarrow\|\mathbf{t}\|_{2}\)
    \(\overline{\mathbf{Q}}=\left[\begin{array}{ll}\mathbf{F}_{t} & \frac{\mathbf{t}}{\alpha}\end{array}\right], \overline{\mathbf{R}}=\left[\begin{array}{cc}\mathbf{R}_{t} & \mathbf{r} \\ 0 & \alpha\end{array}\right]\)
    for \(i=N:-1: p\) do
        \(\overline{\mathbf{R}} \longleftarrow \overline{\mathbf{R}} \mathbf{P}_{i, i+1}\)
        \(\overline{\mathbf{G}}_{i} \longleftarrow \mathbf{G}_{i}\left(\bar{r}_{i, i}, \bar{r}_{i+1, i}\right)\)
        \(\overline{\mathbf{R}} \longleftarrow \overline{\mathbf{G}}_{i} \overline{\mathbf{R}}\)
        \(\overline{\mathbf{Q}} \longleftarrow \overline{\mathbf{Q}} \overline{\mathbf{G}}_{i}^{H}\)
    end
    \(\mathbf{R}_{t+1}=\overline{\mathbf{R}}, \mathbf{F}_{t+1}=\overline{\mathbf{Q}}\)
\(\mathbf{1 0} \mathbf{G}_{t+1}=\left[\begin{array}{llll}\mathbf{G}_{t}(:, 1: p-1) & & & \\ & \bar{r}_{p, p}^{-1} & & \\ & & \ddots & \\ & & & \\ & & \bar{r}_{N+1, N+1}^{-1}\end{array}\right]\)
\(\mathbf{B}_{t+1}=\left[\begin{array}{cc}\mathbf{B}_{t}(1: p-1,:) & \mathbf{0} \\ \mathbf{R}_{t+1}^{H}(p: N+1,:) \mathbf{G}_{t+1}\end{array}\right]\)
```

Since $\mathbf{G}_{v}$ is a unitary matrix, the columns of $\mathbf{Q}_{t+1}$ is orthogonal. Hence, we get the QR decomposition of $\mathbf{H}_{t+1}$ when adding a UE. Then we can easily obtain $\mathbf{F}_{t+1}, \mathbf{G}_{t+1}$ and $\mathbf{B}_{t+1}$ in (8), (10) and (11) from (3)-(5). Moreover, if $p=N+1$, we can further reduce the complexity of the algorithm by noting that $\tilde{\mathbf{R}}$ is an upper triangular matrix and the Givens matrices are unnecessary. We also give an example in Case 2 of Appendix A.

The overall procedure of the proposed algorithm is summarized in Algorithm 1. Next, we determine the computation complexity of Algorithm 1. Steps $1 \sim 2$ require $\mathcal{O}(M N)$ operations to generate the matrices $\overline{\mathbf{Q}}$ and $\overline{\mathbf{R}}$. Note that multiplying a matrix with a Givens rotation matrix only requires two linear transformations of two rows or columns [39]. Similarly, rightmultiplying a matrix with a permutation matrix is equivalent to exchanging two columns of the matrix, which requires $\mathcal{O}(1)$ operations. Thus, we require $\mathcal{O}((N-p+1)(M+N))$ operations from Steps $3 \sim 8$. At last, Steps $10 \sim 11$ require $\mathcal{O}((N-p+2)(N+p+1) / 2)$ operations to generate the three filters. Therefore, the complexity of Algorithm 1 is $\mathcal{O}(M N+(N-p+1)(M+N)+(N-p+2)(N+p+1) / 2)$. If $p=1$, i.e. the new UE is at the beginning position of the channel matrix with the worst-case complexity of around $\mathcal{O}\left(M N+N^{2}\right)$, and if $p=N+1$, i.e. the new UE is at the last position of the channel matrix with the best-case complexity of around $\mathcal{O}(M N)$. However, the complexity of the conventional algorithm requires $\mathcal{O}\left(M(N+1)^{2}\right)$, much more than that of Algorithm 1.

## B. Single UE Departure

Proposition 2 (Algorithm for a UE Departure). When a UE departs from the cell at time $t+1$, the three filters $\mathbf{F}_{t+1}$,

```
Algorithm 2: Update THP when a UE departs from
\(\mathbf{H}_{t}\) at position \(p\)
    Input: \(\mathbf{H}_{t}=\mathbf{Q}_{t} \mathbf{R}_{t}, p, \mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}\)
    Output: \(\mathbf{F}_{t+1}, \mathbf{G}_{t+1}, \mathbf{B}_{t+1}, \mathbf{R}_{t+1}\)
    \(\overline{\mathbf{R}} \longleftarrow \mathbf{R}_{t}, \overline{\mathbf{Q}} \longleftarrow \mathbf{F}_{t}\)
    for \(i=p: N-1\) do
        \(\overline{\mathbf{R}} \longleftarrow \overline{\mathbf{R}} \mathbf{P}_{i, i+1}\)
        \(\overline{\mathbf{G}}_{i} \longleftarrow \mathbf{G}_{i}\left(\bar{r}_{i, i}, \bar{r}_{i+1, i}\right)\)
        \(\overline{\mathbf{R}} \longleftarrow \overline{\mathbf{G}}_{i} \overline{\mathbf{R}}\)
        \(\overline{\mathbf{Q}} \longleftarrow \overline{\mathbf{Q}} \overline{\mathbf{G}}_{i}^{H}\)
    end
    \(\mathbf{8} \mathbf{R}_{t+1}=\overline{\mathbf{R}}(1: N-1,1: N-1)\)
    9 \(\mathbf{F}_{t+1}=\overline{\mathbf{Q}}(:, 1: N-1)\)
\(\mathbf{1 0} \mathbf{G}_{t+1}=\left[\begin{array}{llll}\mathbf{G}_{t}(:, 1: p-1) & & & \\ & \bar{r}_{p, p}^{-1} & & \\ & & \ddots & \\ & & & \bar{r}_{N-1, N-1}^{-1}\end{array}\right]\)

\(\mathbf{1 1} \mathbf{B}_{t+1}=\left[\begin{array}{ll}\mathbf{B}_{t}(1: p-1,1: N-1) \\ \mathbf{R}_{t+1}^{H}(p: N-1,:) \mathbf{G}_{t+1}\end{array}\right]\)
```

$\mathbf{G}_{t+1}, \mathbf{B}_{t+1}$ and upper triangular matrix $\mathbf{R}_{t+1}$ at time $t+1$ can be expressed using $\mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}$ and $\mathbf{R}_{t}$ at time $t$ as

$$
\begin{align*}
\mathbf{F}_{t+1} & =\left(\mathbf{F}_{t} \mathbf{G}_{v}^{H}\right)(:, 1: N-1)  \tag{15}\\
\mathbf{R}_{t+1} & =\left(\mathbf{G}_{v} \mathbf{R}_{t} \mathbf{P}\right)(1: N-1,1: N-1)  \tag{16}\\
\mathbf{G}_{t+1} & =\left[\begin{array}{lr}
\mathbf{G}_{t}(:, 1: p-1) & \operatorname{diag}\left(\mathbf{R}_{t+1}^{-1}(:, p: N-1)\right)
\end{array}\right] \tag{17}
\end{align*}
$$

$$
\mathbf{B}_{t+1}=\left[\begin{array}{c}
\mathbf{B}_{t}(1: p-1,1: N-1)  \tag{18}\\
\mathbf{R}_{t+1}^{H}(p: N-1,:) \mathbf{G}_{t+1}^{H}
\end{array}\right]
$$

where $p$ is the position of the departure of UE in the channel matrix, $\mathbf{G}_{v} \in \mathbb{C}^{N \times N}$ is a unitary matrix and $\mathbf{P} \in \mathbb{C}^{N \times N}$ is a permutation matrix.

Proof: When a UE departs from the cell, it is equivalent to deleting a column in the channel matrix $\mathbf{H}_{t}$. Therefore, we have $\mathbf{H}_{t+1}=\left[\mathbf{H}_{t}(:, 1: p-1), \mathbf{H}_{t}(:, p+1: N)\right]$.

Similar to the approach in the proof of Proposition 1, we move the channel matrix of $\mathrm{UE}_{p} \mathbf{h}_{p}$ to the last column of $\mathbf{H}_{t}$, which needs to right multiply a series of permutation matrices $\mathbf{P}_{p, p+1}, \mathbf{P}_{p+1, p+2}, \cdots, \mathbf{P}_{N-1, N}$, denoted as $\mathbf{P}$. Then we have

$$
\left[\begin{array}{ll}
\mathbf{H}_{t+1} & \mathbf{h}_{p} \tag{19}
\end{array}\right]=\mathbf{H}_{t} \mathbf{P}_{p, p+1} \cdots \mathbf{P}_{N-1, N}=\mathbf{Q}_{t} \mathbf{R}_{t} \mathbf{P}
$$

Note that $\tilde{\mathbf{R}}=\mathbf{R}_{t} \mathbf{P}^{H}$ is not guaranteed to be an upper triangular matrix if $p \neq N$. An example is shown in Case 3 of Appendix C. However, we can use the Givens matrix to reconstruct an upper triangular matrix from $\tilde{\mathbf{R}}$. Denote $\mathbf{G}_{v}=$ $\tilde{\mathbf{G}}_{N-1} \tilde{\mathbf{G}}_{N-2} \cdots \tilde{\mathbf{G}}_{p}$. Using this, we can rewrite (19) as:

$$
\left[\begin{array}{ll}
\mathbf{H}_{t+1} & \mathbf{h}_{p} \tag{20}
\end{array}\right]=\underbrace{\mathbf{Q}_{t} \mathbf{G}_{v}^{H}}_{\overline{\mathbf{Q}}} \underbrace{\mathbf{G}_{v} \mathbf{R}_{t} \mathbf{P}}_{\overline{\mathbf{R}}}
$$

Additionally, according to the Gram-Schmidt process, we have

$$
\left[\begin{array}{ll}
\mathbf{H}_{t+1} & \mathbf{h}_{p}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{Q}_{t+1} & \mathbf{q}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{R}_{t+1} & \mathbf{Q}_{t+1}^{H} \mathbf{h}_{p}  \tag{21}\\
0 & \alpha
\end{array}\right]
$$

By comparing (20) with (21), we can see that $\mathbf{Q}_{t+1} \in$ $\mathbb{C}^{M \times(N-1)}$ is a sub-matrix of $\overline{\mathbf{Q}}$ by deleting the last column, and $\mathbf{R}_{t+1} \in \mathbb{C}^{(N-1) \times(N-1)}$ is a sub-matrix of $\overline{\mathbf{R}}$ by deleting the last column and the last row. Then we can easily obtain $\mathbf{F}_{t+1}, \mathbf{G}_{t+1}$ and $\mathbf{B}_{t+1}$ using (3)-(5). Furthermore, if $p=N$, we can simplify the algorithm even further by observing that $\tilde{\mathbf{R}}$ is an upper triangular matrix and thus, the Givens rotation matrices are not required. An example is also provided in Case 4 of Appendix C.

The overall procedure of the proposed algorithm is summarized in Algorithm 2. Next, we derive the complexity computation of Algorithm 2. Steps $2 \sim 7$ require $\mathcal{O}((N-p)(M+N))$ and Steps $10 \sim 11$ need $\mathcal{O}((N-p)(N+p-1) / 2)$. Hence, the complexity of Algorithm 2 is $\mathcal{O}((N-p)(M+N)+(N-$ $p)(N+p-1) / 2)$. If $p=1$, i.e. $\mathrm{UE}_{1}$ departs from the cell, the worst-case complexity is around $\mathcal{O}(M N)$, and if $p=N$, i.e. $\mathrm{UE}_{N}$ departs from the cell, the best-case complexity is around $\mathcal{O}(1)$. In contrast, the conventional algorithm requires a complexity of $\mathcal{O}\left(M(N-1)^{2}\right)$, much more than that of Algorithm 2.

## IV. Multiple Multi-Antenna UEs Scenario

In this section, we first will extend our system model for a multiple multi-antenna UEs scenario. Then we will propose a THP update algorithm that accommodates the arrival or departure of multiple UEs at time $t+1$.

## A. System Model of multi-antenna UE

Here, we extend our system model to a multi-antenna scenario, where the BS communicates $N_{s, k}$ data streams to the $k$ th UE with $N_{r, k}$ receive antennas. With $N$ users in the system, the total number of receive antennas is $N_{r}=$ $\sum_{k=1}^{N} N_{r, k} \leq M$, and the total number of data streams is $N_{s}=\sum_{k=1}^{N} N_{s, k}=N_{r}$. Therefore, the channel matrix becomes $\mathbf{H}=\left[\mathbf{H}_{1}, \mathbf{H}_{2}, \cdots, \mathbf{H}_{N}\right] \in \mathbb{C}^{M \times N_{r}}$, where $\mathbf{H}_{k} \in$ $\mathbb{C}^{M \times N_{r, k}}$ is the channel between the BS and the $k$ th UE.

For simplicity, we denote the total number of antennas for the arrival or departure of $k$ UEs as $N_{k}$, and the total number of antennas for the first $p-1$ UEs at time $t$ as $N_{p}=\sum_{i=1}^{p-1} N_{r, i}$. Without loss of generality, we assume that the UEs that arrive or depart are adjacent to each other in the channel matrix.

## B. Multiple UEs Arrival

Proposition 3 (Algorithm for Multiple UEs Arrival). When $k$ neighboring UEs arrive in the cell at time $t+1$, the three filters $\mathbf{F}_{t+1}, \mathbf{G}_{t+1}, \mathbf{B}_{t+1}$ and upper triangular matrix $\mathbf{R}_{t+1}$ at time $t+1$ can be expressed using $\mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}$ and $\mathbf{R}_{t}$ at time $t$ as
$\begin{aligned} \mathbf{F}_{t+1} & =\left(\mathbf{F}_{t} \mathbf{G}_{v}^{H}\right)\left(:, 1: N_{r}+N_{k}\right), \\ \mathbf{R}_{t+1} & =\left(\mathbf{G}_{v} \overline{\mathbf{R}}\right)\left(1: N_{r}+N_{k},:\right), \\ \mathbf{G}_{t+1} & =\left[\begin{array}{ll}\mathbf{G}_{t}\left(:, 1: N_{p}\right) & \operatorname{diag}\left(\mathbf{R}_{t+1}^{-1}\left(N_{p}+1: N_{r}+N_{k},:\right)\right)\end{array}\right],\end{aligned}$
$\mathbf{B}_{t+1}=\left[\begin{array}{c}\mathbf{B}_{t}\left(1: N_{p},:\right) \\ \mathbf{O}_{t+1}^{H}\left(N_{p}+1: N_{r}+N_{k},:\right) \mathbf{G}_{t+1}\end{array}\right]$,

```
Algorithm 3: Update THP when \(k\) UEs \(\mathbf{H}_{p}\) arrive in
\(\mathbf{H}_{t}\) before the \(p\) th UE
    Input: \(\mathbf{H}_{t}=\mathbf{Q}_{t} \mathbf{R}_{t}, \mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}\)
    Output: \(\mathbf{F}_{t+1}, \mathbf{G}_{t+1}, \mathbf{B}_{t+1}, \mathbf{R}_{t+1}\)
    \(N_{k}=\sum_{j=1}^{k} N_{r, j}, N_{p}=\sum_{i=1}^{p-1} N_{r, i}\)
    \(\mathbf{V} \longleftarrow \mathbf{Q}_{t}^{H} \mathbf{H}_{p}\)
    \(\overline{\mathbf{R}} \longleftarrow \mathbf{R}_{t}, \overline{\mathbf{Q}} \longleftarrow \mathbf{Q}_{t}\)
    for \(j=1: N_{k}\) do
        for \(i=M:-1: N_{p}+1+j\) do
            \(\overline{\mathbf{G}}_{i} \longleftarrow \mathbf{G}_{i}\left(v_{i-1, j}, v_{i, j}\right)\)
            \(\mathbf{V} \longleftarrow \overline{\mathbf{G}}_{i} \mathbf{V}\)
            if \(i \leq N_{r}+j\) then
                        \(\overline{\overline{\mathbf{R}}} \longleftarrow \overline{\mathbf{G}}_{i} \overline{\mathbf{R}}\)
            end
            \(\overline{\mathbf{Q}} \longleftarrow \overline{\mathbf{Q}} \overline{\mathbf{G}}_{i}^{H}\)
        end
    end
    \(\mathbf{R}_{1}=\overline{\mathbf{R}}\left(1: N_{r}+N_{k}, 1: N_{p}\right)\)
    \(\mathbf{R}_{2}=\overline{\mathbf{R}}\left(1: N_{r}+N_{k}, N_{p}+1: N_{r}\right)\)
    \(\mathbf{R}_{t+1}=\left[\begin{array}{lll}\mathbf{R}_{1} & \mathbf{V}\left(1: N_{r}+N_{k},:\right) & \mathbf{R}_{2}\end{array}\right]\)
    \(\mathbf{F}_{t+1}=\overline{\mathbf{Q}}\left(:, 1: N_{r}+N_{k}\right)\)
\(18 \mathbf{G}_{t+1}=\)
        \(\left[\mathbf{G}_{t}\left(:, 1: N_{p}\right)\right.\)
        \(\bar{r}_{N_{p}+1, N_{p}+1}^{-1}\)
        \(\left.\mathbf{B}_{t+1}=\left[\begin{array}{c}\mathbf{B}_{t}\left(1: N_{p},:\right) \\ \mathbf{O} \\ \mathbf{R}_{t+1}^{H}\left(N_{p}+1: N_{r}+N_{k},:\right) \mathbf{G}_{t+1}\end{array}\right]^{N_{r}+N_{k}, N_{r}+N_{k}}\right]\)
```

where $\overline{\mathbf{R}}=\left[\mathbf{R}_{t}\left(: 1, N_{p}\right), \mathbf{Q}_{t}^{H} \mathbf{H}_{p}, \mathbf{R}_{t}\left(: N_{p}+1: N_{r}\right)\right], \mathbf{H}_{p} \in$ $\mathbb{C}^{M \times N_{k}}$ is the channel matrix of the new UEs, $\mathbf{G}_{v} \in \mathbb{C}^{M \times M}$ is a unitary matrix and $1 \leq N_{k} \leq M-N_{r}$.

Proof: When $k$ neighboring UEs arrive in the cell, it is equivalent to adding $N_{k}$ columns in the channel matrix, and we have the new channel matrix $\mathbf{H}_{t+1}=\left[\mathbf{H}_{t}\left(:, 1: N_{p}\right), \mathbf{H}_{p}, \mathbf{H}_{t}(:\right.$ , $\left.\left.N_{p}+1: N_{r}\right)\right]$.

Given the QR full decomposition of $\mathbf{H}_{t}$, QR economy-size decomposition is considered, and then we have $\mathbf{H}_{t}=\left[\mathbf{H}_{t}\right.$ : $\left.\left., 1: N_{p}\right), \mathbf{H}_{t}\left(:, N_{p}+1: N_{r}\right)\right]=\mathbf{Q}_{t}\left[\mathbf{R}_{t}\left(:, 1: N_{p}\right), \mathbf{R}_{t}\left(:, N_{p}+\right.\right.$ $\left.\left.1: N_{r}\right)\right]$. Thus, $\mathbf{H}_{t+1}$ can be written as

$$
\mathbf{H}_{t+1}=\mathbf{Q}_{t}\left[\begin{array}{lll}
\mathbf{R}_{1} & \mathbf{V} & \mathbf{R}_{2} \tag{26}
\end{array}\right]=\mathbf{Q}_{t} \overline{\mathbf{R}}
$$

where $\mathbf{V}=\mathbf{Q}_{t}^{H} \mathbf{H}_{p}, \mathbf{R}_{1}=\mathbf{R}_{t}\left(:, 1: N_{p}\right), \mathbf{R}_{2}=\mathbf{R}_{t}\left(:, N_{p}+1:\right.$ $N_{r}$ ) and an example for $\overline{\mathbf{R}}$ is given in Case 5 of Appendix D. Hence, we can use a series of Givens matrices $\mathbf{G}_{i}\left(v_{i-1, j}, v_{i, j}\right)$ to eliminate $v_{i, j}$ where $N_{p}+1+j \leq i \leq M$ and $1 \leq j \leq N_{k}$. Denote $\mathbf{G}_{v}=\prod_{j=1}^{N_{k}} \prod_{i=N_{p}+1+j}^{M} \mathbf{G}_{i}\left(v_{i-1, j}, v_{i, j}\right)$ and we have

$$
\mathbf{H}_{t+1}=\mathbf{Q}_{t} \mathbf{G}_{v}^{H}\left[\begin{array}{lll}
\mathbf{R}_{1} & \mathbf{G}_{v} \mathbf{V} & \mathbf{G}_{v} \mathbf{R}_{2} \tag{27}
\end{array}\right]=\underbrace{\mathbf{Q}_{t} \mathbf{G}_{v}^{H}}_{\mathbf{Q}_{t+1}} \mathbf{R}_{t+1} \mathbf{G}_{v} \overline{\mathbf{R}} .
$$

Using (27), we can obtain the QR full decomposition of $\mathbf{H}_{t+1}$. However, in order to calculate all the three filters, we need the economy-size decomposition of QR , which means that we can extract the sub-matrix $\mathbf{Q}_{t+1}\left(:, N_{r}+N_{k}\right)$ and

```
Algorithm 4: Iterative Update THP when \(k\) UEs arrive
in \(\mathbf{H}_{t}\) before the \(p\) th UE
    Input: \(\mathbf{H}_{t}=\mathbf{Q}_{t} \mathbf{R}_{t}, \mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}\)
    Output: \(\mathbf{F}_{t+1}, \mathbf{G}_{t+1}, \mathbf{B}_{t+1}, \mathbf{R}_{t+1}\)
    \(N_{k}=\sum_{j=1}^{k} N_{r, j}, N_{p}=\sum_{i=1}^{p-1} N_{r, i}\)
    for \(i=1: N_{k}\) do
        \(\mathbf{h}=\mathbf{H}_{p}(:, i)\),
        go to the step \(1 \sim 8\) in Algorithm 1, which \(\mathbf{h}\) is
            added to the position \(p\),
        \(p=p+1\)
    end
    \(\mathbf{R}_{t+1}=\overline{\mathbf{R}}, \mathbf{F}_{t+1}=\overline{\mathbf{Q}}\)
    \({ }_{8} \mathbf{G}_{t+1}=\)
    \(\left[\begin{array}{cccc}\mathbf{G}_{t}\left(:, 1: N_{p}\right) & & & \\ & \bar{r}_{N_{p}+1, N_{p}+1}^{-1} & & \\ & & \ddots & \\ & & & \bar{r}_{N_{r}+N_{k}, N_{r}+N_{k}}^{-1}\end{array}\right]\)
    \(9 \mathbf{B}_{t+1}=\left[\begin{array}{cc}\mathbf{B}_{t}\left(1: N_{p},:\right) & \mathbf{O} \\ \mathbf{R}_{t+1}^{H}\left(N_{p}+1: N_{r}+N_{k},:\right) & \mathbf{G}_{t+1}\end{array}\right]\)
```

$\mathbf{R}_{t+1}\left(N_{r}+N_{k},:\right)$ to obtain the economy-size QR decomposition. Then we can easily obtain $\mathbf{F}_{t+1}, \mathbf{G}_{t+1}$ and $\mathbf{B}_{t+1}$ by (3)-(5). Moreover, if $p=N+1$, we only need to use Givens rotations to multiply the matrix $\mathbf{V}$, and no operations are required on the matrix $\mathbf{R}_{2}$. An example for $\overline{\mathbf{R}}$ also is given in Case 6 of Appendix D.

The overall procedure of the proposed algorithm is summarized in Algorithm 3. Then we calculate the computation complexity of Algorithm 3. Step 2 requires $\left.\mathcal{O}\left(M^{2} N_{k}\right)\right)$ to generate the matrix V. Since Steps $5 \sim 13$ need $\left(M-N_{p}-\right.$ $j) \mathcal{O}\left(N_{k}+M\right)+\left(N_{r}+j\right) \mathcal{O}\left(N_{r}\right)$, the total computational complexity of Steps $4 \sim 14$ is $\sum_{j=1}^{N_{k}}\left[\left(M-N_{p}-j\right) \mathcal{O}\left(N_{k}+\right.\right.$ $\left.M)+\left(N_{r}+j\right) \mathcal{O}\left(N_{r}\right)\right]$. At last, Steps $19 \sim 20$ require $\mathcal{O}\left(\left(N_{r}+N_{k}-N_{p}\right)\left(N_{r}+N_{k}+N_{p}+1\right) / 2\right)$. Therefore, the complexity of Algorithm 3 is $\mathcal{O}\left(N_{k} M^{2}-N_{k} M N_{p}+N_{k}^{2}(M+\right.$ $\left.N_{r}-N_{p}\right)-N_{k}^{3}\left(M-N_{r}\right) / 2-N_{k}^{4}+\left(N_{r}+N_{k}-N_{p}\right)\left(N_{r}+\right.$ $\left.N_{k}+N_{p}+1\right)$ ). We have the worst-case complexity is around $\mathcal{O}\left(N_{k} M^{2}+N_{k}^{2}\left(M+N_{r}\right)-N_{k}^{3}\left(M-N_{r}\right)-N_{k}^{4}\right)$ when $p=1$, i.e. $N_{p}=0$. However, the conventional algorithm requires $\mathcal{O}\left(M\left(N_{r}+N_{k}\right)^{2}\right)$.
Remark 1 (Low-complexity Iterative Update Algorithm). Note that, when $M=64$, the complexity of Algorithm 3 is less than the complexity of the conventional algorithm. However, the complexity of Algorithm 3 will be higher than that of the conventional algorithm as the number of antennas $M$ increases, e.g. $M=128,256,512$. In this case, one possible solution is to iterate Algorithm $1 N_{k}$ times to reduce the complexity, which is summarized in Algorithm 4. Algorithm 4 only requires $\mathcal{O}\left(\sum_{i=1}^{N_{k}}\left[M\left(N_{r}+i-1\right)+\left(N_{r}+i-1-N_{p}\right)\left(N_{r}+\right.\right.\right.$ $\left.i-1+M)]+\left(N_{r}+N_{k}-N_{p}\right)\left(N_{r}+N_{k}+N_{p}+1\right) / 2\right) \approx$ $\mathcal{O}\left(M N_{k} N_{r}+M N_{k}^{2}+N_{r}^{2} N_{k}\right) \ll \mathcal{O}\left(M\left(N_{r}+N_{k}\right)^{2}\right)$.

## C. Multiple UEs Departure

Proposition 4 (Algorithm for Multiple UEs Departure). When $k$ neighboring $\mathrm{UE}_{p: p+k-1}$ depart from the cell at time

```
Algorithm 5: Update THP when \(k\) UEs depart from
\(\mathbf{H}_{t}\) from the \(p\) th UE
    Input: \(\mathbf{H}_{t}=\mathbf{Q}_{t} \mathbf{R}_{t}, \mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}\)
    Output: \(\mathbf{F}_{t+1}, \mathbf{G}_{t+1}, \mathbf{B}_{t+1}, \mathbf{R}_{t+1}\)
    \(N_{k}=\sum_{i=p}^{p+k-1} N_{r, i}, N_{p}=\sum_{i=1}^{p-1} N_{r, i}\)
    \(\overline{\mathbf{R}}=\left[\mathbf{R}_{t}\left(:, 1: N_{p}\right) \quad \mathbf{R}_{t}\left(:, N_{p}+N_{k}+1: N_{r}\right)\right]\)
    \(\overline{\mathbf{Q}} \longleftarrow \mathbf{F}_{t}\)
    for \(j=N_{p}+1: N_{r}-N_{k}\) do
        for \(i=j+N_{k}-1:-1: j\) do
                \(\overline{\mathbf{G}}_{i} \longleftarrow \mathbf{G}_{i}\left(\bar{r}_{i, j}, \bar{r}_{i+1, j}\right)\)
                \(\overline{\mathbf{R}} \longleftarrow \overline{\mathbf{G}}_{i} \overline{\mathbf{R}}\)
                \(\overline{\mathbf{Q}} \longleftarrow \overline{\mathbf{Q}}_{i}^{H}\)
        end
    end
    \(\mathbf{R}_{t+1}=\overline{\mathbf{R}}\left(1: N_{r}-N_{k}, 1: N_{r}-N_{k}\right)\)
    \(\mathbf{F}_{t+1}=\overline{\mathbf{Q}}\left(:, 1: N_{r}-N_{k}\right)\)
\({ }^{3} \mathbf{G}_{t+1}=\)
    \(\left[\mathbf{G}_{t}\left(:, 1: N_{p}\right)\right.\)
    \(\mathbf{B}_{t+1}=\left[\begin{array}{c}\mathbf{B}_{t}\left(1: N_{p}, 1: N_{r}-N_{k}\right)^{\bar{r}_{r}-N_{k}, N_{r}} \\ \mathbf{R}_{t+1}^{H}\left(N_{p}+1: N_{r}-N_{k},:\right) \mathbf{G}_{t+1}\end{array}\right]\)
```

$t+1$, the three filters $\mathbf{F}_{t+1}, \mathbf{G}_{t+1}, \mathbf{B}_{t+1}$ and upper triangular matrix $\mathbf{R}_{t+1}$ at time $t+1$ can be expressed using $\mathbf{F}_{t}, \mathbf{G}_{t}, \mathbf{B}_{t}$ and $\mathbf{R}_{t}$ at time $t$ as

$$
\begin{align*}
\mathbf{F}_{t+1} & =\left(\mathbf{F}_{t} \mathbf{G}_{v}^{H}\right)\left(:, 1: N_{r}-N_{k}\right) \\
\mathbf{R}_{t+1} & =\left(\mathbf{G}_{v} \overline{\mathbf{R}}\right)\left(1: N_{r}-N_{k}, 1: N_{r}-N_{k}\right)  \tag{10}\\
\mathbf{G}_{t+1} & =\left[\begin{array}{ll}
\mathbf{G}_{t}\left(:, 1: N_{p}\right) & \operatorname{diag}\left(\mathbf{R}_{t+1}^{-1}\left(N_{p}+1: N_{r}-N_{k},:\right)\right)
\end{array}\right] \tag{30}
\end{align*}
$$

$\mathbf{B}_{t+1}=\left[\begin{array}{c}\mathbf{B}_{t}\left(1: N_{p}, 1: N_{r}-N_{k}\right) \\ \mathbf{R}_{t+1}^{H}\left(N_{p}+1: N_{r}-N_{k},:\right) \mathbf{G}_{t+1}\end{array}\right]$,
where $\overline{\mathbf{R}}=\left[\mathbf{R}_{t}\left(: 1, N_{p}\right), \mathbf{R}_{t}\left(: N_{p}+N_{k}+1: N_{r}\right)\right], \mathbf{G}_{v} \in$ $\mathbb{C}^{N_{r} \times N_{r}}$ is a unitary matrix and $1 \leq N_{k} \leq N_{r}$.

Proof: When $k$ neighboring $\mathrm{UE}_{p: p+k-1}$ depart from the cell, it is equivalent to deleting $N_{k}$ columns from the $\left(N_{p}+1\right)$ th column in the channel matrix, and we have the new channel matrix $\mathbf{H}_{t+1}=\left[\mathbf{H}_{t}\left(:, 1: N_{p}\right), \mathbf{H}_{t}\left(:, N_{p}+N_{k}+1:\right.\right.$ $\left.N_{r}\right)$ ].

Given the QR decomposition of $\mathbf{H}_{t}$, we have $\mathbf{H}_{t}=\left[\mathbf{H}_{t}(\right.$ : $\left.\left., 1: N_{p}\right), \mathbf{H}_{p}, \mathbf{H}_{t}\left(:, N_{p}+N_{k}+1: N_{r}\right)\right]=\mathbf{Q}_{t}\left[\mathbf{R}_{t}(:, 1:\right.$ $\left.\left.N_{p}\right), \mathbf{R}_{p}, \mathbf{R}_{t}\left(:, N_{p}+N_{k}+1: N_{r}\right)\right]$, where $\mathbf{H}_{p}$ is the channel matrix of $\mathrm{UE}_{p: p+k-1}$ leaving the cell. Thus, we can get $\mathbf{H}_{t+1}$ as follows:

$$
\mathbf{H}_{t+1}=\mathbf{Q}_{t}\left[\begin{array}{ll}
\mathbf{R}_{1} & \mathbf{R}_{2} \tag{32}
\end{array}\right]=\mathbf{Q}_{t} \overline{\mathbf{R}}
$$

where $\mathbf{R}_{1}=\mathbf{R}_{t}\left(:, 1: N_{p}\right), \mathbf{R}_{2}=\mathbf{R}_{t}\left(:, N_{p}+N_{k}+1: N_{r}\right)$ and an example for $\overline{\mathbf{R}}$ is given in Case 7 of Appendix E . Similar to the approach in the proof Proposition 3, we use a series of Givens matrices $\mathbf{G}_{i}\left(\bar{r}_{i, j}, \bar{r}_{i+1, j}\right)$ to eliminate $\bar{r}_{i, j}$, where $j+N_{k}-1 \leq i \leq j$ and $N_{p}+1 \leq j \leq N_{r}-N_{k}$.

Denote $\mathbf{G}_{v}=\prod_{j=N_{p}+1}^{N_{r}-N_{k}} \prod_{i=j+N_{k}-1}^{j} \mathbf{G}_{i}\left(\bar{r}_{i, j}, \bar{r}_{i+1, j}\right)$ and we have

$$
\begin{equation*}
\mathbf{H}_{t+1}=\mathbf{Q}_{t} \overline{\mathbf{R}}=\underbrace{\mathbf{Q}_{t} \mathbf{G}_{v}^{H}}_{\tilde{\mathbf{Q}}} \underbrace{\mathbf{G}_{v} \overline{\mathbf{R}}}_{\tilde{\mathbf{R}}} . \tag{33}
\end{equation*}
$$

Similar to Algorithm $2, \mathbf{Q}_{t+1} \in \mathbb{C}^{M \times\left(N_{r}-N_{k}\right)}$ is a submatrix of $\tilde{\mathbf{Q}}$ by deleting the last $N_{k}$ columns and $\mathbf{R}_{t+1} \in$ $\mathbb{C}^{\left(N_{r}-N_{k}\right) \times\left(N_{r}-N_{k}\right)}$ is a sub-matrix of $\tilde{\mathbf{R}}$ by deleting the last $N_{k}$ rows. Then we can easily obtain $\mathbf{F}_{t+1}, \mathbf{G}_{t+1}$ and $\mathbf{B}_{t+1}$ by (3)-(5). Furthermore, if $p+k-1=N$, i.e. the last $k$ UEs leave the cell, we note that $\overline{\mathbf{R}}$ is an upper triangular matrix and Givens matrix is not required. We also show an example in Case 8 of Appendix E.

The overall procedure of the proposed algorithm is summarized in Algorithm 5. Now we derive the computation complexity of Algorithm 5. Since Steps $5 \sim 9$ require $\mathcal{O}\left(N_{k}\left(M+N_{r}\right)\right)$ operations, Steps $4 \sim 10$ require $\mathcal{O}\left(N_{k}\left(N_{r}-\right.\right.$ $\left.\left.N_{k}-N_{p}\right)\left(M+N_{r}\right)\right)$ operations. Moreover, there are $\left(N_{r}-\right.$ $\left.N_{k}-N_{p}\right)\left(N_{r}-N_{k}+N_{p}+1\right) / 2$ operations in Steps $13 \sim 14$. Therefore, the complexity of Algorithm 5 is $\mathcal{O}\left(N_{k}\left(N_{r}-N_{k}-\right.\right.$ $\left.\left.N_{p}\right)\left(M+N_{r}\right)+\left(N_{r}-N_{k}-N_{p}\right)\left(N_{r}-N_{k}+N_{p}+1\right) / 2\right)$. If $p=1$, i.e. $\mathrm{UE}_{1: k}$ depart from the cell, the worst-case complexity is around $\mathcal{O}\left(N_{k} N_{r} M\right)$, and if $p=N-k+1$, i.e. the last $k$ UEs depart from the cell, the best-case complexity is around $\mathcal{O}(1)$. In contrast, the conventional algorithm requires $\mathcal{O}\left(M\left(N_{r}-N_{k}\right)^{2}\right)$.
Remark 2 (Low-complexity Iterative Update Algorithm). If we set $N_{r, i}=1$ and $k=1$ in Algorithm 5, the resulting algorithm is equivalent to Algorithm 2. In other words, Algorithm 5 is essentially equivalent to Algorithm 2 with $N_{k}$ iterations. Therefore, we do not need to provide additional details about the iterative update design for $k$ UEs departure. In practice, the number of UEs departure is generally much smaller than the total number of UEs, i.e. $N_{k} \ll N_{r}$, which means that the complexity of Algorithm 5 is much lower than that of the conventional algorithm.

## V. Sum Achievable Rate of Proposed Algorithm WITH IMPERFECT CSI

In this section, we will derive approximate closed-form expressions for the sum achievable rate of the proposed algorithms with imperfect CSI in the Rayleigh channel. Both cases of quasi-static fading and time-varying scenarios will be considered.

## A. Quasi-Static Fading Scenario

Proposition 5 (The Sum Approximate Achievable Rate of Proposed Algorithm for a UE Arrival). When a UE arrives in the cell under the quasi-static fading scenario at time $t+1$, the sum approximate achievable rate of the proposed algorithm can be expressed as

$$
\begin{equation*}
C_{\mathrm{sum}}^{\mathrm{QA}}=(N+1) \log _{2}\left(1+\gamma^{\mathrm{QA}}\right) \tag{34}
\end{equation*}
$$

where $\gamma^{\mathrm{QA}}$ is the signal-to-interference-plus-noise ratio (SINR), i.e.,

$$
\begin{equation*}
\gamma^{\mathrm{QA}} \approx \frac{\sigma_{s}^{2}}{\left(\sigma_{s}^{2} \sigma_{e}^{2}+\frac{\sigma_{n}^{2}}{M}\right) \sum_{i=1}^{N+1} r_{i, i}^{-2}} \tag{35}
\end{equation*}
$$

Proof: Please see in the Appendix F.
Proposition 6 (The Sum Approximate Achievable Rate of Proposed Algorithm for a UE Departure). When a UE departs from the cell under the quasi-static fading scenario at time $t+1$, the sum approximate achievable rate of the proposed algorithm can be expressed as

$$
\begin{equation*}
C_{\mathrm{sum}}^{\mathrm{QD}}=(N-1) \log _{2}\left(1+\gamma^{\mathrm{QD}}\right) \tag{36}
\end{equation*}
$$

where $\gamma^{\mathrm{QD}}$ is the $\operatorname{SINR}$, i.e.,

$$
\begin{equation*}
\gamma^{\mathrm{QD}} \approx \frac{\sigma_{s}^{2}}{\left(\sigma_{s}^{2} \sigma_{e}^{2}+\frac{\sigma_{n}^{2}}{M}\right) \sum_{i=1}^{N-1} r_{i, i}^{-2}} \tag{37}
\end{equation*}
$$

Proof: The proof of Proposition 6 is similar to the proof of Proposition 5. We will not elaborate on this further.

## B. Time-Varying Scenario

When channel is time-varying, we use the classic GaussMarkov model [40], [41], i.e.,

$$
\begin{equation*}
\mathbf{H}_{t+1}=\mathbf{H}_{t}+\Delta \mathbf{E} \tag{38}
\end{equation*}
$$

where the entries of $\Delta \mathbf{E}$ are assumed to be i.i.d. $\mathcal{C N}(0,2(1-$ $\rho)$ ), and $\rho$ is the normalized correlation coefficient specified by the Jakes' model, i.e., $\rho=J_{0}\left(2 \pi f_{d} \tau\right)$, with $J_{0}(\cdot)$ the zerothorder Bessel function of the first kind, and the $f_{D}$ and $\tau$ is the maximum Doppler frequency and channel block length, respectively.
Proposition 7 (The Sum Approximate Achievable Rate of Proposed Algorithm for a UE Arrival). When a UE arrives in the cell under the time-varying scenario at time $t+1$, the sum approximate achievable rate of the proposed algorithm can be expressed as

$$
\begin{equation*}
C_{\mathrm{sum}}^{\mathrm{TA}}=N \log _{2}\left(1+\gamma_{o}^{\mathrm{TA}}\right)+\log _{2}\left(1+\gamma_{n}^{\mathrm{TA}}\right) \tag{39}
\end{equation*}
$$

where $\gamma_{o}^{\mathrm{TA}}$ and $\gamma_{n}^{\mathrm{TA}}$ are the SINR of original $N$ UEs and the new arrived UE, i.e.,

$$
\begin{align*}
& \gamma_{o}^{\mathrm{TA}} \approx \frac{\sigma_{s}^{2}}{\left[\sigma_{s}^{2}\left(\sigma_{e}^{2}+2(1-\rho)\right)+\frac{\sigma_{n}^{2}}{M}\right] \sum_{i=1}^{N+1} r_{i, i}^{-2}}  \tag{40}\\
& \gamma_{n}^{\mathrm{TA}} \approx \frac{\sigma_{s}^{2}}{\left(\sigma_{s}^{2} \sigma_{e}^{2}+\frac{\sigma_{n}^{2}}{M}\right) \sum_{i=1}^{N+1} r_{i, i}^{-2}} \tag{41}
\end{align*}
$$

Proof: Please see in the Appendix G.
Proposition 8 (The Sum Approximate Achievable Rate of Proposed Algorithm for a UE Departure). When a UE departs from the cell under the time-varying scenario at time $t+1$, the sum approximate achievable rate of the proposed algorithm can be expressed as

$$
\begin{equation*}
C_{\mathrm{sum}}^{\mathrm{TD}}=(N-1) \log _{2}\left(1+\gamma^{\mathrm{TD}}\right) \tag{42}
\end{equation*}
$$

where $\gamma^{\mathrm{TD}}$ is the SINR, i.e.,

$$
\begin{equation*}
\gamma^{\mathrm{TD}} \approx \frac{\sigma_{s}^{2}}{\left[\sigma_{s}^{2}\left(\sigma_{e}^{2}+2(1-\rho)\right)+\frac{\sigma_{n}^{2}}{M}\right] \sum_{i=1}^{N-1} r_{i, i}^{-2}} \tag{43}
\end{equation*}
$$

Proof: The proof of Proposition 8 is similar to the proof of Proposition 7. We will not elaborate on this further.

It is clear that the channel estimation and time-variations error have a baneful effect on the achievable rate. Then we set $\rho=1$, (39) and (42) reduce to (34) and (36), respectively. For the multiple multi-antenna UEs scenario, we can substitute $N+1$ or $N-1$ with $N_{r}+N_{k}$ or $N_{r}-N_{k}$ and obtain the corresponding sum approximate achievable rate in the Rayleigh channel. Moreover, we also evaluate the performance of the proposed algorithms by simulation in the mmWave channel with imperfect CSI in Section VI-D.

## VI. Simulation Results and discussions

In this section, we will evaluate the performance of the proposed THP update algorithm via simulation. We first will describe the channel models and other relevant communication parameters. Then, we will present and evaluate the communication performance of the proposed THP update algorithm of single-antenna UE and multiple multi-antenna UEs, respectively. Finally, the impact of imperfect CSI will be discussed.

## A. Simulation Setup

1) mmWave Channel: We consider the widely used mmWave MIMO model [42] as shown below:

$$
\begin{equation*}
\mathbf{H}_{k}=\sqrt{\frac{M N_{r, k}}{L_{k}}} \sum_{i=1}^{L_{k}} \alpha_{k, i} \mathbf{a}_{t}\left(\phi_{k, i}^{t}\right) \mathbf{a}_{r}^{H}\left(\phi_{k, i}^{r}\right), \tag{44}
\end{equation*}
$$

where $L_{k}$ is the total number of propagation paths in $\mathbf{H}_{k}, \alpha_{k, i}$ is the complex channel gain of the $i$ th path, and $\mathbf{a}_{t}\left(\phi_{k, i}^{t}\right)$ and $\mathbf{a}_{r}\left(\phi_{k, i}^{r}\right)$ is the array response vectors at the BS and at the $k$ th UE, respectively. For a $N$-element linear line antenna array (ULA), the array response vector can be expressed as

$$
\begin{equation*}
\mathbf{a}(\phi)=\frac{1}{\sqrt{N}}\left[1, e^{j 2 \pi \frac{d}{\lambda} \sin \phi}, \cdots, e^{j 2 \pi \frac{d}{\lambda}(N-1) \sin \phi}\right]^{T} \tag{45}
\end{equation*}
$$

The BS and all the UEs are assumed to be equipped with ULAs with an inter-antenna spacing of half of the wavelength. We assume that $M=64, N=16, N_{r, k}=1$ and $L_{k}=3$ for all $k=1, \cdots, N$ in the single-antenna scenario and $M=64$, $N=8, N_{r, k}=2$ and $L_{k}=3$ for all $k=1, \cdots, N$ in the multi-antenna scenario. Additionally, the channel gain $\alpha_{k, i}$ follows the complex normal distribution $\mathcal{C N}(0,1)$. The angle of departure (AoD) $\phi_{k, i}^{t}$ and angle of arrival (AoA) $\phi_{k, i}^{r}$ for each path follow the uniform distribution $\mathcal{U}(-\pi, \pi)$. 16QAM modulation is adopted, and the carrier frequency is 28 GHz . For the time-varying scenario, we adopt a classic time-correlated model in [43], [44], i.e., $\alpha_{k, i(t+1)}=\rho \alpha_{k, i(t)}+\sqrt{1-\rho^{2}} \Delta a$, $\phi_{k, i(t+1)}^{t}=\phi_{k, i(t)}^{t}+\Delta \phi$ and $\phi_{k, i(t+1)}^{r}=\phi_{k, i(t)}^{r}+\Delta \phi$, where $\Delta a \sim \mathcal{C N}(0,1)$.
2) Rayleigh Channel: The channel matrix $\mathbf{H}_{k}$ is adopted by Rayleigh channel, i.e., the entries of $\mathbf{H}_{k}$ is i.i.d $\mathcal{C N}(0,1)$. We set $M=64$ and $N=32$ in the single-antenna scenario and $M=64, N=16$ and $N_{r, k}=2$ in the multi-antenna scenario. For the time-varying scenario, we adopt the GaussMarkov model in (38).


Fig. 3. Average BER comparison between the proposed algorithm and conventional THP in the scenario of single-antenna UE with 16QAM and mmWave channel.

## B. Single-antenna $U E$

The performance of the proposed algorithm and conventional THP in terms of BER is compared in Fig. 3a for singleantenna UE with different SNR levels. Specifically, the BER is evaluated as the number of UEs increases from $N=15$ to $N=16$, indicating the arrival of a UE, or decreases from $N=15$ to $N=14$, indicating the departure of a UE. It can be observed that the BER of the proposed algorithm is identical to that of the conventional THP since the proposed algorithm is mathematically equivalent to the conventional THP without any approximation errors. It is important to note that these comparisons are made in a quasi-static fading scenario. Thus, the proposed algorithms can greatly reduce the computational complexity, without any penalty on the BER performance.

In Fig. 3b, the BER performance of the proposed algorithm and conventional THP is illustrated for single-antenna UE with different SNRs. The results indicate that the proposed algorithm experiences a negligible performance loss due to the slow time-varying scenario caused by the channel timevariations. Moreover, the departure of a UE causes a larger performance loss than the arrival of a UE. This is because the BS has knowledge of the channel state information for the new UE, i.e., BS has partial information about the channel at time $t+1$. However, when a UE departs from the cell, the BS has no information about the channel at time $t+1$.

In Fig. 4, we compare the BER performance of the proposed algorithm with conventional THP at $\mathrm{SNR}=14 \mathrm{~dB}$ for single-


Fig. 4. Average BER as a function of the time index $t$ for $\mathrm{SNR}=14 \mathrm{~dB}$ for the slow time-varying scenario in the scenario of single-antenna UE with 16QAM and mmWave channel.


(b) Computational complexity versus $N$ for $M=256$ and $p=1$
Fig. 5. Computational complexity comparison between the proposed algorithm and conventional THP with different numbers of antennas $M$ and UEs $N$ in the scenario of single-antenna UE.
antenna UE with different time index $t$. In this scenario, the number of UEs adds or decreases by one each time, starting with an initial number $N=15$. The BER performance gap between the proposed algorithm and conventional THP gets bigger with the increase of time $t$. Note that when the time $t$ is sufficiently large, the BER performance loss due to channel time-variations becomes unacceptable, and it may become necessary to recompute the three filter $\mathbf{F}, \mathbf{G}, \mathbf{B}$ to maintain optimal performance. Furthermore, [31] provides a threshold value, which can be used to determine when to recompute the


Fig. 6. Average BER comparison between the proposed algorithm and conventional THP in the scenario of multi-antenna UE with 16QAM and mmWave channel.

## filters.

In Fig. 5, the computational complexity of the proposed algorithm and conventional THP is compared for singleantenna UE with different numbers of antennas $M$ and UEs $N$. It can be observed that the proposed algorithm consistently exhibits lower computational complexity than conventional THP regardless of the numbers of antennas or UEs from Fig. 5a and 5b. Therefore, the proposed algorithm is a highly efficient alternative to provide benefits in practical systems where computational resources are often limited.

## C. Multiple Multi-antenna UEs

In Fig. 6a, the BER performance of the proposed algorithm and conventional THP are compared for multi-antenna UE, when the number of UEs increases from $N=6$ to $N=8$, indicating the arrival of two UEs, or decreases from $N=6$ to $N=4$, indicating the departure of two UEs. Similar to the previous case in Fig. 3a, the BER performance of the proposed algorithm is indistinguishable from that of the conventional THP. Hence, complexity reduction is achieved at no cost of performance loss in this case. Similar to singleantenna UE, we evaluate the BER performance of the proposed algorithm and conventional THP in the slow time-varying scenario for multi-antenna UE in Fig. 6b. It is observed that the proposed algorithms only experience a negligible performance loss compared with conventional THP.


Fig. 7. Average BER as a function of the time $t$ for $\mathrm{SNR}=14 \mathrm{~dB}$ for the slow time-varying scenario in the scenario of multi-antenna UE with 16QAM and mmWave channel.

(a) Computational complexity versus $M$ for $N=15$, $N_{r, i}=2, p=1$ and $k=5$

(b) Computational complexity versus $N$ for $M=256$, $N_{r, i}=2, p=1$ and $k=5$
Fig. 8. Computational complexity comparison between the proposed algorithm and conventional THP with different numbers of antennas $M$ and UEs $N$ in the scenario of multi-antenna UE.

In Fig. 7, the BER performance of the proposed algorithm and conventional THP at $\mathrm{SNR}=14 \mathrm{~dB}$ is illustrated for the scenario of multi-antenna UE versus different time $t$. In this scenario, the number of UEs adds or decreases by two each time, starting with an initial number $N=8$. In comparison to Fig. 4, the BER performance loss is more pronounced in the time-varying scenario, indicating that more frequent recomputation is necessary. Nevertheless, the proposed algorithms continue to strike a good trade-off between computation complexity and BER performance in the slow time-varying scenario.


Fig. 9. Sum achievable rate of the proposed algorithms for a UE arrival against SNR with $M=64, N$ from 31 to $32, \sigma_{s}^{2}=1$ and Rayleigh channel.

In Fig. 8, we compare the computational complexity of the proposed algorithm in the worst case with conventional THP for different numbers of antennas $M$ and UEs $N$. The computational complexity of the iterative algorithm for the departure of multiple UEs is not shown in Fig. 8, since it is identical to that of the direct algorithm. As shown in Fig. 8a, the direct algorithm has a lower computational complexity than conventional THP and iterative algorithms when $M=64$ for multiple UEs arrival. However, for larger $M$ values such as $M=128,256,512$ or 1024 , the computational complexity of the direct algorithm increases dramatically due to $\mathcal{O}\left(N_{k} M^{2}\right)$, which exceeds that of conventional THP. In such cases, the iterative algorithm is a better choice. To further illustrate the impact of changing the number of UEs, we fix $M=256$ and plot the computational complexity of both algorithms as a function of $N$ in Fig. 8b. It is worth noting that the direct algorithm when multiple UEs arrive is less affected by changes in $N$ compared with the iterative algorithm. Therefore, when $N$ is great large, the direct algorithm can be considered as a more efficient alternative. Additionally, as can be observed from Fig. 8, the proposed algorithm for the departure of multiple UEs always has lower complexity than that of conventional THP.

## D. The impact of Imperfect CSI

We provide simulated and analytical results on the downlink sum achievable rate of the proposed algorithm for a UE arrival over quasi-static fading scenario and time-varying scenario as


Fig. 10. Sum achievable rate of the proposed algorithms and ZF for a UE arrival against SNR with $M=64, N$ from 31 to $32, \sigma_{s}^{2}=1$ and Rayleigh channel.
an example. As is shown in Fig. 9a and 9b, the simulated and analytical curves are very tight in all considered cases, which confirms the correctness of our derived results.

Moreover, we also compare the sum achievable rate of the proposed algorithm with conventional THP and ZF in the quasi-static fading scenario and time-varying scenario under the Rayleigh channel as shown in Fig. 10a and 10b. These results show that the sum achievable rate of the proposed algorithms is identical to that of the conventional THP in the quasi-static fading scenario with imperfect CSI since the proposed algorithm is mathematically equivalent to the conventional THP without any approximation errors. In Fig. 11, we compare the BER of the proposed algorithm with conventional THP and ZF in the time-varying scenario under the mmWave channel, where $v=0 \mathrm{~km} / \mathrm{h}^{1}$ means the quasistatic fading scenario. Similar with the results in the Fig. 10, the proposed algorithms continue to strike a good trade-off between computation complexity and performance compared with conventional THP and ZF in the slow time-varying scenario. Additionally, for the time-varying scenario, as the velocity of the UE increases, i.e., the channel variations are becoming increasingly severe, the performance of the proposed algorithm deteriorates. Hence, in the case of fast time-varying scenario, it may be more suitable to employ

[^1]

Fig. 11. Average BER comparison between the proposed algorithm with conventional THP and ZF for a UE arrival against SNR in the time-varying scenario with $M=64, N$ from 15 to $16, \sigma_{e}^{2}=0.01,16 \mathrm{QAM}$ and mmWave channel.
conventional THP or ZF.

## VII. Conclusions

In this paper, we have proposed low-complexity THP update algorithms for the multi-user massive MIMO downlink system. First, we have utilized the Gram-Schmidt process and a series of Givens matrices to derive the THP update algorithms for scenarios where a single-antenna UE arrives or departs. And then proposed algorithms have been extended to handle multiple multi-antenna UEs arriving or departing from the cell. Furthermore, the proposed algorithms significantly reduce the complexity of conventional THP, reducing it from $\mathcal{O}\left(M N^{2}\right)$ to $\mathcal{O}(M N)$ when a new UE arrives in the cell. Moreover, we have derived closed-form approximate expressions for the sum achievable rate of the proposed algorithms with imperfect CSI over the Rayleigh channel. Finally, simulation results have indicated that the proposed algorithms perform equally well as conventional THP in the quasi-static fading scenarios, and remain effective even in the slow time-varying scenarios. Future work includes investigating the impact of time-varying scenarios and determining the optimal user order for symbol encoding.

## Appendix A <br> An example for $\tilde{\mathbf{R}}$ WHEN a UE arrives in the cell

Case 1. When $M=10, N=5$ and $p=2$, we have an example of $\tilde{\mathbf{R}}$ as follows:

$$
\tilde{\mathbf{R}}=\left[\begin{array}{cccccc}
+ & \otimes & + & + & + & +  \tag{46}\\
0 & \otimes & + & + & + & + \\
0 & \ominus & \oplus & + & + & + \\
0 & \ominus & 0 & \oplus & + & + \\
0 & \ominus & 0 & 0 & \oplus & + \\
0 & \ominus & 0 & 0 & 0 & \oplus
\end{array}\right]
$$

where + represents the old nonzero entries to remain, $\otimes$ represents the new added entries to remain, $\ominus$ represents the new added entries to be eliminated and $\oplus$ represents the zero entries to be filled.

Case 2. When $M=10, N=5$ and $p=N+1=6$, we have an example of $\tilde{\mathbf{R}}$ as follows:

$$
\tilde{\mathbf{R}}=\left[\begin{array}{cccccc}
+ & + & + & + & + & \otimes  \tag{47}\\
0 & + & + & + & + & \otimes \\
0 & 0 & + & + & + & \otimes \\
0 & 0 & 0 & + & + & \otimes \\
0 & 0 & 0 & 0 & + & \otimes \\
0 & 0 & 0 & 0 & 0 & \otimes
\end{array}\right]
$$

where + represents the old nonzero entries to remain and $\otimes$ represents the new added nonzero entries to remain.

## Appendix B

Definition of Complex Givens Matrix
A complex Givens matrix $\mathbf{G}_{i}(a, b) \in \mathbb{C}^{N \times N}$ can be expressed as follows:

$$
\mathbf{G}_{i}(a, b)=\left[\begin{array}{cccccc}
1 & \cdots & 0 & 0 & \cdots & 0  \tag{48}\\
\vdots & \ddots & \vdots & \vdots & & \vdots \\
0 & \cdots & c & s & \cdots & 0 \\
0 & \cdots & -s^{*} & c^{*} & \cdots & 0 \\
\vdots & & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 1
\end{array}\right] \quad i
$$

where $c=a^{*} / \sqrt{a^{2}+b^{2}}$ and $s=b^{*} / \sqrt{a^{2}+b^{2}}$, which means that the scalar $c$ and $s$ have

$$
\left[\begin{array}{cc}
c & s  \tag{49}\\
-s^{*} & c^{*}
\end{array}\right]\left[\begin{array}{l}
a \\
b
\end{array}\right]=\left[\begin{array}{l}
d \\
0
\end{array}\right]
$$

where $d$ is a complex scalar. Therefore, the Givens matrix is an effective tool for introducing zero entries in matrix computations.

## Appendix C <br> AN EXAMPLE FOR $\tilde{\mathbf{R}}$ WHEN A UE DEPARTS FROM THE CELL

Case 3. When $M=10, N=8$ and $p=2$, we give an example of $\overline{\mathbf{R}}$ as follows:

$$
\tilde{\mathbf{R}}=\left[\begin{array}{cccccccc}
+ & + & + & + & + & + & + & +  \tag{50}\\
0 & + & + & + & + & + & + & + \\
0 & \ominus & + & + & + & + & + & \oplus \\
0 & 0 & \ominus & + & + & + & + & \oplus \\
0 & 0 & 0 & \ominus & + & + & + & \oplus \\
0 & 0 & 0 & 0 & \ominus & + & + & \oplus \\
0 & 0 & 0 & 0 & 0 & \ominus & + & \oplus \\
0 & 0 & 0 & 0 & 0 & 0 & \ominus & \oplus
\end{array}\right]
$$

where + represents the old nonzero entries to remain, $\ominus$ represents the old entries to be eliminated and $\oplus$ represents the zero entries to be filled.
Case 4. When $M=10, N=8$ and $p=N=8$, we give an example of $\overline{\mathbf{R}}$ as follows:

$$
\tilde{\mathbf{R}}=\left[\begin{array}{cccccccc}
+ & + & + & + & + & + & + & +  \tag{51}\\
0 & + & + & + & + & + & + & + \\
0 & 0 & + & + & + & + & + & + \\
0 & 0 & 0 & + & + & + & + & + \\
0 & 0 & 0 & 0 & + & + & + & + \\
0 & 0 & 0 & 0 & 0 & + & + & + \\
0 & 0 & 0 & 0 & 0 & 0 & + & + \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & +
\end{array}\right]
$$

where + represents the old nonzero entries to remain.

## Appendix D <br> An example for $\overline{\mathbf{R}}$ When multiple UEs arrive in the CELL

Case 5. When $M=10, N=5, N_{r, i}=1, p=2$ and $k=3$, we have an example of $\overline{\mathbf{R}}$ as follows:

$$
\overline{\mathbf{R}}=\left[\begin{array}{cccccccc}
+ & \otimes & \otimes & \otimes & + & + & + & +  \tag{52}\\
0 & \otimes & \otimes & \otimes & + & + & + & + \\
0 & \ominus & \otimes & \otimes & \oplus & + & + & + \\
0 & \ominus & \ominus & \otimes & \oplus & \oplus & + & + \\
0 & \ominus & \ominus & \ominus & \oplus & \oplus & \oplus & + \\
0 & \ominus & \ominus & \ominus & 0 & \oplus & \oplus & \oplus \\
0 & \ominus & \ominus & \ominus & 0 & 0 & \oplus & \oplus \\
0 & \ominus & \ominus & \ominus & 0 & 0 & 0 & \oplus \\
0 & \ominus & \ominus & \ominus & 0 & 0 & 0 & 0 \\
0 & \ominus & \ominus & \ominus & 0 & 0 & 0 & 0
\end{array}\right]
$$

where + represents the old nonzero entries to remain, $\otimes$ represents the new added entries to remain, $\ominus$ represents the new added entries to be eliminated and $\oplus$ represents the zero entries to be filled.

Case 6. When $M=10, N=5, N_{r, i}=1, p=N+1=6$ and $k=3$, we have an example of $\overline{\mathbf{R}}$ as follows:

$$
\overline{\mathbf{R}}=\left[\begin{array}{cccccccc}
+ & + & + & + & + & \otimes & \otimes & \otimes  \tag{53}\\
0 & + & + & + & + & \otimes & \otimes & \otimes \\
0 & 0 & + & + & + & \otimes & \otimes & \otimes \\
0 & 0 & 0 & + & + & \otimes & \otimes & \otimes \\
0 & 0 & 0 & 0 & + & \otimes & \otimes & \otimes \\
0 & 0 & 0 & 0 & 0 & \otimes & \otimes & \otimes \\
0 & 0 & 0 & 0 & 0 & \ominus & \otimes & \otimes \\
0 & 0 & 0 & 0 & 0 & \ominus & \ominus & \otimes \\
0 & 0 & 0 & 0 & 0 & \ominus & \ominus & \ominus \\
0 & 0 & 0 & 0 & 0 & \ominus & \ominus & \ominus
\end{array}\right]
$$

where + represents the old nonzero entries to remain, $\otimes$ represents the new added entries to remain and $\ominus$ represents the new added entries to be eliminated.

## Appendix E <br> An example for $\overline{\mathbf{R}}$ when multiple UEs depart from THE CELL

Case 7. When $M=10, N=8, N_{r, i}=1, k=2$ and $p=2$, we give an example of $\overline{\mathbf{R}}$ as follows:

$$
\overline{\mathbf{R}}=\left[\begin{array}{cccccc}
+ & + & + & + & + & +  \tag{54}\\
0 & + & + & + & + & + \\
0 & \ominus & + & + & + & + \\
0 & \ominus & \ominus & + & + & + \\
0 & 0 & \ominus & \ominus & + & + \\
0 & 0 & 0 & \ominus & \ominus & + \\
0 & 0 & 0 & 0 & \ominus & \ominus \\
0 & 0 & 0 & 0 & 0 & \ominus
\end{array}\right]
$$

where + represents the old nonzero entries to remain and $\ominus$ represents the old entries to be eliminated.

Case 8. When $M=10, N=8, N_{r, i}=1, k=2$ and $p=N-k+1=7$, we give an example of $\overline{\mathbf{R}}$ as follows:

$$
\overline{\mathbf{R}}=\left[\begin{array}{cccccc}
+ & + & + & + & + & +  \tag{55}\\
0 & + & + & + & + & + \\
0 & 0 & + & + & + & + \\
0 & 0 & 0 & + & + & + \\
0 & 0 & 0 & 0 & + & + \\
0 & 0 & 0 & 0 & 0 & + \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

where + represents the old nonzero entries to remain.

## Appendix F <br> Proof of Proposition 5

We assume that the channel matrix of the new UE is $\mathbf{h}_{p} \in$ $\mathbb{C}^{M \times 1}$. Without loss of generality, we assume that the position of the new UE is at the end of the channel matrix. Then the channel for computing THP filters at time $t+1$ is $\hat{\mathbf{H}}_{t+1}=$ $\left[\hat{\mathbf{H}}_{t}, \hat{\mathbf{h}}_{p}\right]$, where $\hat{\mathbf{h}}_{p}=\mathbf{h}_{p}+\Delta \mathbf{h}$. Moreover, we denote $\hat{\mathbf{F}}, \hat{\mathbf{G}}, \hat{\mathbf{B}}$ are the three THP filters generated by the proposed algorithm under imperfect CSI.

Then, for the $k$ th UE, through the practical equivalent channel $\mathbf{h}_{t+1}^{(k)}$ at time $t+1$, the received signal is given by

$$
\begin{align*}
y_{k} & =\beta\left(\mathbf{h}_{t+1}^{(k) H} \cdot \beta^{-1} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+n_{k}\right) \\
& =\beta\left(\left(\hat{\mathbf{h}}_{t+1}^{(k)}-\Delta \mathbf{h}\right)^{H} \cdot \beta^{-1} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+n_{k}\right) \\
& =\hat{\mathbf{h}}_{t+1}^{(k) H} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})-\Delta \mathbf{h}^{H} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+\beta n_{k}  \tag{56}\\
& =\underbrace{s_{k}+d_{k}}_{\text {desired signal }}-\underbrace{\Delta \mathbf{h}^{H} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})}_{\text {channel estimation }}+\underbrace{\beta n_{k}}_{\text {noise }},
\end{align*}
$$

where $s_{k}+d_{k}$ is the desired signal for $k$ th UE, and $-\Delta \mathbf{h}^{H} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+\beta n_{k}$ is the interference-plus-noise term with its variance, i.e., power, expressed as follows:

$$
\begin{align*}
r_{k} & =\mathbb{E}\left\{\Delta \mathbf{h}^{H} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d}) \cdot(\mathbf{s}+\mathbf{d})^{H} \hat{\mathbf{B}}^{-H} \hat{\mathbf{G}}^{H} \hat{\mathbf{F}}^{H} \Delta \mathbf{h}\right\} \\
& +\beta^{2} \mathbb{E}\left\{n_{k} n_{k}^{H}\right\} \\
& \stackrel{(a)}{\approx} \sigma_{s}^{2} \mathbb{E}\left\{\Delta \mathbf{h}^{H} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{G}}^{H} \hat{\mathbf{F}}^{H} \Delta \mathbf{h}\right\}+\beta^{2} \sigma_{n}^{2} \\
& =\operatorname{trace}\left(\sigma_{s}^{2} \mathbb{E}\left\{\Delta \mathbf{h}^{H} \hat{\mathbf{F}} \hat{\mathbf{G}} \hat{\mathbf{G}}^{H} \hat{\mathbf{F}}^{H} \Delta \mathbf{h}\right\}\right)+\beta^{2} \sigma_{n}^{2} \\
& =\operatorname{trace}\left(\sigma_{s}^{2} \mathbb{E}\left\{\hat{\mathbf{G}}^{H} \hat{\mathbf{F}}^{H} \Delta \mathbf{h} \Delta \mathbf{h}^{H} \hat{\mathbf{F}} \hat{\mathbf{G}}\right\}\right)+\beta^{2} \sigma_{n}^{2} \\
& \stackrel{(b)}{=} \operatorname{trace}\left(\sigma_{s}^{2} \sigma_{e}^{2} \mathbb{E}\left\{\hat{\mathbf{G}}^{H} \hat{\mathbf{G}}\right\}\right)+\beta^{2} \sigma_{n}^{2}  \tag{57}\\
& \stackrel{(c)}{\approx} \operatorname{trace}\left(\sigma_{s}^{2} \sigma_{e}^{2} \operatorname{diag}\left(r_{1,1}^{-2}, \cdots, r_{N+1, N+1}^{-2}\right)\right)+\beta^{2} \sigma_{n}^{2} \\
& =\sigma_{s}^{2} \sigma_{e}^{2} \sum_{i=1}^{N+1} r_{i, i}^{-2}+\beta^{2} \sigma_{n}^{2} \\
& =\left(\sigma_{s}^{2} \sigma_{e}^{2}+\frac{\sigma_{n}^{2}}{M}\right) \sum_{i=1}^{N+1} r_{i, i}^{-2}, \quad 1 \leq k \leq N+1,
\end{align*}
$$

where at (a) point, when the shaping loss [46] is neglected, $\mathbb{E}\left\{\hat{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d}) \cdot(\mathbf{s}+\mathbf{d})^{H} \hat{\mathbf{B}}^{-H}\right\} \approx \sigma_{s}^{2} \mathbf{I}_{N}$ holds true. At $(b)$ point, $\mathbb{E}\left\{\Delta \mathbf{h} \Delta \mathbf{h}^{H}\right\}=\sigma_{e}^{2} \mathbf{I}_{M}$ and $\hat{\mathbf{F}}^{H} \hat{\mathbf{F}}=\mathbf{I}_{N}$. At (c) point, according to [35], we assume that $\tilde{\mathbf{G}} \approx \mathbf{G}$.

When the modulo loss [46] is neglected, i.e., the power of $s_{k}+d_{k}$ is thought to be approximately equal to that of $s_{k}$, the SINR $\gamma^{\mathrm{QA}}$ of the $k \mathrm{UE}$ can be expressed as

$$
\begin{equation*}
\gamma^{\mathrm{QA}} \approx \frac{\sigma_{s}^{2}}{\left(\sigma_{s}^{2} \sigma_{e}^{2}+\frac{\sigma_{n}^{2}}{M}\right) \sum_{i=1}^{N+1} r_{i, i}^{-2}} \tag{58}
\end{equation*}
$$

Finally, we have the sum approximate achievable rate of the proposed algorithm as shown in (34).

## Appendix G <br> Proof of Proposition 7

Without loss of generality, we assume that the position of the new UE is in the end of the channel matrix. Then the practical channel matrix at time $t+1$ is given by

$$
\begin{equation*}
\mathbf{H}_{t+1}=[\underbrace{\mathbf{H}_{t}+\Delta \mathbf{E}}_{\text {time-varying }} \quad \underbrace{\mathbf{h}_{p}}_{\text {new UE }}] . \tag{59}
\end{equation*}
$$

Note that the channel matrix for computing the three THP filters $\tilde{\mathbf{F}}, \tilde{\mathbf{G}}, \tilde{\mathbf{B}}$ is $\tilde{\mathbf{H}}_{t+1}=\left[\hat{\mathbf{H}}_{t}, \hat{\mathbf{h}}_{p}\right]$, where $\hat{\mathbf{H}}_{t}$ and $\hat{\mathbf{h}}_{p}$ are the estimated channel matrix. Therefore, we can obtain the relationship between $\mathbf{H}_{t+1}$ and $\tilde{\mathbf{H}}_{t+1}$, i.e.,

$$
\mathbf{H}_{t+1}=\left[\begin{array}{ll}
\hat{\mathbf{H}}_{t}-\Delta \mathbf{H}+\Delta \mathbf{E} & \hat{\mathbf{h}}_{p}-\Delta \mathbf{h} \tag{60}
\end{array}\right]
$$

It is observed that the initial $N$ UEs are affected by both channel estimation errors and time-variations, whereas the newly arrived UE in the proposed algorithm is only affected by channel estimation errors.

Then, for the $k$ th UE, where $1 \leq k \leq N$, through the practical equivalent channel $\mathbf{h}_{t+1}^{(k)}$ at time $t+1$, the received signal is given by

$$
\begin{align*}
y_{k} & =\beta\left(\mathbf{h}_{t+1}^{(k) H} \cdot \beta^{-1} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+n_{k}\right) \\
& =\beta\left(\left(\hat{\mathbf{h}}_{t+1}^{(k)}-\Delta \mathbf{h}+\Delta \mathbf{e}\right)^{H} \cdot \beta^{-1} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+n_{k}\right) \\
& =\hat{\mathbf{h}}_{t+1}^{(k) H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})-\Delta \mathbf{h}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d}) \\
& +\Delta \mathbf{e}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+\beta n_{k} \\
& =\underbrace{s_{k}+d_{k}}_{\text {desired signal }}-\underbrace{\Delta \mathbf{h}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})}_{\text {channel estimation }}+\underbrace{\Delta \mathbf{e}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})}_{\text {channel time-variations }} \\
& +\underbrace{\beta n_{k}}_{\text {noise }}, \tag{61}
\end{align*}
$$

where $s_{k}+d_{k}$ is the desired signal for $k$ th UE, and $-\Delta \mathbf{h}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+\Delta \mathbf{e}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d})+\beta n_{k}$ is the interference-plus-noise term with its variance, i.e., power, expressed as follows:

$$
\begin{align*}
r_{k} & =\mathbb{E}\left\{\Delta \mathbf{h}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}} \tilde{\mathbf{B}}^{-1}(\mathbf{s}+\mathbf{d}) \cdot(\mathbf{s}+\mathbf{d})^{H} \tilde{\mathbf{B}}^{-H} \tilde{\mathbf{G}}^{H} \tilde{\mathbf{F}}^{H} \Delta \mathbf{h}\right\} \\
& +\mathbb{E}\left\{\Delta \mathbf{e}^{H} \tilde{\mathbf{F}} \tilde{\mathbf{G}}^{-1}(\mathbf{s}+\mathbf{d}) \cdot(\mathbf{s}+\mathbf{d})^{H} \tilde{\mathbf{B}}^{-H} \tilde{\mathbf{G}}^{H} \tilde{\mathbf{F}}^{H} \Delta \mathbf{e}\right\} \\
& +\beta^{2} \mathbb{E}\left\{n_{k} n_{k}^{H}\right\} \\
& =\sigma_{s}^{2} \sigma_{e}^{2} \sum_{i=1}^{N+1} r_{i, i}^{-2}+2 \sigma_{s}^{2}(1-\rho) \sum_{i=1}^{N+1} r_{i, i}^{-2}+\beta^{2} \sigma_{n}^{2}  \tag{62}\\
& =\left[\sigma_{s}^{2}\left(\sigma_{e}^{2}+2(1-\rho)\right)+\frac{\sigma_{n}^{2}}{M}\right] \sum_{i=1}^{N+1} r_{i, i}^{-2}, \quad 1 \leq k \leq N .
\end{align*}
$$

For the new arrived UE, we have its variance from the Proposition 5 as follows:

$$
\begin{equation*}
r_{n}=\left(\sigma_{s}^{2} \sigma_{e}^{2}+\frac{\sigma_{n}^{2}}{M}\right) \sum_{i=1}^{N+1} r_{i, i}^{-2} \tag{63}
\end{equation*}
$$

Then the SINR $\gamma_{o}^{\mathrm{TA}}$ and $\gamma_{n}^{\mathrm{TA}}$ can be expressed as (40) and (41), respectively.

Finally, we have the sum approximate achievable rate of the proposed algorithm as shown in (39).
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