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A B S T R A C T 

Cosmological inference with large galaxy surv e ys requires theoretical models that combine precise predictions for large-scale 
structure with robust and flexible galaxy formation modelling throughout a sufficiently large cosmic volume. Here, we introduce 
the MILLENNIUMTNG (MTNG) project which combines the hydrodynamical galaxy formation model of ILLUSTRISTNG with 

the large volume of the MILLENNIUM simulation. Our largest hydrodynamic simulation, co v ering (500 h 

−1 Mpc ) 3 � (740 Mpc ) 3 , 
is complemented by a suite of dark-matter-only simulations with up to 4320 

3 dark matter particles (a mass resolution of 
1 . 32 × 10 

8 h 

−1 M �) using the fixed-and-paired technique to reduce large-scale cosmic variance. The hydro simulation adds 
4320 

3 gas cells, achieving a baryonic mass resolution of 2 × 10 

7 h 

−1 M �. High time-resolution merger trees and direct light-cone 
outputs facilitate the construction of a new generation of semi-analytic galaxy formation models that can be calibrated against 
both the hydro simulation and observation, and then applied to even larger volumes – MTNG includes a flagship simulation with 

1.1 trillion dark matter particles and massive neutrinos in a volume of (3000 Mpc ) 3 . In this introductory analysis we carry out 
convergence tests on basic measures of non-linear clustering such as the matter power spectrum, the halo mass function and halo 

clustering, and we compare simulation predictions to those from current cosmological emulators. We also use our simulations 
to study matter and halo statistics, such as halo bias and clustering at the baryonic acoustic oscillation scale. Finally we measure 
the impact of baryonic physics on the matter and halo distributions. 

Key words: methods: numerical – galaxies: haloes – large-scale structure of Universe – cosmology: theory. 
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 I N T RO D U C T I O N  

he amazing progress in observational cosmology o v er the last
ecades has brought many surprises. Perhaps the most stunning is
hat we live in a Universe where most of the matter is comprised of
et unidentified collision-less dark matter particles, while ordinary
aryons produced in the Big Bang make up only a subdominant
art (Aghanim et al. 2020 ). Furthermore, in the last 5 billion years
r so, a dark energy component has progressively become stronger
nd begun to overwhelm the matter density, driving an accelerated
xpansion of the Universe. The real physical nature of dark energy,
he identity of the dark matter particles, as well as the mass of the
eutrinos which contribute a tiny admixture of hot dark matter, are
rofound and fundamental open questions in physics. 
 E-mail: cesarhdz@MP A-Garching.MPG.DE (CHA); vspringel@MP A- 
arching.MPG.DE (VS) 
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To make further progress, the firmly established � CDM standard
osmological model will be subjected to precision tests in the
oming years that are far more sensitive than anything done thus far.
orthcoming cosmological mega galaxy surv e ys carried out by space
issions such as Euclid (Laureijs et al. 2011 ) and Roman (Spergel

t al. 2015 ), as well as new powerful telescopes on Earth such as DESI
DESI Collaboration 2016 ), PFS (Takada et al. 2014 ), and Rubin
LSST Science Collaboration 2009 ), will map out billions of galaxies
hrough extremely large regions of space. They will primarily use
arious measures of galaxy clustering and weak gravitational lensing
o carry out meticulous tests of the cosmological model. The primary
oals are to search for deviations of dark energy from a cosmological
onstant, for non-gaussianities in the primordial fluctuation field, for
ignatures of a law of gravity different from general relativity, and to
easure the mass of the light neutrino fla v ours. 
It has widely been recognized that systematic uncertainties in our

bility to compute very accurate theoretical predictions for � CDM,
s well as neighbouring cosmological models, could become a
imiting factor in making full use of the statistical power of the
© 2023 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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pcoming data. Simulation predictions need to co v er much larger 
osmological volumes than customary so far to match the statistical 
ower of the new surv e ys. The y also hav e to be able to predict the
on-linear matter clustering highly accurately, ideally account for the 
mpact of baryonic physics on matter clustering in a reliable fashion, 
nd produce realistic galaxy properties and galaxy clustering signals. 
n addition, one would like to be able to create such predictions not
nly for one set of cosmological parameters, but for many model 
ariants in a computationally ine xpensiv e fashion. Reaching this goal 
s very demanding, and will likely require an innov ati ve combination
f ‘ground-truth’ simulations based on full-hydrodynamical and 
 -body simulations (see Vogelsberger et al. 2020 , for a re vie w),
pproximate but fast simulation techniques (e.g. Feng et al. 2016 ), 
escaling techniques (Angulo & White 2010 ), semi-analytic galaxy 
ormation methods (e.g. White & Frenk 1991 ; SAM), more empir- 
cal methods such as halo occupation distribution modelling (e.g. 
erlind & Weinberg 2002 ; HOD), and subhalo abundance matching 

e.g. Conroy, Wechsler & Kravtsov 2006 , SHAM), plus data-driven 
pproaches such as machine-learning techniques (e.g. Villaescusa- 
avarro et al. 2021 ). 
A number of groups have in recent years produced very large 

imulation models as initial steps to tackle this problem. Among 
hem are the MILLENNIUM-XXL (Angulo et al. 2012 ), the Euclid 
LAGSHIP (Potter, Stadel & Teyssier 2017 ), the OUTERRIM (Heitmann 
t al. 2019 ), the ABACUSSUMMIT (Maksimova et al. 2021 ), or the
CHUU (Ishiyama et al. 2021 ) simulations. These simulations are 
haracterized by their large cosmological volume ( � 2 3 h 

−3 Gpc 3 )
nd by their large number of resolution elements ( N p � 6000 3 ),
aking them ideally suited to match the statistical power of the large-

cale galaxy surv e ys. Ho we ver, most of these simulations do not
mploy a physically moti v ated galaxy formation model to produce 
heir mock catalogues. Instead, those mocks are often created by 
mpirical models, such as HOD, which do not take into account the
mpact of baryonic physics on the internal structure of haloes and 
he clustering of matter. Moreo v er, most of these large simulation
rojects do not provide detailed dark matter (sub)halo merger trees 
hich are needed to create realistic mocks through semi-analytical 
odels of galaxy formation. 
In this paper, we introduce a new project along this line of research,

hich we have named ‘ MILLENNIUMTNG ’ based on its close connec-
ions to two older simulation projects, the MILLENNIUM simulation 
Springel et al. 2005 ), and The Next Generation Illustris Simulations 
 ILLUSTRISTNG ; Marinacci et al. 2018 ; Naiman et al. 2018 ; Nelson
t al. 2018 ; Pillepich et al. 2018b , 2019 ; Springel et al. 2018 ; Nelson
t al. 2019 ). Both have managed to substantially advance galaxy 
ormation modelling, Millennium by introducing the first 10 billion 
article simulation in a 500 h 

−1 Mpc box that was augmented with 
ubhalo merger trees that allowed the construction of detailed semi- 
nalytic galaxy formation models, while IllustrisTNG excelled by 
ombining an accurate moving-mesh hydrodynamical technique with 
 sophisticated model for galaxy formation physics, as well as the 
se of a set of different box size, TNG50, TNG100, and TNG300.
till, even TNG300 has a boxsize 1 of only 205 h 

−1 Mpc – clearly too
mall for the required precision on large cosmological scales. 

In the MILLENNIUMTNG project we push the hydrodynamical 
odelling of TNG to a volume nearly 15 times larger, reaching 

he 500 h 

−1 Mpc ( � 740 Mpc ) on a side that could be done with N -
ody techniques in the Millennium, more than a decade ago. To 
 Which is very close to 300 Mpc without the conventional h −1 , hence the 
ame TNG300. 

t
w  

t  

f  
chieve this we use an unprecedentedly large number of resolution 
lements for a high-resolution hydrodynamical simulation of galaxy 
ormation, with a mass resolution that is still very close to that of
NG300 and thus sufficient to model the formation of large galaxies
ith reasonable accuracy. We accompany this simulation with a set 
f dark matter only simulations, in the same volume and with the
ame initial phases. While we use the same volume, our best mass
esolution is nearly an order of magnitude better than that of the
riginal Millennium simulation. We have also considerably refined 
ubhalo finding and tracking, thereby supporting more accurate semi- 
nalytic modelling. In addition, we carry out these simulations in 
airs using a variance suppression technique in order to boost the
f fecti ve volume even further. Finally, we augment our simulation
et with additional N -body runs that take massive neutrinos explicitly
nto account. Here we push also the volume and particle number
urther, reaching more than a trillion particles, and a volume of
3 Gpc ) 3 . This design of the simulation suite allows us to probe
aryonic effects in simulation boxes of 740 Mpc on a side, and the
ffects of different neutrino masses in boxes of 430 Mpc on a side.

hile we also have an extremely large simulation with neutrinos 
hat is 3000 Mpc on a side, we presently do not have a run yet that
xplicitly includes both baryons and massive neutrinos. 

Our o v erarching goal with this simulation set is to better link large-
cale structure studies with non-linear galaxy formation simulations. 
e can achieve this by comparing the full-hydrodynamical simula- 

ions with semi-analytic models applied to the dark matter-only sim- 
lations, thereby assessing and improving the modelling uncertainty, 
nd then by rolling out the semi-analytic model to larger volumes,
s realized, for example, in our neutrino simulations. Furthermore, 
he simulation set of MTNG provides many opportunities to test 
he internal consistency of the simulation predictions, in particular 
hrough detailed convergence tests, tests of box size dependencies, 
s well as the ability to assess the impact of baryonic physics and
nite neutrino masses on matter and galaxy clustering. 
This paper is one of a set of introductory papers we have prepared

or the MILLENNIUMTNG project. In this work, we introduce the 
echnical aspects of the simulations and present a high-level analysis 
f the matter and halo statistics. Pakmor et al. ( 2022 ) describe in
etail the full-physics MTNG simulation and give a first impression 
f cluster cosmology with MTNG. Barrera et al. ( 2022 ) introduce an
pdated version of the L-GALAXIES semi-analytic model of galaxy 
ormation (Henriques et al. 2015 ) and its application to the MTNG
ight-cones. Ferlito et al. ( 2023 ) analyse weak-lensing convergence 
aps from both DM-only and full-physics runs, while Bose et al.

 2022 ) present a galaxy clustering study based on colour-selected
blue and red) galaxy samples. Hadzhiyska et al. ( 2022a , b ) present
n impro v ed halo occupation model (refining the one-halo and
wo-halo terms) of luminous-red and emission-line galaxies using 
he MTNG simulations, and Delgado et al. ( 2023 ) study intrinsic
lignments of galaxy shapes and compare predictions between the 
ark matter only and full-physics simulations. Kannan et al. ( 2022 )
nvestigate properties of very high redshift galaxies ( z > 8) in the

TNG full-hydrodynamical run. Finally, Contreras et al. ( 2022 ) use
he MTNG simulations and SAM catalogues to infer cosmological 
arameters of SDSS-like samples. These introductory papers co v er a
ange of interesting astrophysical and cosmological topics that can be 
ddressed with the simulations, ho we v er the y are far from e xhaustiv e.
he paper is organized as follows. In Section 2 , we describe the

echnical aspects and specifications of the MTNG simulations, 
hile in Section 3 we introduce the various data sets produced by

he different simulations. In Section 4 , we present results for the
oundational matter and halo statistics, while in Section 5 we extend
MNRAS 524, 2556–2578 (2023) 
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his to an analysis of large-scale (baryonic acoustic oscillations scale)
atter and halo clustering, as well as scale-dependent halo bias. In
ection 6 , we briefly discuss the baryonic impact on basic matter
nd halo statistics and make a comparison with the results from the
LLUSTRISTNG simulations. Finally, in Section 7 we summarize the
esults and present our conclusions. 

 T H E  MILLENNIUM-TNG  SIMULATIONS  

he MILLENNIUMTNG (MTNG) simulations combine large dark
atter-only and full-ph ysics h ydrodynamical computations with the

oal to link predictions for the evolution of large-scale structure
o non-linear galaxy formation, while at the same time offering
ufficient volume to allow accurate cosmological inferences. In
his section, we give an overview of technical specifications of the
imulation set. 

The dark matter-only simulations of the project were run with a
lightly customized version of the modern GADGET-4 code (Springel
t al. 2021 ). Our code e xtensions relativ e to the public v ersion are
rimarily concerned with the inclusion of relativistic matter-energy
omponents, such as massive neutrinos and a photon background.
he hydrodynamical simulations have been carried out with the
REPO code (Springel 2010 ; Pakmor et al. 2016 ; Weinberger,
pringel & Pakmor 2020 ) instead, which has been augmented by
s with the group finding and light-cone outputting routines of the
ADGET-4 code, and has furthermore been substantially modified to
ield better memory efficiency and improved scalability when using
 very large number of processor cores. 

The dark matter simulations consist of one series of runs which all
se the same volume, i.e. (500 h 

−1 Mpc ) 3 � (740 Mpc ) 3 , but which
ary the number of DM particles systematically from 270 2 to 4320 3 ,
paced by a factor of 8 in mass resolution. The highest resolution run
abbreviated MTNG740-DM in the following) impro v es the original
ILLENNIUM mass resolution thus by about a factor of 8, which

ranslates to a DM particle mass of 1 . 32 × 10 8 h 

−1 M �. Actually,
he exact value of the ratio of the particle masses is not precisely 8
ecause the cosmological parameters we use have changed compared
o constraints at the time of the Millennium simulation. 

We employ the variance suppression technique of Angulo &
ontzen ( 2016 ) and run two realizations of each of the DM setups,
ith mode amplitudes set in each case to the square root of the
ower spectrum, and with the second realization having phases that
re mirrored relative to those of the first one. We refer to these runs
s the A- and B-series of otherwise identical simulations. With such
 pair of simulations we can boost the statistical precision of the dark
atter only simulations by factors of ∼30–40, without biasing any

f the results (Chuang et al. 2019 ). 
These simulation are complemented by full-physics hydrody-

amical simulations with AREPO using the ILLUSTRISTNG galaxy
ormation model (Weinberger et al. 2017 ; Pillepich et al. 2018a ), em-
lo ying tw o different box sizes: L = 500 h 

−1 Mpc = 738 . 1 Mpc �
40 Mpc and L = 125 h 

−1 Mpc = 184 . 5 Mpc � 185 Mpc . The com-
ined number of dark matter particles and gaseous cells for each
ox are 2 × 4320 3 and 2 × 1080 3 , respectively. These simulations
atch the mass resolution of the MTNG740 dark matter-only run,

.e. the corresponding dark matter and baryonic mass resolutions
re 1 . 12 × 10 8 h 

−1 M � and 2 × 10 7 h 

−1 M �. This lies intermediate to
he mass resolution of the pairs TNG300/TNG300-2 and TNG100-
/TNG100-3, respectively, while the volume of MTNG740 is en-
arged by a factor of 14.5 relative to TNG300. All the galaxy
ormation physics parameters of the MTNG runs are kept exactly
he same as in the original ILLUSTRISTNG simulations, thereby
NRAS 524, 2556–2578 (2023) 
llowing a direct assessment of numerical convergence by comparing
alaxy properties to the TNG100 and even TNG50 series, and
here adequate, allowing a Richardson extrapolating to a fiducial

nfinite resolution. There are ho we ver two significant changes to
he physics model: Due to severe memory pressure in fitting the
argest simulations onto the supercomputer available to us, we were
orced to disable magnetic fields and to simplify the tracking of
etallicity in the MTNG hydro simulations. This has, ho we ver, only
 rather minor influence on galaxy properties. We refer to Pakmor
t al. ( 2022 ) for a full description and a first in-depth analysis of the
TNG hydrodynamical simulations, and a comparison of its galaxy

roperties to TNG. 
We adopt the cosmological parameters given by Planck Collab-

ration XIII ( 2016 ): �m 

= �cdm 

+ �b = 0.3089, �b = 0.0486,
� 

= 0 . 6911, h = 0.6774, σ 8 = 0.8159, and n s = 0.9667 for this set
f simulations, which have been used previously by ILLUSTRISTNG ,
uch that the comparison to TNG is unaffected by any modification
n cosmological parameters. The initial conditions were generated at
 = 63 with second-order Lagrangian perturbation theory based on
 new version of the NGENIC algorithm implemented into GADGET-4 ,
sing the same linear theory power spectrum as used in the original

LLUSTRISTNG simulations. 
The high computational cost of the hydrodynamic simulation
akes running a second realization prohibitive, so we are here

ontent with constraining only the mode amplitudes, which already
ives a good fraction of the benefit of the variance suppression
echnique, in particular for simple second-order statistics. The hydro
imulation is matched to the ‘A’ version of the corresponding dark
atter only simulations. Note that the paired DM simulations in

ny case allow us to judge how important a second realization with
irrored phases is for this technique. 
While our MTNG simulations constitute a transformative numer-

cal model for studying galaxy formation on the largest scales, it is
ot yet fully sufficient to address the cosmological science questions
hat require multi-Gpc 3 simulation volumes. To address this latter
eed, we boost the scope of our results with an extremely large N -
ody simulation, carried out with a two times better mass resolution
han the original MILLENNIUM simulation ( m p = 6 . 66 × 10 8 h 

−1 M �)
ut with a much larger box size of 2 . 04 h 

−1 Gpc = 3 Gpc , plus the
ddition of modelling of massive neutrinos, considering a sum of the
eutrino masses equal to � m ν = 0 . 1 eV . The dark matter particle
umber used in this simulation is 10240 3 , augmented with a further
560 3 simulation particles used to represent the neutrinos. For the
atter, we implemented a variant of the δf method proposed by Elbers
t al. ( 2021 ) in the GADGET-4 code, which will be described in detail
n Hern ́andez-Aguayo et al. (in preparation). 

The high computational cost of this run also precludes carrying out
 further B version for the moment. Ho we ver, we have done this for a
et of three paired simulations of the same mass resolution but much
maller volume, and in which we have changed the neutrino mass,
rom � m ν = 0 . 3 eV , o v er � m ν = 0 . 1 eV , to � m ν = 0. For all of
he neutrino simulations, we have also updated the cosmological
odel used to the newest DES-Y3 constraints (Abbott et al. 2022 ).
ote that when we change the neutrino mass, we keep the total matter
ensity at z = 0 constant. Also, we include photons and relativistic
egrees of freedom in the background evolution, requiring changes
n the GADGET-4 code, and a more sophisticated approach to set the
nitial conditions. Note, in particular, that in this case there is no
losed form integration formula any more for computing the linear
rowth factor. 
The basic parameters and naming conventions of the MTNG

imulations are listed in Table 1 . Analogous to ILLUSTRISTNG and
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Table 1. Specifications of the simulations of the MILLENNIUMTNG project introduced in this paper. The fiducial MTNG runs o v er a volume of 500 3 h −3 Mpc 3 � 

740 3 Mpc 3 with resolution elements varying from 4320 3 (highest, level 1) to 270 3 (lowest, level 5), spaced by a factor of 8. Our naming convention uses 
the tag ‘MTNG’ followed directly by the box size in Mpc, and optionally the identifier ‘DM’ for dark matter-only runs followed by the resolution level, in 
analogy to the convention of ILLUSTRISTNG . Where needed for clarity, we append the letters ‘A’ or ‘B’ to distinguish the two different realizations run. The 
full hydrodynamical runs match the resolution of the MTNG740-DM simulations in two different volumes, 500 3 and 125 3 h −3 Mpc 3 . In addition, we report the 
mass of dark matter particles and the initial mass of gaseous cells used in the full-physics runs, as well as the gravitational softening length. The last block of 
ro ws sho ws the specifications of the neutrino runs with box sizes of 2040, 1020, and 430 h −1 Mpc , with neutrinos of mass � m ν = 100 meV (available for all 
box sizes), and � m ν = 300 meV and � m ν = 0 meV (for MTNG630 runs only). 

Type Run name Series Box size N cdm 

N gas N ν m cdm 

m gas/ ν
∑ 

m ν εcdm 

( h −1 Mpc ) ( h −1 M �) ( h −1 M �) (eV) ( h −1 kpc ) 

DM only MTNG740-DM( −1) A/B 500 4320 3 − − 1.32 × 10 8 − − 2.5 
MTNG740-DM −2 A/B 500 2160 3 − − 1.06 × 10 9 − − 5 
MTNG740-DM −3 A/B 500 1080 3 − − 8.50 × 10 9 − − 10 
MTNG740-DM −4 A/B 500 540 4 − − 6.80 × 10 10 − − 20 
MTNG740-DM −5 A/B 500 270 3 − − 5.44 × 10 11 − − 40 
MTNG185-DM A 125 1080 3 − − 1.32 × 10 8 − − 2.5 

Hydro MTNG740 A 500 4320 3 4320 3 − 1.12 × 10 8 2.00 × 10 7 − 2.5 
MTNG185 A 125 1080 3 1080 3 − 1.12 × 10 8 2.00 × 10 7 − 2.5 

Neutrinos MTNG3000-DM −0.1 ν A 2040 10240 3 − 2560 3 6.66 × 10 8 3.26 × 10 8 0.1 4 
MTNG1500-DM −0.1 ν A 1020 5120 3 − 1280 3 6.66 × 10 8 3.26 × 10 8 0.1 4 
MTNG630-DM −0.3 ν A/B 430 2160 3 − 540 3 6.54 × 10 8 9.76 × 10 8 0.3 4 
MTNG630-DM −0.1 ν A/B 430 2160 3 − 540 3 6.66 × 10 8 3.26 × 10 8 0.1 4 
MTNG630-DM −0.0 ν A/B 430 2160 3 − − 6.66 × 10 8 − 0.0 4 
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or ease of comparison, we refer to our simulations with a name that
s composed of the identifier ‘MTNG’ followed directly by the box 
ize in Mpc, slightly rounded where appropriate. Dark matter-only 
imulations additionally carry a designator ‘DM’, and simulations 
ith neutrinos are labelled with the summed neutrino mass and a 
esignator ‘ ν’. When different mass resolutions are available, they 
re distinguished at the end with a numerical identifier encoding 
he resolution level, with level ‘1’ denoting the best available mass
esolution. When we need to explicitly distinguish the two different 
ealizations, we append the letters ‘A’ or ‘B’ to the name. The
imulations of the MILLENNIUMTNG project have been carried out for 
he most part on the SuperMUC-NG supercomputer at the Leibniz 
omputing Center. The large volume neutrino run (MTNG3000- 
M-0.1 ν) has been done on the Cosma8 2 machine at Durham 

ni versity, while a fe w of the smaller simulations have been carried
ut on machines operated the Max Planck Computing and Data 
acility (MPCDF) 3 

 DATA  PRODUCTS  

or the MILLENNIUMTNG project, we adopted a new outputting 
trategy designed to allow the construction of halo merger trees at 
igh time resolution without the need to produce a large number of
imeslices (traditionally called snapshots) on disc. This meant that 
uch of the necessary halo finding and halo linking across time had

o mo v e from post-processing to an on-the-fly treatment. Making 
his possible has been one of the main new features of the GADGET-4
ode, whose routines we use for this purpose. 

Furthermore, we wanted to simplify the comparison with deep 
ide-angle observational data by making use of a light-cone out- 
utting routine that detects crossings of simulation particles or cell 
rajectories with the past backwards light cone of a fiducial observer 
osition. We realize multiple light cones of various depth and angular 
 https:// www.dur.ac.uk/ icc/ cosma/ cosma8 
 https:// www.mpcdf.mpg.de/services/ supercomputing 

S

a
G  

S

xtent, and use them, in particular, to also create projected density
hells for studies of weak gravitational lensing. Below, we give more
etails about the various simulation outputs produced by the MTNG 

imulations. 

.1 Output times 

o produce determinations of group and subhalo catalogues, mea- 
urements of matter power spectra, and for (occasionally) storing 
napshot particle information, the MTNG simulations define 265 
utput times between redshift z = 30 and the present time, z = 0.
he output spacing is constant in the logarithm of the scale factor,
ith three regions in which the spacing differs by a factor of 2 each,

uch that the resulting output frequency is finer at low redshift than
t very high redshift, as follows: 

(i) 
 log( a ) = 0.0325 for 10 ≤ z < 30 (32 times). 
(ii) 
 log( a ) = 0.0162 for 3 ≤ z < 10 (62 times). 
(iii) 
 log( a ) = 0.0081 for 0 ≤ z < 3 (171 times). 

For the neutrino runs, we have reduced the output frequency by
 factor of two to arrive at just 133 output times, omitting every
econd of the output times defined abo v e. This was done in order
o save some computation time, and especially disc storage space, 
nd has also been moti v ated by our finding that the resulting time
esolution for the updating of the group catalogue is sufficient for the
emi-analytic galaxy formation code. 

.2 Group and subhalo catalogues 

t all output times defined abo v e, our simulation codes GADGET-
 and AREPO , respectiv ely, hav e run the Friends-of-Friends (F oF)
roup finding algorithm (Davis et al. 1985 ) combined with the
UBFIND-HBT substructure finder to compute group and subhalo cat- 
logues on-the-fly. The corresponding algorithms are described in the 
ADGET-4 paper (Springel et al. 2021 ). Compared to the traditional
UBFIND algorithm, the ‘hierachical bound tracing’ (HBT; Han et al. 
MNRAS 524, 2556–2578 (2023) 
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018 ) extension yields better tracking of subhaloes especially close
o pericentre. For each FoF group, we compute spherical overdensity

ass estimates around the particle with the minimum gravitational
otential which is taken as centre of the group. Here the gravitational
otential is computed just for the set of particles making up the
roup, i.e. it is not the global gravitational potential, although the
atter could in principle be used with the ‘boosted potential’ method
y St ̈ucker, Angulo & Busch ( 2021 ) to define the tidal boundary
f a halo. We refer to Springel et al. ( 2021 ) for a description of
he technical aspects of the calculation of the gravitational potential
n the GADGET-4 code. For each gravitationally bound subhalo, a
umber of further properties are also computed, among them the
aximum circular velocity, a measure of the environmental density,

hape information, and further properties. 
The particle IDs that make up each group or subhalo are not

xplicitly stored. Instead, the simulation codes remember this mem-
ership information until the next group catalogue is computed, and
hen use it to determine descendant and progenitor pointers that
ink two subsequent group catalogues. These pointers are stored on
isc alongside the group and subhalo catalogues themselves, and
onstitute the basic information needed to construct detailed merger
rees in a post-processing step detailed below. 

.3 Snapshots 

he abo v e procedure ob viates the need to store full snapshot data
or all output times desired in a high time-resolution merger tree.
n fact, none are in principle needed. Ho we ver, for certain analysis
including unforeseen ones) full time slices are still needed, but then
nly a comparatively small number is usually sufficient, making still
n order of magnitude reduction of the data volume possible. We
ave decided to store only 10 full particle snapshots at redshifts z =
, 0.25, 0.5, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0, and 7.0. 4 For the neutrino
imulations, we reduced this even further to just five snapshot times.

For output times where a corresponding full snapshot is saved,
e note that the particle data is stored in an ordered and nested

ashion, with the largest FoF halo coming first (with the others
ollowing in descending order), with the particles making up each
ubhalo within an FoF group being stored in descending order of
ubhalo size as well. Finally, within each subhalo, the particles
re ordered by increasing binding energy, so that the most-bound
article comes first in each substructure. This storage scheme thus
akes it possible to selectively load the particles making up each

roup or subhalo, as they are stored consecutively on disc with a
tarting offset that is known beforehand. Also, this does not require
 separate storage of the IDs that make up a certain group or
ubhalo. 

For the special application of semi-analytic galaxy formation, we
ave actually produced an additional set of snapshot files at all output
imes. These contain only those particles that have been a most-
ound particle of a subhalo sometime in the past. These particles can
e used to approximately track in semi-analytic models the so-called
rphaned galaxies whose dark matter substructures are disrupted by
idal forces before the corresponding galaxies are predicted to have
erged with their central galaxies. The fraction of these particles

rows monotonically in time and reaches a few per cent by z = 0. This
eans that even with 265 output times as used here, the cumulative
NRAS 524, 2556–2578 (2023) 

 The corresponding snapshot numbers for the main MTNG runs are 264, 237, 
14, 179, 151, 129, 094, 080, 069, and 051. 

z  

5

c

ata volume of these special most-bound particle snapshots is still
mall. 

.4 Power spectra measurements 

atter power spectra are measured for all defined output times (both
or the total matter, and, where available, separately for baryons,
ark matter, and neutrinos). Three power spectra measurements are
one at each output time, applying the folding technique (Jenkins
t al. 1998 ) twice with folding factors of 16 and 16 2 . This allows
he measurements to be combined such that they yield a co v erage
f the full spatial dynamic range of the simulations, up to k -ranges
hat reach well below the gravitational softening scale. The power
pectra are output in a finely binned fashion such that they can be
onveniently band averaged for a new binning, if desired. 

.5 Particle light cones 

or each simulation, we produce a set of different light cones for
 fiducial observer located at the origin of the computational box. 5 

he periodic simulation box is replicated automatically to the extent
ecessary to fill the geometry of the specified light cone. We have
reated five different light cones with the following definitions: 

(i) Cone 0: full-sky particle light cone between z = 0–0.4,
xtending to a comoving distance ∼ 1090 h 

−1 Mpc . 
(ii) Cone 1: particle light cone co v ering one octant on the sky

coordinates x > 0, y > 0, z > 0) for redshifts z = 0–1.5, reaching
omoving distance ∼ 3050 h 

−1 Mpc . 
(iii) Cone 2: a pencil beam particle light cone with a square-

haped footprint of area (10 deg ) 2 at an oblique angle in the
irection � n = { 0 . 26726 , 0 . 53452 , 0 . 80178 } , between z = 0–5, hence
xtending out to a comoving distance ∼ 5390 h 

−1 Mpc . 
(iv) Cone 3: a disc-like particle light cone with a comoving

hickness of 15 h 

−1 Mpc (tilted against the principal coordinate
lanes with normal vector � n = {−0 . 06043 , −0 . 24173 , 0 . 96846 } ),
 v er the redshift z = 0–2, and thus extending to a comoving distance

3600 h 

−1 Mpc . 
(v) Cone 4: a full sky light cone between z = 0–5, but only con-

aining ‘most-bound’ particles as described for the partial snapshot,
ielding a comoving distance ∼ 5390 h 

−1 Mpc . 

Note that while Cone 1 and 2 redundantly comprise some of the
article data that is contained in Cone 0, they go out to considerably
eeper redshift, which is the reason they were added in the first place.
he primary purpose of Cone 3 is to allow a 2D visualization and
nalysis of structure out to higher redshift than possible by extracting
his data from a full-sky light cone. Finally, Cone 4 can be used in
emi-analytic modelling of galaxy formation to impro v e the orbital
reatment of galaxies by allowing a precise determination of when
ubhaloes or orphans (whose position is both marked by particles
hich have been, or still are, a most-bound particle of a subhalo)

ross the past-backwards light cone, thus yielding accurate phase-
pace information for these events. We note in passing that for the
eutrino runs, we added a second pencil beam light cone pointing
nto a different direction than Cone 2. 

As an illustration of the light-cone outputs, in Fig. 1 we show a cut-
ut from Cone 3 (the disc-like light cone). The observer is located at
 = 0 at the bottom centre of the figure, while the light cone extends
 Note that due to the translational symmetry induced by our periodic boundary 
onditions, this point is not special in any way. 
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Figure 1. Projected dark matter density in one of the light cones of the MTNG740 dark matter-only simulations (here the MTNG740-DM-2-A simulation was 
selected, for definiteness). The observer at the present time ( z = 0) is located at the bottom centre of the figure, while the light cone extents out to z = 2. The dark 
matter particles are displayed using comoving coordinates, and the comoving thickness of the projected inclined slice is 15 h −1 Mpc = 22 . 14 Mpc , independent 
of distance. We also show two nested zoom-in regions (spherical insets) that illustrate the well-known spider web-like large-scale structure and a dense region 
around a forming galaxy cluster. These zoomed inset images have diameters of 400 and 40 Mpc , respectively. 
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ut to z = 2, which is reached at the outer perimeter of the displayed
alf-sphere. The right circular inset shows a zoomed region of the 
ight cone, centred on a forming galaxy cluster. This highlights the 
laments, knots, and voids that comprise the large-scale structure of 

he Universe. A further zoom by another factor of 10 (left spherical
nset with radius 20 Mpc ) displays the distribution of individual dark 
atter haloes and their embedded substructures in the dense region 

f the protocluster. 

.6 Mass-shell outputs 

or weak gravitational lensing applications, we additionally create 
nion-like shells with projections of a fiducial full-sky particle light 
one (which itself is not output to disc due to its prohibitive size)
nto a healpix tessellation of the sk y. The como ving depth of these
hells is 25 h 

−1 Mpc , and they go out to redshift z = 5, giving 216
uch maps in total. The number of equal-area pixels in each map is
 pix = 12 N 

2 
side , where N side is the resolution parameter of the healpix

essellation algorithm. For our highest resolution maps we go up to 
 side = 12 288, yielding 1.8 billion pixels and a 0.28 arcmin angular

esolution of these mass maps. Each of the pixels simply contains 
he total mass of all the particles that fall within the corresponding
olid area of the pixel. 

.7 Merger trees 

e build merger trees for all the simulations primarily in order to con-
truct mock galaxy catalogues using semi-analytical models. In prin- 
iple, the group/subhalo catalogues and the descendant/progenitor 
nformation produced on-the-fly during the simulation runs already 
ontain all the data needed for the merger tree. Ho we ver, to ef ficiently
ork with this data (in particular to a v oid e xcessiv e I/O times to

ollect it from many different files), it is prudent to rearrange the data
uch that the subhaloes that are linked together in a single tree are
lso stored together. This final step in the merger tree construction is
arried out in a post-processing step using the methods implemented 
n the GADGET-4 code (Springel et al. 2021 ). 

The result are tree catalogues where each tree is self-contained 
n the sense that all progenitor and descendant pointers only lead to
ther subhaloes contained in the same tree. Also, all subhaloes in a
ommon FoF group are al w ays in the same tree. A single tree is thus
ufficient for running semi-analytic models of galaxy formation such 
s L-GALAXIES (Henriques et al. 2015 ), which can therefore process
he trees of a simulation in an ‘embarrasingly parallel’ fashion. As a
urther convenient data product, GADGET-4 creates auxiliary files that 
ell for each subhalo in which tree, and at which place within the tree,
he corresponding subhalo can be found. One can then selectively 
oad this tree, if desired, to examine, for example, the history and
ate of the chosen subhalo. 

 PRECI SI ON  PREDI CTI ONS  F O R  MATTER  

N D  H A L O  STATISTICS  

he MILLENNIUMTNG simulations aim to assist ongoing and future 
alaxy surv e ys (e.g. DESI, Euclid, and PFS) by making accurate
redictions of the clustering of matter o v er cosmic time (and thus
he clustering of different types of galaxies). In this section, we
erify the statistical power of the MTNG simulations by performing 
MNRAS 524, 2556–2578 (2023) 
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Figure 2. Particle mass resolution impact on the non-linear power spectrum of the MTNG740-DM runs at z = 0 (left-hand panel) and z = 1 (right-hand panel). 
In each case we show the average of the A and B realizations that we carried out. Different colours represent the different number of particles, as labelled, 
corresponding to our resolution levels 1–5. In both panels, the vertical dashed line indicates the fundamental mode of the box, and the diagonal solid grey lines 
give the shot-noise contribution for each case. The solid black lines display the linear theory prediction. The lower subpanels show the relative difference with 
respect to the highest resolution MTNG740-DM runs, and the horizontal dashed lines mark the 1 per cent difference interval. The dashed lines in the lower 
subpanels correspond to the relati ve dif ference of the PS measurements without subtracting the shot-noise contribution. Note that the shot-noise subtraction is 
only really adequate for the highly non-linear regions of the density field (i.e. inside haloes and filaments) whereas for regions that still reflect the sub-Poissonian 
‘coldness’ of the initial particle load it is not. Subtracting the shot-noise assuming a Poissonian sampling of the full density field (solid lines) thus represents an 
o v ercorrection, while not doing a subtraction at all is an undercorrection (dashed lines). 
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 series of convergence tests, by highlighting the advantage of
unning fixed-and-paired simulations, and by assessing the accuracy
f the matter and halo statistics predicted by published emulators.
n the following, we will al w ays show the mean of the measure-
ents for the A and B realizations where available, unless stated 

therwise. 

.1 Numerical conv er gence assessment of matter and halo 
tatistics 

.1.1 Non-linear matter power spectra 

he non-linear matter power spectrum is a key outcome of structure
ormation and allows us to test the convergence of numerical
imulations, and to establish the smallest scales at which accurate
esults can be obtained (see e.g. Heitmann et al. 2010 ; Schneider
t al. 2016 ; Gro v e et al. 2022 ). Furthermore, large galaxy surv e ys
equire accurate predictions of the matter power spectrum in the non-
inear regime, i.e. up to scales k ∼ 10 h Mpc −1 with an accuracy of
he order of 1 per cent (LSST Science Collaboration 2009 ; Laureijs
t al. 2011 ; DESI Collaboration 2016 ). 

As described earlier, we have measured the matter power spectra
or our MTNG simulations for all defined output times (both for the
otal matter, and where available, separately for baryons, dark matter,
nd neutrinos), and with the folding technique down to k -ranges that
each well below the softening scale, thus co v ering the full spatial
ynamic range of the simulations. 
In order to illustrate the convergence of our MTNG simulations,

ig. 2 displays the measured (dimensionless) non-linear matter power
NRAS 524, 2556–2578 (2023) 
pectrum from our MTNG740-DM runs at z = 0 (left-hand panel)
nd z = 1 (right-hand panel). Each coloured curve shows the average
f the A and B realizations for each resolution, while the black solid
ine displays the linear theory prediction. The dimensionless power
pectrum is expressed as, 

 

2 ( k ) = 

k 3 

2 π2 
P m 

( k ) , (1) 

here P m ( k ) is the non-linear matter power spectrum measured
rom our MTNG simulations. The vertical dashed line represents
he fundamental mode of the box, given by 

 box = 

2 π

L 

, (2) 

here L = 500 h 

−1 Mpc is the box length of the MTNG740-DM
imulations. In addition, the diagonal lines display the Poisson shot-
oise contribution, 

 

2 ( k ) shot = 

k 3 

2 π2 
P shot , (3) 

ith P shot = L 

3 / N p and N p being the total number of particles. We have
ere subtracted the shot-noise from our power spectra measurements
but see Maleubre et al. 2022 ). 

From the upper panels of Fig. 2 we can clearly see that the size
f the MTNG740 simulations is enough to measure the clustering of
atter up to the BAO scale, as explored further below. Also, we have
 first impression of the mass resolution impact on the power spectra
easurements, low-resolution simulations predict a lack of power

n small-scales compared with higher resolution runs. We quantify
he dependence of mass resolution on the power spectrum through
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Figure 3. Power spectrum measurements for our MTNG3000-DM-0.1 ν run at the initial time (left-hand panel, z = 63) and the final time (right-hand panel, 
z = 0). In both cases we show the measured power spectrum of the cold matter particles (CDM and baryons; solid blue line) and of the neutrino particles (solid 
red line), and we compare to the expected linear theory power spectrum (thin dotted curves) as computed by CAMB (Lewis et al. 2000 ) for this cosmology 
(which includes neutrinos that transition from the relativistic into the non-relativistic regime, as well as a photon background). The dashed vertical line shows 
the fundamental mode of the box, while the vertical thin dotted line gives the Nyquist frequency of the initial DM particle grid. The dotted horizontal lines gives 
the nominal shot noise of the two particle sets, 10240 3 for the DM, and 2560 3 for the neutrinos. Despite this, the actual shot noise realized by the neutrinos at 
late times is much lower, thanks to the δf -simulation technique (Elbers et al. 2021 ), and is in fact close to the one of the dark matter at late times. In the bottom 

panel, we give the relative deviation of the measured power spectrum modes relative to linear theory. Note that in the initial conditions, we deliberately create 
a small boost in the linear power at the largest scales in order to offset the fact that our code treats super-horizon modes with Newtonian gravity. With this 
correction, the simulation-evolved linear power spectrum is fully correct at z = 0 at large scales by construction, while at higher redshift, there will be a small 
residual dif ference. Ho we ver, at z = 5, when the outputting of our deepest light cone starts, the difference to the relativistic result at the fundamental mode of 
the box has already dropped to just 0.7 per cent, and this value shrinks rapidly further towards lower redshift, and in any case also quickly towards higher k . 
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he relati ve dif ference between the lo wer resolution runs of level-5 to
 (denoted based on their particle numbers as N270, N540, N1080, 
nd N2160) and the highest resolution level-1 simulation (N4320, see 
he lower subpanels of Fig. 2 ). We find sub per cent ( � 1 per cent )
greement at z = 0 on scales k < 0 . 2 , 0.6, 2, and 10 h Mpc −1 , for
he N270, N540, N1080, and N2160 simulations, respectively. In 
ddition, the dashed lines in the lower subpanels of Fig. 2 indicate the
elati ve dif ference between the PS measurements without subtracting 
he shot-noise contribution. We find a slightly impro v ed agreement 
etween the lower resolution and the level-1 runs on small-scales. 
imilar values are obtained at z = 1, as seen in the right-hand panel of
ig. 2 . With this e x ercise we hav e obtained a sense of the numerical
recision of our simulations. Based on these results, we conclude 
hat cosmological simulations with mass resolution better than m p = 

 . 06 × 10 9 h 

−1 M � are needed to achieve the precision of theoretical
redictions required by the current and upcoming galaxy surv e ys.
ue to the large number of particles, the convergence of the measured
on-linear P ( k ) of the MTNG740-DM-1 simulation extends slightly
eyond its Nyquist frequency, to k ∼ 30 h Mpc −1 . 
To illustrate the accuracy of our MTNG3000-DM-0.1 ν simulation, 

e show in Fig. 3 the power spectrum measurements for the cold
dark) matter (CDM and baryons) and neutrino components both 
t the initial time, z = 63, and at the final time z = 0. We compare
irectly to the linear theory prediction of CAMB (Lewis, Challinor & 

asenby 2000 ) for the corresponding cosmology, assuming that 
aryons are present but represented by the dark matter as well. 
he neutrinos consist of two degenerate 50 meV species, and a 
hird mass-less neutrino. We also include the photon background, 
nd have modified GADGET-4 such that it correctly accounts for 
elativistic backgrounds in the clustering evolution. At the initial 
ime, we ho we ver deliberately put in a small correction in the form
f a power increase of up to ∼ 4 per cent at the fundamental mode,
ecause at this time these modes are still outside of the horizon,
eaning that our Newtonian code would not capture their faster 

rowth accurately. The correction is computed such that at low 

edshift our results match linear theory precisely. The bottom panel 
f the z = 0 result shows that this succeeds with impressive precision.
ur simulation reproduces the expected linear theory results on the 

argest scales to fractions of a per cent, both in the dark matter and
n the neutrino components. 

Note that the power in the cold dark matter necessarily cuts off
t the Nyquist frequency in the initial conditions, at which point
he cold dark matter power actually lies far below the shot noise
imit. The ‘coldness’ of the dark matter allows this sub-Poissonian 
istribution to be preserved during the subsequent evolution. As our 
ower spectrum measurement extends to much smaller scales, we 
nd, ho we ver, for scales below the Nyquist frequency in the initial
onditions the shot noise power, simply because these scales are 
ndetermined in the initial conditions. They are ho we ver filled in
uring non-linear evolution by power transfer from larger scales, 
uch that the non-linear power at z = 0 can be predicted accurately
ell below the initial Nyquist frequenc y. Ev entually, ho we ver, the
MNRAS 524, 2556–2578 (2023) 
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Figur e 4. Conver gence tests of the measured halo mass ( M 200 c ) function from the MTNG740-DM runs at z = 0 (left-hand panel) and z = 1 (right-hand panel). 
The lower subpanels show the relative difference with respect to the highest resolution MTNG740-DM simulations, with the horizontal dashed lines representing 
a 1 per cent difference. 
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ark matter power spectrum hits the shot noise limit in the deeply
on-linear regime. 
For the neutrinos, the initially imprinted power spectrum would

ormally not be preserved below the neutrino shot noise, due to
hem being extremely relativistic particles, letting them mo v e with
elocities close to the speed of light. Interestingly, this unfa v ourable
utcome does not occur for the neutrinos, and their ef fecti ve shot
oise (horizontal plateau of the measurement) stays at a level far
elow the nominally expected shot-noise for the 2560 3 neutrino
articles we used. This is due to the δf -method (Elbers et al. 2021 )
e employed to simulate the neutrino component, which allows us

o keep the shot-noise level at late times nearly a factor of 100 lower
han naiv ely e xpected, making it in fact very close to that of the dark

atter particles, a situation we intended to achieve with our choice
f the particle numbers. 
In the remainder of this paper, we shall focus on an analysis of the

00 h 

−1 Mpc simulations (MTNG740), deferring a further analysis
f the neutrino predictions to forthcoming work (Hern ́andez-Aguayo
t al., in preparation). We proceed in this way because we consider
t prudent to first validate the foundations of the MTNG simulation
roject and test for numerical convergence and the impact of baryons
n basic clustering statistics, before exploring the additional effects
f neutrinos in more quantitative detail. 

.1.2 Halo mass function and halo clustering 

ark matter haloes are the building blocks of the cosmic structures
ince they host the different types of galaxies in the Universe.
herefore, the study of their abundance and clustering is important

or modern cosmological analysis. The abundance of dark matter
aloes can be quantified by the halo mass function (HMF), which
ives the number of dark matter haloes as a function of halo
ass, cosmic time, and cosmological parameters, in different mass

ntervals. Since cosmic structure formation is a hierarchical process,
mall haloes form first and their subsequent mergers build ever
NRAS 524, 2556–2578 (2023) 
arger groups, up to haloes with the mass of galaxy clusters, which
re the most massive objects in the Univ erse. We e xpect to find
 higher abundance of less massive objects at early times (or
igher redshifts), whereas the most massive haloes are rare (and
ence require large simulation volumes for good statistics) and form
omparativ ely late. In an y case, the HMF can be considered one
f the most important quantities predicted by cosmological simu-
ations. Exploring the completeness and convergence of the HMF,
hich is strongly related to the mass resolution and the simulated
olume, is thus of great importance to accurately predict galaxy
tatistics. 

In Fig. 4 , we show the measured halo mass functions at z = 0 (left-
and panel) and z = 1 (right-hand panel) from the MTNG740-DM
ark matter-only simulations. We use here the M 200 c spherical o v er-
ensity halo mass definition which corresponds to the mass enclosed
ithin a radius in which the density is 200 times the critical density
f the Universe, and we only consider haloes with masses M 200 c >

2 m p , where m p is the mass of the dark matter particle (see Table 1 ).
he halo centres adopted for the spherical o v erdensity calculation are

aken as the positions of the particles with the minimum gravitational
otential of the bound part of each FOF group (provided this has
t least 20 particles, otherwise the group is dropped). Note also
hat not all groups with low particle number necessarily reach the
00c o v erdensity value and thus have a M 200 c value assigned to
hem. 

From the upper panels of Fig. 4 , we see that for different
esolutions we can find very similar HMFs at the high-mass end.
n addition, we note a cutoff at the low-mass end due to the
imited number of particles in lo w-mass haloes. This cutof f mo v es
ystematically to higher mass haloes when we reduce the resolution
f the simulations. The cutoff scale can be used to assess the
ompleteness of the HMFs; i.e. the point where the HMFs show
he largest differences due to the resolution of the simulations. The
evel-2 (N2160) and level-1 (N4320) simulations predict almost the
ame number of haloes for masses M 200 c > 10 12 h 

−1 M � at both z =
 and z = 1. Sub per cent agreement between the N1080 and N4320
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Figure 5. Similar to Fig. 4 , but for the measured halo mass function using the Friends-of-Friends halo mass ( M FoF ) definition. The solid and dashed lines 
correspond to the measured HMF with and without the M FoF correction given by equation ( 4 ), respectively. 
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uns is found for haloes more massive than M 200 c = 10 13 h 

−1 M �.
he very low resolution of the N540 and N270 runs have, ho we ver,
 greater impact on their measured HMFs, as we can see through
he large differences when compared with the HMF from the N4320 
un. Furthermore, it appears that the HMFs for the N540 and N270
imulations is not converged at z = 1 for any halo mass, since they
all short of producing the same number of massive haloes as the
4320 run (see right-hand panel of Fig. 4 ). Nevertheless, these 

ow-resolution simulations are still useful to test and debug analysis 
ipelines. 
As an additional convergence test of the halo population, Fig. 5 

isplays the measured HMFs based on the Friends-of-Friends ( M FoF )
alo mass definition at redshifts z = 0 and z = 1. Ho we ver, it
as been shown that the FoF definition has discreteness limitations 
hen estimating the halo mass from low-resolution simulations, 
roducing on average an overestimation of the HMF measured 
rom low-resolution simulations (Warren et al. 2006 ). We observe 
his trend when measuring the HMF directly from our halo (FoF
roup) catalogues as shown in the lower subpanels of Fig. 5 (dashed
ines). We find an excess of haloes between 2 and 10 per cent when
omparing the level 2–5 runs with our flagship MTNG740-DM-1 
imulations. For this reason we apply a correction suggested by 
arren et al. ( 2006 ) to each FoF halo mass, given by 

 FoF = (1 − N 

−0 . 6 
p ) M 

sim 

FoF , (4) 

here N p is the number of member particles of a halo and M 

sim 

FoF is
he FoF mass of each halo in the original catalogue. 

We then find a ∼1 per cent agreement between the FoF halo
ass functions of the N2160 and N4320 runs for haloes with 
asses M FoF > 10 11 . 5 h 

−1 M �, at both redshifts. We still see a slight
nhancement of the FoF mass for the N1080, N540, and N270 runs
ompared to the higher resolution simulations, amounting to 3–
 per cent at the present time, but these differences are smaller at
arly times, e.g. at z = 1, where the differences are 2 per cent (see
he right lower subpanel of Fig. 5 ). 
We ne xt e xplore the real-space halo two-point correlation function
nd consider its numerical convergence for our simulations. The 
orrelation function gives the excess probability to find a pair of
racers (e.g. dark matter haloes, or galaxies) separated by a distance r
ompared to a random, uniform distribution. Since haloes are biased 
racers of the underlying dark matter field, their clustering amplitude 
an be different for different halo populations, e.g. massive haloes 
re more strongly clustered than low-mass haloes (the linear halo 
ias will be discussed in Section 5.2 ). 
We therefore measure the real-space clustering for three different 

alo samples with fixed M 200 c halo mass, and using 20 logarith-
ically spaced radial bins between 0 . 5 < r/ [ h 

−1 Mpc ] < 50 using
he NBODYKIT toolkit (Hand et al. 2018 ). We select haloes with

asses M 200 c > 10 11 . 5 h 

−1 M � (sample 1), M 200 c > 10 12 . 5 h 

−1 M �
sample 2), and M 200 c > 10 13 . 5 h 

−1 M � (sample 3). Note that not
ll simulations are able to resolve haloes for each halo sample (see
he completeness of the M 200 c HMF in Fig. 4 ), for this reason sample
 contains haloes from the N4320 and N2160 runs only, sample 2
o v ers the N4320, N2160, and N1080 runs, and haloes of sample
 can be found in all of the MTNG runs (N4320, N2160, N1080,
540, and N270). 
The measured halo clustering is shown in the upper subpanels 

f Fig. 6 at redshifts z = 0 and 1. We can clearly see that the most
assive haloes (sample 3; dash-dotted lines) have a higher clustering 

mplitude, which means that they are more biased than low-mass 
aloes (sample 1 and 2; solid and dashed lines, respectively). In the
ower subpanels of Fig. 6 , we compare the halo clustering of the
ifferent resolution runs with respect to N4320. The halo correlation 
unctions of the N4320 and N2160 runs agree within 1 per cent
or all the samples at z = 0 and at all scales, ho we ver, the same
greement is found at z = 1 for all length scales r > 1 h 

−1 Mpc . The
lustering of samples 2 and 3 of the N1080 case show a slightly
arger difference of ∼ 3 per cent in comparison with the N4320 
uns for scales greater than 1 h 

−1 Mpc ; similar differences are found
or sample 3 of the N540 simulation (see orange dash-dotted lines).
he lowest resolution runs (N270) produce a larger difference of 
MNRAS 524, 2556–2578 (2023) 
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M

Figur e 6. Conver gence test of the real-space halo two-point correlation functions at z = 0 (left-hand panel) and z = 1 (right-hand panel), for three different 
halo samples with masses M 200 c > 10 11 . 5 h −1 M � (solid lines), M 200 c > 10 12 . 5 h −1 M � (dashed lines), and M 200 c > 10 13 . 5 h −1 M � (dash-dotted lines), based 
on the MTNG740-DM simulations. The relative difference between the low and the highest resolution simulations is shown in the lower subpanels. The different 
resolution levels are distinguished by their particle number per dimension, as labelled. 
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6 per cent, this is due to the incompleteness of the halo mass
unction displayed in Fig. 4 , where we found a deficit of more than
0 per cent for haloes with masses M 200 c > 10 13 . 5 h 

−1 M �. 

.1.3 Box size effects 

inally, we show the impact of the box-size on the measured matter
ower spectrum and the halo mass function of the MTNG simulations
n the left-hand and right-hand panel of Fig. 7 , respectively. It
s important to perform convergence tests by varying the size of
he cosmological box and keeping the same particle resolution, to
nderstand the limitations in cosmological calculations due to the
nite volume of numerical simulations. To this end, we compare

he measurements for the MTNG740-DM and MTNG185-DM
imulations, which are the dark matter-only counterparts of the
orresponding full-physics simulations. The MTNG185 run has a
olume 64 times smaller than our flagship MTNG740 run, while
eeping the same mass resolution (see Table 1 ). 

The box-size effects on the non-linear power spectrum at z =
, 1, 2, and 3 are displayed in the left-hand panel of Fig. 7 . The
ertical dashed lines show the fundamental mode of each box
iven by equation ( 2 ), which delimits the minimum scale we can
easure the power spectra from the corresponding simulations,

.e. k L500 ∼ 0 . 0125 h Mpc −1 and k L125 ∼ 0 . 05 h Mpc −1 , respectively.
he clustering of matter agrees very well between the two boxes
t all redshifts; we find only a ∼ 2 per cent difference on scales
 � 0 . 13 h Mpc −1 in all cases (see the left lower subpanel of Fig. 7 ).
e observe larger deviations of up to 20 per cent for the large-

cale modes close to the k L125 value. This is due to the limited
ox size of the MTNG185 simulation, which does not allow us to
easure the clustering on these large scales with sufficient precision,

oth because they are already affected by mild non-linear evolution
which is distorted by missing, still larger scale modes) and because
e have run only one MTNG185-DM realization, which is thus
NRAS 524, 2556–2578 (2023) 
till dominated more strongly by sample variance as we cannot
liminate in this case the leading high-order perturbations around
inear evolution by means of the pairing technique. 

The evolution of the HMF from z = 3 to z = 0 of the MTNG740-
M and MTNG185-DM boxes is shown in the right-hand panel of
ig. 7 . At first glance, we can see that the HMFs of the MTNG185 run
ollow the shapes of their MTNG740 counterparts very well, showing
ompleteness down to the same value of M 200 c = 10 10 h 

−1 M �, which
orresponds to well-resolved dark matter haloes with 75 particles.
he agreement between the HMFs is much better than 1 per cent

or haloes with masses M 200 c < 10 13 h 

−1 M � at all redshifts. We find
ome small fluctuations at the high-mass end ( M 200 c > 10 13 h 

−1 M �)
ue to the limited volume of the MTNG185 simulation, which does
ot contain enough massive haloes, such as groups and clusters-like
bjects, to a v oid being severely affected by small number statistics. 
Thus far, we have demonstrated that our MTNG740-DM runs

each enough cosmological volume and mass resolution to show
ood convergence in the non-linear matter power spectrum and halo
ass functions. This should make especially the level-1 (N4320)

nd level-2 (N2160) runs very helpful for the generation of mock
atalogues for large-scale galaxy surv e ys such as DESI, Euclid, or
FS. 

.2 Reducing cosmic variance with fixed-and-paired 

ealizations 

s mentioned abo v e, we hav e used the fix ed-and-paired technique
y Angulo & Pontzen ( 2016 ) to produce two DM-only cosmological
imulations for a given model. The method consists of running
wo realizations of the initial density perturbation fields, both set-
p with Fourier modes amplitudes fixed to the ensemble average
ower spectrum, and in addition, both are paired through the use
f opposite phases for each mode (i.e. with a phase difference of
, or equi v alently, with a sign reversal of the density perturbation
eld). For pure linear theory, the pegging of the mode amplitudes
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Figure 7. Box size impact on the measured non-linear matter power spectrum (left-hand panel) and the halo mass function (right-hand panel) at z = 0 (blue 
lines), z = 1 (orange lines), z = 2 (green lines), and z = 3 (red lines) from the MTNG740-DM-1 (dashed lines) and MTNG185-DM (solid lines) simulations, 
the dark matter-only versions of the MTNG hydro simulations. The lower subpanels show the relative difference with respect to the larger MTNG740-DM-1 
simulation, where the horizontal dashed lines represent differences of 5 per cent (left-hand panel) and 1 per cent (right-hand panel), respectively. Note that for 
MTNG740-DM we use the average result of two paired realizations, whereas for MTNG185-DM only one (but still ‘fixed’) realization is available. 

Figure 8. The ratio between the measured non-linear matter power spectrum of the MTNG740-DM-1-A (red lines) and -B (blue lines) simulations relative to 
the linear theory power spectrum prediction, at different redshifts, as labelled. The green line represents the mean of the A and B realizations. 
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o ∝ 

√ 

P ( k) reproduces the linear theory input power spectrum 

y construction at all times, even when considering each of these 
ealizations indi vidually. Ho we ver, mild non-linear e volution will 
till introduce deviations of the mean power in the large-scale modes. 
ut, as Angulo & Pontzen ( 2016 ) show, these can be cancelled to
eading order when the results of the two realizations are averaged. 
n this way, such a pair of simulations can yield equi v alent results as
btained from the mean of many independent realizations. 
MNRAS 524, 2556–2578 (2023) 
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Fig. 8 shows the evolution of the ratio between the measured non-
inear dark matter power spectrum from the MTNG740-DM-1-A and
B realizations and the linear theory prediction, from z = 30 to z =
. We can see that taking the average of the two fixed-and-paired
ealizations (green lines) eliminates the higher order fluctuations
red and blue lines) around linear theory, allowing us to obtain
uch more accurate cosmological predictions at large scales for

hese still comparatively ‘limited-volume’ simulations. Importantly,
his method works well down to the present time on scales not yet
trongly affected by non-linear evolution, even though individual
odes already differ on these scales by 10s of per cent from pure

inear theory due to higher order terms affecting the evolution. 
As an additional consistency check of the advantage of running

xed-and-paired simulations to suppress the cosmic variance, we
ave run 100 independent, fully Gaussian realizations with the same
pecifications as the MTNG740-DM-5 simulations (i.e. box size,
umber of particles, and cosmological parameters kept the same).
e then compare the matter clustering and halo mass functions

f our fixed-and-paired simulations with those from the Gaussian
ealizations. 

The matter clustering results at z = 0, 0.5, 1, and 2 are shown in
he left-hand panel of Fig. 9 . From the lower subpanel, we can see
hat the average of the A and B realizations of MTNG740-DM-5, and
he mean o v er the 100 independent realizations agree to 1 per cent at
cales k < k Ny , where k Ny is the Nyquist frequency (indicated by the
ertical dashed line) given by, 

 Ny = 

πN grid 

L 

, (5) 

here N grid is the number of particles per dimension, in this case
 grid = 270. Even on scales smaller than the Nyquist frequency,
here power is created due to non-linear clustering, there is no

ystematic difference, only the random fluctuations become larger
nd reach levels of several per cent. 

The halo population is also affected by cosmic variance, since
aloes form and evolve from peaks in the dark matter density fluc-
uations. In order to quantify the impact of the variance suppression
echnique on this statistic, we investigate the differential halo mass
unctions at the same output times used abo v e, at z = 0, 0.5, 1, and 2,
nd give the result in the right-hand panel of Fig. 9 . The HMF shows
ualitatively the same level of agreement as the power spectrum. The
redicted halo population of one set of paired-and-fixed simulations
s almost identical as the one obtained by averaging 100 independent
ealizations. The somewhat larger differences at the high-mass end
re here due to the poor counting statistics in the exponential tail of
he mass function that is invariably still present as a result of the still
imited volume of the MTNG740 runs. 

.3 Comparison with emulators 

t is well known that cosmological simulations are computationally
uite e xpensiv e, especially if one w ants to push tow ards the large
olumes and the high-resolution required by modern galaxy surv e ys,
s we have done here with MTNG. In order to alleviate the computa-
ional cost of running such numerical calculations, researchers have
eveloped cosmological emulators based on fits to simulation results,
ith the goal to use them as interpolation (or even extrapolation)

ools to predict the outcome of non-linear structure formation for a
ariety of cosmological models in a very rapid, but ultimately still
pproximative fashion (see e.g. Heitmann et al. 2006 ; Habib et al.
007 ). 
NRAS 524, 2556–2578 (2023) 
Here, we assess the accuracy of cosmological emulators for the
on-linear matter power spectrum and the halo mass function when
ompared with our MTNG simulations. On the one hand, we use pre-
ictions of the matter power spectrum from the COSMICEMU (Moran
t al. 2023 ), BACCO (Angulo et al. 2021 ), and EUCLIDEMULATOR2
Knabenhans et al. 2021 ) emulators. All of these emulators were
alibrated using a large number of N -body simulations ( O(100))
ith different cosmological parameters. 6 

Instead of comparing the full-shape of the power spectrum, we
se the non-linear boost, which is the ratio between the non-linear
atter clustering and its linear theory prediction, 

( k ) = 

P m 

( k ) 

P lin ( k ) 
. (6) 

he comparison of the boost factor, B ( k ), at z = 0 and z = 1, is shown
n the left- and right-hand panel of Fig. 10 , respectively. At the present
ime ( z = 0; lower left-hand panel), the predictions of the MTNG740-
M simulations and the emulators are consistent within 1 per cent

ccuracy for k > 0 . 2 h Mpc −1 , with some fluctuations seen at the
arge-scale modes, but the differences are well within the 5 per cent
imit. At early times ( z = 1; lower right-hand panel), we find slightly
arger differences than 1 per cent at the high- k modes, but this is
onsistent with the claimed accuracy of the emulators. 

Making fast predictions for the halo mass function is an important
oal for emulators as well. In the left-hand panel of Fig. 11 , we
ompare the differential halo mass function by Bocquet et al. ( 2020 )
which is a part of the COSMICEMU project) and our MTNG results
t z = 0 (blue lines) and z = 1 (orange lines). The HMF COSMICEMU

as built using the M 200 c halo mass definition and is limited to
he mass range 10 13 < M 200 c / [ h 

−1 M �] < 10 15 . 5 at z = 0. The
OSMICEMU haloes were identified with the FoF algorithm with a

inking length parameter of b = 0.168, and a spherical o v erdensity
 M 200 c ) halo catalogue was built using the potential minimum of
ach FoF group as halo centre, in a similar way to the SUBFIND code.
e find an agreement better than 5 per cent for haloes with mass
 200 c < 10 15 h 

−1 M � ( M 200 c < 10 14 h 

−1 M �) at z = 0 ( z = 1). There
re larger differences of ∼ 10 per cent at z = 1 at the high-mass end.

We also make use of the DARKQUEST emulator (Nishimichi et al.
019 ) to test the accuracy of the HMF. This HMF emulator was
alibrated using the M 200 b halo mass definition, which corresponds
o the mass within a sphere with o v erdensity 200 times the mean
ackground density of the Universe. Note that DARKQUEST was
esigned to predict the comoving number density of haloes at a
iven halo mass; i.e. the cumulative halo mass function, n ( > M 200 b ),
or haloes with masses M 200 b > 10 12 h 

−1 M �. Also, Nishimichi et al.
 2019 ) applied a correction to the halo mass given by, 

 200b = (1 − N 

−0 . 55 
p ) M 

sim 

200b , (7) 

here N p is the number of particles of a given halo, and M 

sim 

200b 

s the spherical o v erdensity mass definition obtained from the halo
atalogue. We therefore apply the same correction to our M 200b haloes
o have a fair comparison. 

The measured HMFs from our halo catalogues at z = 0 and
 = 1 are compared against the DARKQUEST predictions in the
ight-hand panel of Fig. 11 . In this case, we find a disagreement
f 10 per cent for haloes less massive than M 200b = 10 13 . 5 h 

−1 M �.
o we ver, the dif ferences are within the 5 per cent le vel in the mass

ange 10 13 . 5 < M 200b / [ h 

−1 M �] < 10 14 . 5 . The large deviations at the
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Figure 9. Comparison of the measured power spectrum (left-hand panel) and halo mass function (right-hand panel) between the mean o v er 100 independent 
Gaussian realizations (dashed lines) and the A − and B − fixed-and-paired (solid lines) MTNG740-DM-5 runs at z = 0 (blue lines), z = 0.5 (green lines), z = 1 
(red lines), and z = 2 (cyan lines). The lower subpanels show the relative difference between the results from the 100 Gaussian realization (R-mean)s and the 
A/B pair, while the dashed lines indicate a 1 per cent (left-hand panel) and 2 per cent (right-hand panel) difference. 

Figure 10. Boost factor, B ( k ), comparison between the measurements from the mean of the MTNG740-DM-1-A/B pair of simulations (black lines) and the 
predictions from the COSMICEMU (orange lines), BACCO (blue lines), and EUCLIDEMULATOR2 (green lines) emulators at redshifts z = 0 (left-hand panel) and 
z = 1 (right-hand panel). The lower subpanels show the relative difference between our simulations and the emulator predictions, while the dashed and dotted 
horizontal lines indicate a 1 per cent and 5 per cent difference, respectively. 
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ow-mass end are potentially due to the different halo finder used 
y Nishimichi et al. ( 2019 ) to construct their halo catalogues. DARK-
UEST was built and validated with ROCKSTAR catalogues (Behroozi, 
echsler & Wu 2013 ), while our MTNG haloes were identified by

he FoF algorithm combined with SUBFIND . Previously, Knebe et al. 
 2011 ) have shown that differences in the abundance of haloes of
p to ∼ 10 per cent can occur between ROCKSTAR and SUBFIND , 
hich is consistent with our findings in the lower right-hand panel of
ig. 11 . 
 LARGE-SCALE  MATTER  A N D  H A L O  

LUSTERI NG  

ne of the main goals of galaxy surv e ys is to measure the clustering
f matter and galaxies on the largest scales, r > 150 h 

−1 Mpc ( k <
 . 1 h Mpc −1 ), to accurately determine the position of the baryonic
coustic oscillations (BAO) peaks with an unprecedented level of 
recision. In this section, we present an analysis of the large-scale
lustering of matter and dark matter haloes. Note that we are using
MNRAS 524, 2556–2578 (2023) 
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M

Figure 11. Halo mass function comparison between the MTNG740-DM simulations and the COSMICEMU (left-hand panel) and the DARKQUEST (right-hand 
panel) emulators at z = 0 and z = 1, as labelled. The lower subpanels show the relative difference between our simulations and the emulator predictions, the 
dashed and dotted horizontal lines indicate a 5 per cent and 10 per cent difference, respectively. 
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he average of the MTNG740-DM-A and -B realizations, unless
therwise stated. 

.1 Matter and halo clustering at the BAO scale 

he volume of the MTNG740 simulations allows us to compute
he dark matter power spectrum with high accuracy at the BAO
cales down to the present time. Fig. 12 displays the measured matter
ower spectrum from our MTNG740-DM simulations divided by
he smoothed (no-wiggle) linear theory prediction from z = 30 (top
eft-hand panel) to z = 0 (bottom right-hand panel). At very early
imes ( z = 30), the measured power spectrum matches perfectly
ith the linear theory, where we can identify up to six BAO peaks.
e start to appreciate small deviations with respect to the linear

redictions on small scales, k > 0 . 3 h Mpc −1 , at z = 15 of the order
f 1 per cent. At intermediate redshifts, z = 7 and z = 3 (middle row of
ig. 12 ), the non-linear effects are visible beyond the position of the

hird ( k ∼ 0 . 2 h 

−1 Mpc ) and second ( k ∼ 0 . 13 h Mpc −1 ) BAO peak,
especti vely, sho wing an enhancement of 5 per cent and 15 per cent
n the clustering signal at the smallest scales. At low redshifts ( z ≤ 1;
ee the bottom row of Fig. 12 ), we detect ne gativ e and positive shifts
f the BAO peaks of the order of 2 − 3 per cent due to non-linear
ffects, extending to the largest scales. For comparison, we show the
redictions from the HALOFIT model (Takahashi et al. 2012 ) at z =
 and z = 0 (see the blue solid lines in the lower panels of Fig. 12 ).
e find that HALOFIT predicts the same shifts of the BAO peaks as

ound in the simulation measurements. 
We now analyse the large-scale halo clustering in Fourier space. To

o so, we select haloes according to their mass ( M 200 c ) and velocity
 V max ); note that we only use central subhaloes (selected as the largest
ound structure identified by SUBFIND in ev ery F oF halo) in our V max 

amples. The maximum of the circular velocity, V max , can be used
s a proxy to identify galaxies in dark matter subhaloes and make
ock catalogues through the subhalo abundance matching technique

SHAM; see e.g. Conroy et al. 2006 ; Gerke et al. 2013 ; Klypin
t al. 2013 ; Reddick et al. 2013 ). In each case, we select two halo
NRAS 524, 2556–2578 (2023) 
amples with different space density, n h = 1 × 10 −3 h 

3 Mpc −3 and
 h = 6 . 86 × 10 −4 h 

3 Mpc −3 , at z = 1. We select samples with these
pecific number densities at a redshift of unity because this makes
hem close to the expected spatial density of DESI O II emission line
alaxies (ELGs) and Euclid H α emitters (DESI Collaboration 2016 ;
lanchard et al. 2020 ), respectively. 
We measure the monopole of the redshift-space halo power

pectrum because we want to draw a more direct analogy between
he halo and galaxy clustering. Also, studying the clustering of
 max -selected haloes is similar to studying the clustering of mock
alaxies from a SHAM catalogue. We here use the distant-observer
pproximation to shift the positions of haloes from real- to redshift-
pace, we use the three coordinates, ˆ x , ˆ y , and ˆ z , as the line-of-sight
LOS) to generate three redshift-space catalogues for one real-space
atalogue where the new coordinates are, 

 = r + 

(1 + z) v ‖ 
H ( z) 

ˆ e ‖ , (8) 

 is the comoving coordinate vector in real space, s is the equi v alent
f this in redshift-space, and z is the redshift. H ( z) is the Hubble
arameter, v � and ˆ e ‖ are the components of the peculiar velocity
nd the unit vector along the LOS direction. So, in total we have six
edshift space catalogues. Then, the monopole of the redshift-space
ower spectrum can be obtained by 

 0 ( k) = 

∫ 1 

0 
P ( k, μ) d μ, (9) 

here P ( k , μ) is the full 2D power spectrum, and μ is the cosine of
he angle between the separation vector, s or k , and the line-of-sight
n configuration or Fourier space. 

We use NBODYKIT to measure the halo power spectrum from the
imulation for wavenumbers k box < k/ [ h Mpc −1 ] < k Ny , where k box 

s the fundamental mode of the box given by equation ( 2 ) and k Ny 

s the Nyquist frequency computed by equation ( 5 ) with N grid =
56 (which is here the mesh resolution of the power spectrum
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Figure 12. The ratio between the measured non-linear power spectrum of the MTNG740-DM simulations and the smooth (no-wiggle) linear theory power 
spectrum from z = 30 (upper left-hand panel) to z = 0 (lower right-hand panel). Note that we are showing the mean o v er the A and B runs (red line), while the 
green line in each panel shows the ratio between the linear theory P ( k ) with respect to its smooth counterpart for each selected redshift. The vertical dashed line 
indicates the fundamental mode of the box, k box , given by equation ( 2 ). In addition, we show the non-linear prediction from HALOFIT at redshifts z = 1 and z = 0. 
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easurement), using linear k -bins with width 
k = 0 . 005 h Mpc −1 

nd 30 linearly spaced bins between 0 and 1 for μ. 
The halo clustering measured from the MTNG740-DM simula- 

ions is shown in Fig. 13 (blue symbols with error bars), for each
alo sample at z = 1. We focus only on large scales, k < 0 . 5 h Mpc −1 ,
here we can clearly see the BAO features in the power spectrum.
lso, we can see that samples with a lower number of objects; i.e.
 h = 6 . 86 × 10 −4 h 

3 Mpc −3 , have a higher clustering amplitude than
he larger samples ( n h = 1 × 10 −3 h 

3 Mpc −3 ). This is because the
ow-density sample is influenced more strongly by massive objects 
hich are more highly clustered. 
In cosmological analyses of the BAOs, it is common to extract the

eak position through the dilation parameter, α, which is related to 
he spherical average distance (Eisenstein et al. 2005 ). For α > 1 the
eak is mo v ed to smaller scales, while α < 1 shifts the peak to larger
cales (Angulo et al. 2008 ; Anderson et al. 2014 ; Ross et al. 2015 ). 

As a proof-of-concept example, we estimate the dilation parameter 
rom our halo samples by fitting the monopole of the power spectrum
rom our simulations to a simple template used by Springel et al.
 2018 ), 

 

fit 
0 ( k) = B 

2 
p ( A 1 + A 2 k + A 3 k 

2 ) P lin ( k /α) , (10) 

here P lin is the linear theory power spectrum, B p is a bias
arameter, and A 1 , A 2 , and A 3 are further free parameters. We fit
ur measurements on scales k < 0 . 5 h Mpc −1 . The best fit model for
ach sample is shown together with the measurements in Fig. 13 . In
ll cases, we can constrain the dilation parameter with a precision of
α/ α ∼ 0.08–1.4 per cent. 
.2 Linear halo bias 

aloes are biased tracers of the dark matter density field, hence
he relation between the distribution of haloes and matter can be
escribed by the linear halo bias b , defined as 

 ≡ δh /δ, (11) 

here δh is the halo density contrast and δ is the density contrast
f matter. In terms of a Fourier-space analysis of the clustering, the
alo bias can be estimated by, 

( k) = 

√ 

P h ( k) 

P m 

( k) 
, (12) 

here P h ( k ) and P m 

( k ) are, respectively, the halo and matter power
pectrum in real space. At sufficiently large (linear) scales, the halo
ias is expected to be a scale independent constant, and its amplitude
hould depend mostly on halo properties, such as the halo mass.
his linear halo bias is a basic ingredient of the halo model (see e.g.
ooray & Sheth 2002 ). Since haloes host different galaxy types, it

s important to accurately describe the halo bias in order to use it
o model galaxy clustering and the galaxy–halo connection (for a 
e vie w, see Wechsler & Tinker 2018 ). 

We measure the halo bias for fixed M 200 c and V max halo samples
t z = 0 and z = 1, as shown in Fig. 14 . We work with haloes
ith masses abo v e M 200 c = 10 11 h 

−1 M � (M1), 10 11 . 5 h 

−1 M � (M2),
0 12 h 

−1 M � (M3), 10 12 . 5 h 

−1 M � (M4), and 10 13 h 

−1 M � (M5), as
ell as with samples with velocities higher than V max = 10 1 . 8 km s −1 

V1), 10 2 km s −1 (V2), 10 2 . 2 km s −1 (V3), 10 2 . 4 km s −1 (V4), and
MNRAS 524, 2556–2578 (2023) 
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Figure 13. The measured redshift-space dark matter halo power spectrum at z = 1 (blue dots with error bars) for two different M 200 c − (upper panels) and V max 

−selected (lower panels) halo samples with number densities n h = 1 × 10 −3 h 3 Mpc −3 (left-hand panels) and n h = 6 . 86 × 10 −4 h 3 Mpc −3 (right-hand panels), 
as well as the best-fitting model (black solid line). The error bars correspond to the standard deviation o v er six P 0 ( k ) measurements. 
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0 2 . 6 km s −1 (V5). Similarly to the redshift space power spectrum
easurements discussed in Section 5.1 , we measure the real-space

lustering in Fourier space for all halo samples in the range k box <

/ [ h Mpc −1 ] < 1 with k -bins with width 
k = 0 . 005 h Mpc −1 . We
dditionally show in Fig. 14 the individual measurements from the
 (dashed lines) and B (dot-dashed lines) realizations, besides the
ean of the paired runs (solid lines). In general, more massive haloes

nd haloes with higher V max velocities display a larger halo bias. 
From the upper panels of Fig. 14 we can see that the bias of
 200 c -selected haloes shows an exclusion effect on small scales for

he most massive samples (M4 and M5), where the bias drops at
 ∼ 0 . 5 h Mpc −1 at both output times, z = 0 and z = 1. Also,
he bias at early times, e.g. z = 1 (upper right-hand panel), has a
igher amplitude for fixed halo mass samples than their present time
ounterparts (upper left-hand panel). In all cases, we find that the halo
ias is constant on very large scales, k < 0 . 1 h Mpc −1 . Ho we ver, on
ildly non-linear scales, scale-dependent effects set in and become

ppreciable on scales k > 0 . 3 h Mpc −1 . 
On the other hand, velocity selected halo samples (bottom panels

f Fig. 14 ) show qualitatively similar results on large-scales to M 200 c -
elected haloes. Our simulations make very accurate quantitative
redictions for these non-linear effects in dark matter-only models,
ut we caution that they can be affected by baryonic physics, which
onstitutes the primary systematic uncertainty. 
NRAS 524, 2556–2578 (2023) 
Note that the A- and B-runs produce similar results, but the average
f the two realizations tends to cancel out fluctuations on the largest
cales, producing a much smoother measurement of the linear halo
ias. 

 BA R  Y  O N I C  EFFECTS  O N  BA SIC  MATTE R  

N D  H A L O  STATISTICS  

o far we have focused our attention on the results from the MTNG
M-only runs, ignoring baryons, as well as neutrinos. In this section,
e briefly discuss the impact of baryons on basic matter and halo

tatistics. Previously, Springel et al. ( 2018 ) presented a high-level
tudy of the matter and halo clustering results of the full-physics
llustrisTNG simulations, giving some hints of the effects of baryonic
eedback of the TNG model on basic matter and halo statistics. In a
ompanion paper, Pakmor et al. ( 2022 ) explores the consistency of
he MTNG740 full-hydro run with the smaller box TNG simulations.
ere we extend this analysis and consider the baryonic impact on
asic halo and matter clustering statistics, while a more general
tudy of the baryonic effects also on other observables, such as weak
ensing and general galaxy statistics, will be presented in forthcoming
ork. 
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Figure 14. Scale-dependent halo bias, b( k) = 

√ 

P h ( k) /P m 

( k) , for M 200 c -selected and V max -selected haloes at z = 0 (left-hand panel) and z = 1 (right-hand 
panel), for the MTNG740-DM-1 simulations. Different line-styles represent different types of simulations, as labelled. 

6

I  

c  

a  

b  

T
2
a
c
i
a
r
t

 

e  

c
w  

o  

f
s  

r  

M
a  

b
a
T  

o
w  

h  

2

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/2/2556/7226466 by guest on 14 D
ecem

ber 2023
.1 Clustering of matter components 

n Fig. 15 we show the clustering power spectra of different matter
omponents in our large MTNG740 hydro run at redshifts z = 0
nd z = 1; i.e. separately for dark matter, gas, stellar mass, and
lack hole mass. We also compare to equi v alent measurements for
NG100 and TNG300 from the IllustrisTNG project (Springel et al. 
018 ). We find in general good consistency between the MTNG740 
nd the TNG100/300 simulations, with some small differences that 
an be understood as arising from differences in mass resolution, and, 
n particular, in simulated volume. Reassuringly, there is excellent 
greement on large scales, with MTNG740 extending the baryonic 
esults to much larger spatial scales, throughout the BAO region, 
han possible for IllustrisTNG. 

As shown in Fig. 16 (and in our companion paper by Pakmor
t al. ( 2022 , their fig. 4)), the suppression of the total matter
lustering predicted by MTNG740 is also in nearly perfect agreement 
ith that found in TNG100, confirming that there is a reduction
f power of around 20 per cent at k ∼ 10 h Mpc −1 due to AGN
eedback, and a strong enhancement of the clustering on small 
cales ( k > 50 h Mpc −1 ) compared to dark matter-only models as
esult of the dissipative formation of galaxies. We note that the

TNG740 suppression is almost identical to the TNG300 prediction 
t k < 5 h Mpc −1 . On the smallest scales, k > 10 h Mpc −1 , the
aryonic effects on the total matter power spectrum of MTNG740 
gree almost perfectly with the predictions for TNG100 even though 
NG300 is closer in mass resolution. We attribute this to the lack
f magnetic fields in MTNG740 compared to the TNG simulations, 
hich slightly changes the ef fecti veness of the AGN feedback and
ow it couples to star formation (see the discussion in Pakmor et al.
022 ). 
MNRAS 524, 2556–2578 (2023) 
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Figure 15. Matter power spectra for different mass components of the MTNG740 hydrodynamic simulation (dashed lines) at redshifts z = 0 (right-hand panel) 
and z = 1 (left-hand panel). We include the measurement of the TNG300 (dotted lines) and TNG100 (solid lines) simulations, for comparison. The lower 
subpanels display the relative difference between the TNG300/TNG100 and MTNG740 measurements. 

Figure 16. Impact of baryonic physics on the total matter spectrum at z = 

0 measured from the MTNG740 runs (red solid line) in comparison with the 
TNG100 (cyan dashed line) and TNG300 (brown dashed line) simulations. 
The dashed horizontal lines and the grey shaded region indicate a relative 
difference of 2 and 10 per cent, respectively. 
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Figure 17. Suppression of the matter power spectrum due to baryonic 
physics in the MTNG740 hydrodynamic simulation relative to MTNG740- 
DM-1 (solid lines) and the predictions from the BACCO emulator (symbols) 
at z = 0 and z = 1. The lower subpanel shows the relative difference between 
the simulation and the emulator. 
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This suppression needs to be taken into account, in particular,
n weak gravitational lensing analysis, unless one restricts them
o comparatively large scales and thus gives up on considerable
osmological information. It is thus important to develop tools to
ccurately model the suppression. In Fig. 17 , we consider how
ell this suppression can be described by the BACCO emulator

Aric ̀o et al. 2021 ) at z = 0 and z = 1. The emulator matches
ur numerical results with impressive accuracy, albeit limited to the
arge-scale regime, k < 5 h Mpc −1 , for which the emulator has been
alibrated. Note that we use the BACCO parameters that match with
he TNG300 suppression obtained by Aric ̀o et al. ( 2021 ), which
eems adequate as MTNG740 and TNG300 give almost identical
esults (Pakmor et al. 2022 ) in the k -range of the BACCO emulator.
NRAS 524, 2556–2578 (2023) 
he level of agreement is nevertheless encouraging and suggests that
arametrizations like BACCO can be of great help to marginalize o v er
omplicated astrophysical effects such as AGN feedback. 

.2 Halo abundance and clustering 

reviously, it has already been shown that the presence and evolution
f gas and stars in hydrodynamical simulations affects the mass
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Figure 18. The differential halo mass functions as a function of halo mass ( M 200 c ; left-hand panel), and the main subhalo V max functions (right-hand panel) 
measured from the MTNG740 hydro and the MTNG740-DM-1 simulations at z = 0, as labelled. The lower subpanels show the ratio between the hydro halo 
mass and velocity functions with respect to their dark matter-only versions. We also show the mean of the A and B realizations as a red line. 
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f haloes (Vogelsberger et al. 2014 ; Springel et al. 2018 ). This is
ecause gas can be expelled from the inner regions of haloes thanks
o the baryonic feedback processes, directly modifying the mass of a 
alo and affecting its ability to grow through the attraction of further
atter. This mass change is expected to not only affect the abundance

f dark matter haloes as a function of mass, but also their clustering.
In the left-hand panel of Fig. 18 , we show the differential halo
ass function (HMF) measured from the full-hydro (solid lines) 

nd DM-only (dashed lines) runs of the MTNG740 (red lines), 
NG100 (green lines), and TNG300 (orange lines) simulations at 
 = 0, for comparison. In the bottom panels we show the residuals
n both cases. Compared to dark matter only, we can see that the

TNG740 hydro run predicts 20 per cent fe wer lo w-mass haloes
 M 200 c < 10 11 h 

−1 M �), an additional 10 per cent deficit of haloes
ith masses M 200 c ∼ 10 13 h 

−1 M �, and also an enhancement of the
ost massive haloes ( M 200 c > 10 14 h 

−1 M �) of ∼ 5 per cent . These
esults reaffirm the findings of Springel et al. ( 2018 ) for the TNG
hysics models. 
Full hydrodynamical simulations also offer the possibility to 

xplore predictions for the number of dark matter substructures. In 
he right-hand panel of Fig. 18 , we show the differential subhalo V max 

unction at z = 0. We use only the most massive (central) subhaloes to
easure such velocity functions from the full-physics and DM-only 
TNG740 runs, as well as for TNG100 and TNG300. 
We find that there is a lack of low-velocity subhaloes, V max ∼

25 km s −1 , of around 20 per cent in the hydro simulation; this is
onsistent with what we showed in the right-hand panel of Fig. 18
or low-mass haloes. Also, we can see that there is a peak in the

TNG740-hydro velocity functions at V max ∼ 310 km s −1 produc- 
ng 30 per cent more subhaloes with respect to DM-only simulations.
his peak divides the subhalo population into two samples. On one 
and, we hav e low-v elocity subhaloes that are affected strongly by
upernovae feedback and which are related to low-mass haloes, and 
n the other hand, there are high-velocity subhaloes that occupy 
luster-like haloes, and which are more strongly influenced by AGN 

eedback. 
s
Of particular rele v ance observ ationally is ho w the structural
hanges in the properties of haloes are reflected in their clustering
roperties. Note that changes of halo properties invariably introduce 
ifferences in sample selection, which can in turn influence the clus-
ering signal. To obtain a first quantitative assessment of this we con-
ider in Fig. 19 halo samples of different space densities ( n h = 3 ×
0 −3 h 

3 Mpc −3 , 1 × 10 −3 h 

3 Mpc −3 , and 3 × 10 −4 h 

3 Mpc −3 ), either
elected as a function of halo mass, or as a function of the halo max-
mum circular velocity. Note that the latter can be strongly affected
y effects such as adiabatic compression due to baryonic physics, 
ven if the halo virial mass itself does not change (as we showed in
he left-hand panel of Fig. 18 ). We give measurements at z = 0 both
or real-space (upper panels) and redshift-space (bottom panels). 

Interestingly, we find substantial differences in the clustering 
mplitudes on all scales. While they are comparatively small at 
he level of 2 per cent for mass selected samples in both real-
nd redshift-space, they become larger ( > 5 per cent ) and sample-
ensity dependent on small-scales. Our results are consistent with 
revious findings by Beltz-Mohrmann & Berlind ( 2021 ) for the
NG300 simulation. For circular velocity selected samples, the 
ifferences are substantial, amounting to ∼ 5 per cent at large scales. 
or distances of the order of 1 h 

−1 Mpc and smaller, strong halo
xclusion effects that depend on the sample density become highly 
oticeable in real space whereas they are partially alleviated in 
edshift space. Overall, these results stress once more the strong 
mpact of the sample selection on any clustering analysis (see also
ngulo et al. 2012 ). 

 SUMMARY  A N D  C O N C L U S I O N S  

n this paper, we have introduced the MILLENNIUMTNG simulation 
roject. Our flagship runs consist of two fixed-and-paired DM- 
nly simulations with 4320 3 dark matter particles in a volume of
00 3 h 

−3 Mpc 3 (which is the same volume as in the iconic MILLEN-
IUM run; Springel et al. 2005 ), a single full-physics hydrodynamical 
imulation which evolves 2 × 4320 3 dark matter and gaseous 
MNRAS 524, 2556–2578 (2023) 
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Figure 19. The halo two-point correlation function in real-space (upper panels) and redshift-space (lower panels) for three different halo number density 
cuts, n h = 3 × 10 −3 h 3 Mpc −3 (blue lines), n h = 1 × 10 −3 h 3 Mpc −3 (green lines), and n h = 3 × 10 −4 h 3 Mpc −3 (red lines), at redshift z = 0 for M 200 c - and 
V max -selected haloes, as labelled. The lower subpanels show the relative difference between the MTNG740 hydro and the MTNG740-DM measurements. 
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esolution elements in the same cosmological volume from z =
3 to the present time, and an extremely large simulation with more
han a trillion dark matter particles which also includes massive
eutrinos ( �m ν = 0 . 1 eV ) in a volume of (3 Gpc ) 3 . The full-hydro
imulation employs the ILLUSTRISTNG model of galaxy formation
Weinberger et al. 2017 ; Pillepich et al. 2018a ). In addition, we have
omplemented the simulation set with a number of smaller runs to
nvestigate resolution dependence, box-size dependence, as well as
he impact of different neutrino masses. 

In this paper, we have introduced the primary technical aspects
f the runs (see Table 1 ) and describe their data products. Ho we ver,
ur analysis only focuses on the matter clustering and halo statistics
f the DM-only and full-physics MTNG740 runs. An in-depth
NRAS 524, 2556–2578 (2023) 
nalysis of the MTNG-neutrino simulations will be presented in a
orthcoming paper. 

We have performed a series of convergence tests by comparing
he measured non-linear matter power spectrum (see Fig. 2 ), the halo

ass functions for two halo mass definitions ( M 200 c and M FoF ; shown
n Figs 4 and 5 , respectively), and the real-space halo clustering
or three halo mass selected samples (Fig. 6 ) at z = 0 and z = 1,
f our level-1 run with the lower resolution simulations. We find
ub per cent agreement between the 4320 3 and 2160 3 resolutions
or all measurements o v er a large range of scales and halo masses.
dditionally, we have assessed the convergence of our numerical

alculations by comparing the non-linear matter clustering and halo
bundances of the MTNG740-DM and MTNG185-DM boxes (see
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ig. 7 ). The two simulated volumes agree very well ( � 2 per cent )
nd the largest differences are directly associated with effects due to 
he limited volume of the MTNG185-DM run. 

We have shown that computing two realizations of a given 
odel using fixed-and-paired N -body simulations allows us to make 

ccurate cosmological predictions at large scales despite the still 
uite limited volume (see Fig. 8 ), and that this technique yields
esults comparable to those predicted by the mean of one hundred 
ndependent realizations (Fig. 9 ). This confirms that the fixed- 
nd-paired technique ef fecti vely boosts the statistical po wer that is
chie v able with a given simulation volume. 

We have compared the non-linear boost factor, equation ( 6 ), and
he halo mass functions from a set of recent cosmological emu- 
ators ( COSMICEMU , BACCO , EUCLIDEMULATOR2 , and DARKQUEST ) 
o measurements from our simulations, finding reasonably good 
greement in all the cases o v er the range where the emulators
ere calibrated (Figs 10 and 11 ). This can be viewed both as a

eassuring confirmation of the high-quality calibration reached by 
hese emulators, as well as an independent test of our simulation 
esults if one already trusts these emulators. 

We have also given a first impression of the large-scale clustering 
f matter and haloes around the BAO scale in Fourier space (Figs 12
nd 13 ). We have shown that the MTNG740 simulations have enough
tatistical power and volume to extract the BAO features through the 
ilation parameter, α. We also show the linear halo bias for M 200 c 

nd V max -selected haloes in Fig. 14 . 
We have validated the clustering of different matter compo- 

ents (dark matter, gas, stars, and black holes) of the full-physics
TNG740 simulation by comparing with results from the TNG100 

nd TNG300 simulations (see Figs 15 and 16 ), finding good agree-
ent between MTNG and its TNG predecessors. We also compared 

he suppression of the total matter power spectrum due to baryonic 
hysics between MTNG and the BACCO emulator (see Fig. 17 ), 
nding sub per cent agreement on scales k < 5 h Mpc −1 . The halo
nd substructure abundances (Fig. 18 ) are also in good agreement 
etween MTNG740 and TNG100/300. 

Finally, we hav e e xplored baryonic effects on halo clustering in
eal- and redshift-space at z = 0 in Fig. 19 . We find that baryons affect
he clustering of M 200 c -selected haloes between ∼ 2 per cent in real- 
pace up to > 20 per cent in redshift-space. The clustering of V max -
elected haloes is modified even more, here the inclusion of baryons 
auses differences of ∼ 50 per cent in both real- and redshift-space. 

Numerical calculations of the size of the MTNG simulations are 
eeded to assist modern galaxy surv e ys in achieving their goals to
onstrain cosmological parameters at the sub per cent level. With 
he MTNG project, we aim to produce realistic mock galaxy cata- 
ogues using the physically moti v ated TNG model in combination 
ith semi-analytical models of galaxy formation. Ho we ver, before 
resenting galaxy mock catalogues constructed in this manner, we 
eed to carefully assess the reliability of the model foundations; i.e. 
hether the MTNG simulations pass tests of numerical accuracy. 

n this paper, we hav e e xamined this question and arrived at
n af firmati ve assessment, making us confident that the MTNG 

imulations are a powerful tool to study a number of cosmological 
uestions, some of them we address both in our companion papers 
nd in our forthcoming work. 
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