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A B S T R A C T

Conventional machine learning methodologies require the centralization of data for model training, which may
be infeasible in situations where data sharing limitations are imposed due to concerns such as privacy and
gradient protection. The Federated Learning (FL) framework enables the collaborative learning of a shared
model without necessitating the centralization or sharing of data among the data proprietors. Nonetheless,
in this paper, we demonstrate that the generalization capability of the joint model is suboptimal for Non-
Independent and Non-Identically Distributed (Non-IID) data, particularly when employing the Federated
Averaging (FedAvg) strategy as a result of the weight divergence phenomenon. Consequently, we present
a novel boosting algorithm for FL to address both the generalization and gradient leakage challenges, as
well as to facilitate accelerated convergence in gradient-based optimization. Furthermore, we introduce a
secure gradient sharing protocol that incorporates Homomorphic Encryption (HE) and Differential Privacy
(DP) to safeguard against gradient leakage attacks. Our empirical evaluation demonstrates that the proposed
Federated Boosting (FedBoosting) technique yields significant enhancements in both prediction accuracy and
computational efficiency in the visual text recognition task on publicly available benchmarks.
1. Introduction

Personal data protection and privacy-preserved issues have partic-
ularly attracted researchers’ attention [1–7]. Typical machine learning
approaches that require centralized data for model training may not be
possible as restrictions on data sharing are in place. Therefore, decen-
tralized data-training approaches are more attractive since they offer
desired benefits in privacy preserving and data security protection.
FL [8,9] was proposed to address such concerns that allows individual
data providers to collaboratively train a shared global model without
aggregating the data centrally. McMahan et al. [9] presented a practical
decentralized training method for deep networks based on averaging
aggregation. Experimental studies were carried out on various datasets
and architectures, which demonstrated the robustness of FL on unbal-
anced and Independent and Identically Distributed (IID) data. Frequent
updating approach can generally lead to higher prediction performance
whereas the communication cost increases sharply, especially for the
large datasets [8–12]. Konečnỳ et al. [8] focused on addressing the
efficiency issue and proposed two weight updating methods, namely
structured updates and sketched updates approaches based on FedAvg
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to reduce the up-link communication costs of transmitting the gradients
from the local machine to the centralized server.

Prediction performance and data privacy are two major challenges
in FL research. On one hand, the accuracy of FL decreases signifi-
cantly on Non-Independent and Non-Identically Distributed (Non-IID)
data [13–21]. Zhao et al. [13] showed the weight divergence can be
measured quantitatively using Earth Mover’s Distance (EMD) between
the distributions over classes on each local machine and the global
population distribution. Hence, they proposed to share a small subset
of data among all the edge devices to improve model generalization on
Non-IID data. However, such a strategy is infeasible when restrictions
on data sharing are in place which usually leads to privacy breaching. Li
et al. [22] studied the convergence properties of FedAvg and concluded
a trade-off between its communication efficiency and convergence rate
is existed. They argued that the model converges slowly on heteroge-
neous datasets. Based on our empirical study in this paper, we confirm
that given Non-IID datasets, the training needs far more iterations to
reach an optimal solution and often fails to converge, especially when
the local models are trained on large-scale datasets with a small number
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Fig. 1. The schematic diagram of proposed FedBoosting and encryption protocol. There are two clients used for demonstration purpose, whereas the proposed method can work
with arbitrary number of local clients.
of batch size or the global model are aggregated after a large number of
epochs. The feasibility of adaptive aggregation through the utilization
of training and testing outcomes has been established [23,24]. On
the other hand, model gradient is generally considered to be safe to
share in the FL system for model aggregation. However, some studies
have shown that it is feasible to recover training data information
from model gradients. For example, Fredrikson et al. [25] and Melis
et al. [26] reported two methods that can identify a sample with
certain properties is in the training batch. Hitaj et al. [27] proposed
a Generative Adversarial Networks (GANs) model as an adversarial
client to estimate the distribution of the data from the output of other
clients without knowing their training data. Zhu et al. [28] and Zhao
et al. [29] demonstrated data recovery can be formulated as a gradient
regression problem assuming the gradient from a targeted client is
available, which is a largely valid assumption in most FL systems.
Furthermore, Generative Regression Neural Network (GRNN) proposed
by Ren et al. [30] consists of two branches of generative models, one
is based on GAN for generating fake training data and the other one
is based on fully-connected layer for generating corresponding labels.
The training data is revealed by regressing the true gradient and the
fake gradient generated by the fake data and relevant label.

In this paper, we propose FedBoosting method to address the weight
divergence and gradient leakage issues in general FL framework. In-
stead of treating individual local models equally when the global model
is aggregated, we consider the data diversity of local clients in terms of
the status of convergence and the ability of generalization. To address
the potential risk of data leakage via shared gradients, a DP based linear
aggregation method is proposed using HE [31] to encrypt the gradients
which provides two layers of protection. The proposed encryption
scheme only leads to a negligible increase in computational cost.

The proposed method is evaluated using a text recognition task
on public benchmarks, as well as a binary classification task on two
datasets, which demonstrates its superiority in terms of convergence
speed, prediction accuracy and security. The performance reduction
due to encryption is also evaluated. Our contributions are four-fold:
2

• We propose a novel aggregation strategy namely FedBoosting
for FL to address the weight divergence and gradient leakage
issues. We empirically demonstrate that FedBoosting converges
significantly faster than FedAvg while the communication cost
is identical to traditional approaches. Especially when the local
models are trained with small batch size and the global model are
aggregated after a large number of epochs, our approach can still
converge to a reasonable optimum whereas FedAvg often fails in
such case.

• We introduce a dual layer protection scheme using HE and DP
to encrypt gradients flowing between server and clients, which
protect the data privacy from gradient leakage attack.

• We show the feasibility of our method on two datasets by eval-
uating the decision boundaries visually. Furthermore, we also
demonstrate its superior performance in a visual text recognition
task on multiple large-scale Non-IID datasets compared to cen-
tralized approach and FedAvg. The experimental results confirm
that our approach outperforms FedAvg in terms of convergence
speed and prediction accuracy. It suggests FedBoosting strategy
can be integrated with other Deep Learning (DL) models in the
privacy-preserving scenarios.

• Our implementation of proposed FedBoosting is publicly available
to ensure reproducibility. It can also be run in a distributed
multiple Graphics Processing Units (GPUs) setup.1

The rest of the paper is organized as follows: In Section 2 the
related work on encryption method, collaborative learning and gradient
leakage are presented. The proposed method FedBoosting and relevant
encryption method are described in Section 3 and evaluated on a
text recognition task and a binary classification task. The details of
experiments and discussions on the results, as well as a performance
comparison, are provided in Section 4, followed by the conclusions in
Section 5.

1 https://github.com/Rand2AI/FedBoosting.

https://github.com/Rand2AI/FedBoosting
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Fig. 2. The illustration for the process of FedBoosting.
2. Related work

FL for privacy-preserving machine learning is proposed for training
a model across multiple decentralized edge devices or clients holding
local data samples [8,9,32–34]. More specifically, FL framework keeps
the raw data to the owners and trains the model locally at client nodes
individually, whereas gradients of those models are exchanged and
aggregated instead of data. Compared to Secure Multi-Party Compu-
tation (MPC) [35,36] which ensures a high level of security at the
price of expensive cryptography operations, FL has loosened security
requirements that enables more efficient implementation and lower
running cost. Since there is no explicit data exchange, FL does not
require adding noises to the data as DP [37–41], nor encrypting data
into homomorphic phase to fit a homomorphic operation as HE [1,42–
44]. Gradient aggregation from local models is one of the core research
problems in FL. Mcmahan et al. [9] introduced the FedAvg method
for training deep neural networks over multiple parties, where the
global model takes the average of gradients from local models, i.e.
𝜔′ =

∑𝑁
𝑖

1
𝑁 𝜔𝑖, where 𝜔′ and 𝜔𝑖 are the gradients of global model and

the 𝑖𝑡ℎ local model, and 𝑁 is the total number of clients. The method is
evaluated on MNIST benchmark and demonstrates its feasibility on the
classic image classification task using Convolutional Neural Networks
(CNNs) as the learning model. Although the experimental results show
that FedAvg is suitable for both IID and Non-IID data, it is still a
statistical challenge of FL when a local model is trained on large-scale
Non-IID data. In this paper, our experimental results also support such
an argument, where the prediction accuracy and convergence rate drop
significantly with large-scale Non-IID data on FedAvg.

In the work [45], the authors had a comprehensive discussion on
adaptive weights aggregation for FL and proposed a flexible framework,
termed FedOPT, which is capable for many optimization algorithms.
They specialized the FedOPT to FedAdam, FedAdagrad and FedYOGI by
using three example optimization algorithms, Adam [46], Adagrad [47]
and YOGI [48]. This work mirrors the process of FedAvg closely,
diverging only at the final stage of weight aggregation. Upon obtaining
the averaged local gradients �̂�, the first-order matrices of momentum
𝑚 are computed for FedAdam, FedAdagrad, and FedYOGI, as detailed
in Eq. (1). However, the derivation of the second-order matrices of
variance 𝑣 is distinguished by algorithm. FedAdam utilizes Eq. (2),
while FedAdagrad and FedYOGI adopt Eqs. (3) and (4) respectively to
derive their second-order matrices.

𝑚𝑟 = 𝛽1𝑚𝑟−1 + (1 − 𝛽1)�̂�𝑟 (1)

𝑣𝑟 = 𝛽2𝑣𝑟−1 + (1 − 𝛽2)�̂�2𝑟 (2)

𝑣𝑟 = 𝑣𝑟−1 + �̂�2𝑟 (3)

𝑣𝑟 = 𝛽2𝑣𝑟−1 + (1 − 𝛽2)�̂�2𝑟 𝑠𝑖𝑔𝑛(𝑣𝑟−1 − �̂�2𝑟 ) (4)

where, 𝑟 is the training round, 𝛽1 and 𝛽2 are two momentum parame-
ters, 𝑠𝑖𝑔𝑛() is the symbolic functions. In the end, all those three methods
employ Eq. (5) for weights aggregation.

𝑤𝑟 = 𝑤𝑟−1 + 𝜂𝑡
𝑚𝑟

√
(5)
3

𝑣𝑟 + 𝜖
where, 𝜂𝑡 is the adaptive learning rate, calculated by:

𝜂𝑡 = 𝜂0

√

1 − 𝛽𝑟2
1 − 𝛽𝑟1

(6)

where 𝜂0 is the initial learning rate, 𝛽𝑟1 and 𝛽𝑟2 are the 𝑟th power of the
parameter 𝛽1 and 𝛽2.

The work in [49] aims to solve the high communication cost chal-
lenge in FL. They proposed a novel communication-efficient adaptive
federated learning method called FedCAMS. A theoretically analysis is
also provided for the guarantee of the model convergence. The authors
first improved FedAdam by using AMSGrad [50] with max stabiliza-
tion. Two optional methods are provided and the authors claimed that
a non-decreasing variance is indeed necessary to obtain the complete
proof with a positive 𝛽1. On the other hand, an error feedback compres-
sion strategy is employed for reducing the communication cost. While
in FedOPT and FedCAMS, they both gather the local updates 𝑔𝑖 and
average then to have the �̂�, then conduct the global model aggregation
work. That is to say, they both treated each client equally to have the
global updates �̂�. However, the basic opinion of the adaptive optimiza-
tion tends to treat each individual weight independently. Although the
work in FedOPT and FedCAMS utilized the adaptive way for global
model aggregation, the averaging processing does not distinguish the
contribution of local models trained on different dataset fairly. That is
because different datasets cause different convergence levels. Different
proportions should be given to each client.

FL is designed for privacy protected training as the data is kept and
processed locally. However, it has been highlighted in multiple studies,
e.g. [27,28,30], FL suffers from the so-called gradient leakage problem
that is the private training data can be recovered from the publicly
shared gradients with significantly high success rate. Hitaj et al. [27]
proposed a training data recovery approach from FL system using GAN.
It aims to generate similar training samples given one specific class
rather than recover the original training data directly. First, the global
FL model is trained as usual for several iterations to achieve a relatively
high accuracy. They assume that the malicious participant can obtain
one of client model and used as discriminator. Then an image generator
is updated based on the output of the discriminator given a targeted
image class. Finally, the well-trained generator can produce image
samples that are similar to the training data given the specified image
class. Zhu et al. [28] formulated the data recovery task as a gradient
regression problem, where the pixel values of input image are treated as
random variables that are optimized using back-propagation while the
shared model parameters are fixed. The object function measures the
Euclidean distance between the shared gradient in FL and the gradient
given by the random image input, which is minimized during the train-
ing phase. They hypothesized that the optimized input when the model
converges is as similar as the original training image that is stored
on local client alone. The experimental results on public benchmark
datasets proves the hypothesis is valid, which in turn indicates that
gradient sharing could lead to privacy data leakage. Our previous work
GRNN [30] further improves the success rate of leakage attack using
generative model for data recovery, particularly a large batch size is
used in training.
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Algorithm 1 FedBoosting with HE and DP: Server
1: build model and initialize weights 𝜔0;
2: for each round 𝑟 = 1, 2, ..., 𝑅 do
3: for each client 𝑖 ∈ 𝐶𝑁 do
4: if 𝑟 == 1 then
5: 𝑔∗𝑖𝑟 , 𝑇

𝑖
𝑟 ← 𝑇 𝑟𝑎𝑖𝑛(𝑟, 𝑖, 𝜔𝑟−1) via Algorithm 2.a;

6: else
7: 𝑔∗𝑖𝑟 , 𝑇

𝑖
𝑟 ← 𝑇 𝑟𝑎𝑖𝑛(𝑟, 𝑖, 𝐺∗

𝑟−1) via Algorithm 2.a;
8: end if
9: end for

10: for each client 𝑖 ∈ 𝐶𝑁 do
11: generate �̂�∗𝑖

𝑟 via Equ.(12);
12: 𝑉 𝑖

𝑟 ←
∑𝑁

𝑗 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑗, �̂�∗𝑖
𝑟 ) via Algorithm 2.b;

13: end for
14: generate 𝑝𝑖𝑟 via Equ.(8)&(10);
15: generate 𝐺∗

𝑟 via Equ.(11);
16: if 𝑟 == 𝑅 then
17: 𝜔𝑟 ← 𝐷𝑒𝑐𝑟𝑦𝑝𝑡(𝐺∗

𝑟 ) via Algorithm 2.c
18: end if
19: end for

3. Proposed method

Algorithm 2 FedBoosting with HE and DP: Client
a. Train(𝑟, 𝑖, 𝜔𝑟−1 || 𝐺∗

𝑟−1):
1: if 𝑖 == 1 then
2: generate key pair and sent to other clients
3: else
4: wait for key pair from 𝐶1
5: end if
6: if 𝑟 == 1 then
7: load 𝑇 𝑟𝑛𝐷𝑖, 𝑉 𝑎𝑙𝐷𝑖

8: else
9: decrypt 𝐺∗

𝑟−1 to 𝐺𝑟−1 by secret keys
10: 𝜔𝑟−1 = 𝜔𝑟−2 + 𝐺𝑟−1
11: end if
12: for each epoch 𝑒 = 1, 2, ..., 𝐸 do
13: for each batch 𝑏 = 1, 2, ..., 𝐵 do
14: 𝜔𝑟 ← 𝜔𝑟−1 − 𝜂 ⋅ ∇𝑓 (𝑇 𝑟𝑛𝐷𝑖,𝑏, 𝜔𝑟−1)
15: end for
16: end for
17: 𝐺𝑖

𝑟 = 𝜔𝑟 − 𝜔𝑟−1
18: 𝑔𝑖𝑟 = ⌊(𝐺𝑖

𝑟 ∗ 1𝑒32)∕𝑃 ⌉ and generate 𝑔∗𝑖𝑟 by public keys
19: 𝑇 𝑖

𝑟 ← 𝑓 (𝑇 𝑟𝑛𝐷𝑖
|𝜔𝑟)

20: return 𝑔∗𝑖𝑟 , 𝑇
𝑖
𝑟 to server

b. Evaluate(𝑗, �̂�∗𝑖
𝑟 ):

1: decrypt �̂�∗𝑖
𝑟 to �̂�𝑖

𝑟 by secret keys
2: �̂�𝑖

𝑟 = 𝜔𝑟−1 + �̂�𝑖
𝑟

3: 𝑉 𝑖,𝑗
𝑟 ← 𝑓 (𝑉 𝑎𝑙𝐷𝑗

|�̂�𝑖
𝑟))

4: return 𝑉 𝑖,𝑗
𝑟 to server

c. Decrypt(𝐺∗
𝑟 ):

1: decrypt 𝐺∗
𝑟 to 𝐺𝑟 by secret keys

2: 𝜔𝑟 = 𝜔𝑟−1 + 𝐺𝑟
3: return 𝜔𝑟 to server

3.1. FedBoosting framework

The algorithm known as FedAvg [9] facilitates the production of a
consolidated model by computing the mean of the gradients originating
from distinct local clients. This approach simplifies the centralization
of distributed learning but exhibits certain caveats. In scenarios in-
volving Non-IID data, the heterogeneous nature of data distribution
across different clients leads to distinct convergence directions of the
local model weights. This inconsistency, a natural consequence of the
4

Non-IID characteristics, introduces significant challenges to the appli-
cation of the FedAvg algorithm. When the local datasets are Non-IID,
the variances in data distribution can cause the weights of the local
models to diverge significantly. A simple averaging scheme, as utilized
in FedAvg, may thus perform suboptimally, especially in cases where
pronounced biases and extreme outliers are present in the data. In these
situations, the straightforward approach of averaging the gradients
can lead to a loss of valuable information and may skew the overall
model in a way that does not truly represent the underlying data. This
has led to the study of more sophisticated strategies that go beyond
averaging and take into account the uniqueness of each local dataset.
For instance, weighted averaging or other adaptive schemes might be
employed, where the contributions from each local model are balanced
based on factors such as data distribution, quality, or relevance to
the overall learning task [13,22,51]. These advanced techniques can
lead to a more robust and accurate global model that can handle the
complex nuances of Non-IID data distribution, thus overcoming some
of the inherent limitations of the traditional FedAvg method. Therefore,
we propose using boosting scheme, namely FedBoosting, to adaptively
merge local models according to the generalization performance on
different local validation datasets. Meanwhile, in order to preserve data
privacy, information exchanges among decentralized clients and server
are prohibited. Hence, instead of exchanging data between clients,
encrypted local models are exchanged via the centralized server and
validated on each client independently. More details are shown in
Fig. 1.

Compared to FedAvg, our proposed FedBoosting strategy evaluates
the fitness and general performance of each client model, and corre-
spondingly adjusts the global model by utilizing varying weights from
all client models. This is accomplished by generating three distinct
sets of information from each client: local gradients 𝐺𝑖

𝑟, training loss
𝑇 𝑖
𝑟 , and cross-validation loss 𝑉 𝑖,𝑗

𝑟 . Here, 𝐺𝑖
𝑟 and 𝑇 𝑖

𝑟 represent the local
gradients and training loss of the 𝑖th local model during the 𝑟th training
round, while 𝑉 𝑖,𝑗

𝑟 is the cross-validation loss of the 𝑖th local model on
the 𝑗th local validation dataset in the 𝑟th training round. The local
gradients 𝐺𝑖

𝑟 are subsequently shared with all other clients through
the centralized server. In addition, the cross-validated loss 𝑉 𝑖,𝑗

𝑟 (where
≠ 𝑗) can be obtained from all other clients. Both training and cross-
alidation losses serve as performance measures for local models. The
odel’s large training loss can imply inadequate convergence and a

ack of generalization ability, yet it may also mean the model’s gradient
olds ample information for training. Conversely, a low training loss
oes not assure good generalization ability (over-fitting) and may imply
ess training data. Consequently, validation losses are also a factor to
e considered. The aggregation weight of a local model’s contribution
o the global model is determined by these two kinds of losses, as
emonstrated in Eq. (8). On the server side, all validation results for the
th model are aggregated, denoted as 𝑉 𝑖

𝑟 , representing the 𝑖th model’s
eneralization ability. To facilitate convergence, a softmax layer is

utilized, which takes 𝑇𝑟 as input. The outputs along with 𝑉 𝑖
𝑟 are then

sed to calculate the aggregation weight 𝑝𝑖𝑟. During the current round of
ggregation, the updated global gradients 𝐺𝑟 are derived by combining

all the local gradients 𝐺𝑖
𝑟 according to their corresponding weight 𝑝𝑖𝑟.

Please see Fig. 2 for more details.

𝐺𝑟 =
𝑁
∑

𝑖
𝑝𝑖𝑟𝐺

𝑖
𝑟; ∀𝑝

𝑖
𝑟 ∈ [0, 1], (7)

𝑝𝑖𝑟 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑇 𝑖
𝑟 ) ⋅

𝑁
∑

𝑗≠𝑖
𝑉 𝑖,𝑗
𝑟 ), (8)

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑇 𝑖
𝑟 ) =

𝑒𝑥𝑝(𝑇 𝑖
𝑟 )

∑𝑁
𝑗=1 𝑒𝑥𝑝(𝑇

𝑗
𝑟 )

, (9)

𝑉 𝑖,𝑗
𝑟 =

⎛

⎜

⎜

⎜

⎜

𝑉 1,1
𝑟 𝑉 1,2

𝑟 ⋯ 𝑉 1,𝑗
𝑟

𝑉 2,1
𝑟 𝑉 2,2

𝑟 ⋯ 𝑉 2,𝑗
𝑟

⋮ ⋮ ⋱ ⋮
𝑖,1 𝑖,2 𝑖,𝑗

⎞

⎟

⎟

⎟

⎟

(10)
⎝
𝑉𝑟 𝑉𝑟 ⋯ 𝑉𝑟 ⎠
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where 𝑇 𝑖
𝑟 and 𝑝𝑖𝑟 are training loss and mixture coefficient for the 𝑖th

local model.
In addition, the proposed FedBoosting scheme is resilient to some

malicious attacks, such as data poisoning. For instance, when a mali-
cious client injects poisoned data into the training set and the contam-
inated local model is aggregated with the same weight as other clean
models, our method can mitigate as the validation scores of the toxic
model on other clients will be significantly lower, which in turn leads
to a significantly lower aggregation weight.

3.2. HE aggregation with quantized gradient

HE ensures that the computation can be carried out on the en-
crypted data as 𝐸𝑛𝑐(𝐴) ∙ 𝐸𝑛𝑐(𝐵) = 𝐸𝑛𝑐(𝐴 ∗ 𝐵), where ‘‘∙’’ stands for
operation on encrypted data and ‘‘∗’’ is operation on plain data. Since
the FedBoosting involves computing the global model based on local
gradient, the HE is used in our method to ensure the aggregation and
gradient exchange among clients and server are secure. In FedBoosting,
local models are trained on each client and then local gradients are
transmitted to the server, where all local gradients are integrated to
build global gradients in every round of aggregation. To preserve
gradient information, FedBoosting utilizes the HE method, Paillier [31].
Once the training starts, a pair of HE keys are shared among clients.
The public key is used to encrypt gradients and the secret key is
for decryption. After a round of local training, local gradients can be
calculated by 𝐺𝑖

𝑟 = 𝜔𝑖
𝑟 −𝜔𝑟−1, where 𝜔𝑟−1 is the global weight from last

round and 𝜔𝑖
𝑟 is the weight after training at current round.

It is infeasible to encrypt 𝐺𝑖
𝑟 and transmit it to the server directly,

s Paillier can only process integer value. To address this issue, we
ropose to convert 𝐺𝑖

𝑟 into scaled integer form, denoted as 𝐺′𝑖
𝑟 by

multiplying with 1𝑒32. As the weighting scheme at the server side
will break the integer-only constrain for homomorphic computation,
to ensure the correctness of aggregation, we divide 𝐺′𝑖

𝑟 into 𝑃 pieces
and then round to an integer according to 𝑔𝑖𝑟 = ⌊𝐺′𝑖

𝑟 ∕𝑃 ⌉. There is
a negligible precision loss as only the last few bits are dropped. For
example, in the case of 𝑃 = 10, the value loss is only at the 32th bit,
similarly, for 𝑃 = 100, the loss is at the 31th and 32th bits. Finally, 𝑔𝑖𝑟
is encrypted using Paillier and the encrypted 𝑔∗𝑖𝑟 is transmitted to the
server. On the contrary, the client weight 𝑝𝑟 is converted to an integer
by multiplying 𝑃 followed by a rounding operation. In FedBoosting,
the aggregation weight is computed with respect to Eqs. (8) & (10).
The final encrypted global gradients 𝐺∗

𝑟 can be computed by merging
all gradients from clients (see Eq. (11)). The final encrypted global
gradients 𝐺∗

𝑟 is then transmitted back to each client to be decrypted and
generate global weights by 𝜔𝑟 = 𝜔𝑟−1 +𝐺𝑟, where 𝐺𝑟 is decrypted from
𝐺∗
𝑟 . The proposed secure aggregation approach using HE with quantized

gradient is generalizable that can also be used for FedAvg.

𝐺∗
𝑟 =

𝑁
∑

𝑖
⌊𝑝𝑖𝑟 ⋅ 𝑃 ⌉ ⋅ 𝑔

∗𝑖
𝑟 ; ∀𝑝𝑖𝑟 ∈ [0, 1] (11)

3.3. DP fusion for local model protection

Local gradient between client and server is protected by HE as
aforementioned. While in our proposed FedBoosting mechanism, local
models are shared with all the other clients for cross-validation, and
all clients have the same key pair. FedAvg shows that the uniformly
combined global model is capable of performing similarly as any local
model. Therefore, to protect gradient privacy among clients, inspired by
DP, we propose to perturb individual local models using a linearly com-
bination of with HE-encrypted local models, where the target model
takes dominant proposition giving highest weight. Only the perturbed
local models are shared among clients for cross-validation. Empirically,
the reconstructed model performs similarly to the local model. Once
the server receives all the encrypted local gradients piece 𝑔∗𝑖𝑟 ,∀𝑖 =
5

1, 2,… , 𝑁 , the server randomly generates 𝑁 sets of private fusing r
weights within which the corresponding local model always takes the
largest proposition. Then, the server computes 𝑁 reconstructed local
model using the HE according to the 𝑁 sets of weights (see Eq. (12)).

�̂�∗𝑖
𝑟 = ⌊�̂� ⋅ 𝑃 ⌉ ⋅ 𝑔∗𝑖𝑟 +

𝑁
∑

𝑗∶𝑗≠𝑖
⌊

(1 − �̂�) ⋅ 𝑃
𝑁 − 1

⌉ ⋅ 𝑔∗𝑗𝑟 (12)

here �̂�∗𝑖
𝑟 is the 𝑖th dual-encrypted whole gradient in round 𝑟. Finally,

the server distributes the reconstructed local models to all clients for
cross-validation. As DP is used on the server for linear combination and
HE is used on the client, the model is restrictively protected during the
exchanging process among server and clients. The performance of local
model might drop due to either precision loss using quantized HE and
linear reconstruction for cross-validation. However, in Fig. 6, our exper-
imental results show that there is no significant loss in testing accuracy.
Therefore, the privacy budget 𝜖 can be expressed as the logarithm of
the performance drop 𝑑 induced by the linear reconstruction outlined
s 𝜖 = ln 𝑑.

. Experiments

.1. Decision boundary comparison using synthetic dataset

We firstly conducted the evaluations using two datasets to compare
he decision boundary between FedAvg and FedBoosting. The task is
binary classification problem with 2D feature in order to provide a

isible visualization for the decision boundary. We assume the data is
ubjected to a 2D Gaussian distribution and two datasets was randomly
ampled with different mean centers and stand deviations in order to
imulate the Non-IID scenario. Individual dataset was used for training
n a client and the global model were aggregated using FedAvg and
roposed FedBoosting, where each of them contains 40 000 samples
nd was split into a training set and a testing set by a proportion
f 9:1. Fig. 3(d), (e), and (f) show those two training datasets and
he combined testing dataset respectively. A simple neural network
as adopted that contains 2 fully-connected layers following by a
igmoid activation layer and a Softmax layer respectively. The first
ully-connected layer has 8 hidden nodes and the second one has 2
idden nodes. The optimizer is Adam whose learning rate is 0.003.

All the models trained by FedBoosting outperform those trained by
FedAvg with batch size of 8 and epoch of 1. Fig. 3(a) and (b) present
the visualizations of decision boundary of global models trained using
FedAvg, FedBoosting and a centralized training scheme respectively.
It can be concluded that the proposed FedBoosting can form a sig-
nificantly smoother decision boundary compared to FedAvg approach.
In addition, the decision boundary of our method is much closer to
the model that was trained using centralized scheme, where both two
datasets are used together. This study shows that our method is more
generalizable in principle.

4.2. Evaluation on text recognition task

We adopt CRNN [52] as the local neural network model for text
recognition mission. CRNN uses VGGNet [53] as the backbone network
for feature extraction, where the fully-connected layers are removed
and the feature maps are unrolled along the horizontal axis. To model
the sequential representation, a multi-layer Bidirectional Long-Short
Term Memory (BiLSTM) network [54] is placed on the top of the
convolutional layers that take the unrolled visual features as input
and models the long-term dependencies within the sequence in both
directions. The outputs of BiLSTM are fed into a Softmax layer, and each
element unrolled sequence is projected to the probability distribution
of possible characters. The character with the highest Softmax score is
reated as an intermediate prediction. Connectionist Temporal Classifi-
ation (CTC) [55] decoder is utilized to merge intermediate prediction
o produce the final output text. For more details of CRNN model, the

eader can refer to its original publication [52].
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Fig. 3. The figures (a), (b) and (c) in the first row show the decision boundaries of global models trained using FedAvg, FedBoosting and non FL method (centralized training
scheme). The figures (d), (e) and (f) in second row show two training datasets for two clients in a FL setting and the testing dataset. The model obtained in figure (c) is trained
using all datasets including (d) and (e).
Fig. 4. Visual example of training images taken from Synth90K (top two rows) and SynthText (bottom two rows) datasets.
4.2.1. Experimental setting
The proposed model is trained on two large-scale synthetic datasets,

Synthetic Text 90k and Synthetic Text, without fine-tuning on other
datasets. Models are tested on other four standard datasets to eval-
uate their general recognition performances. For all experiments, the
prediction performance is measured using word-level accuracy.

Synthetic Text 90k [56] (Synth90K) is one of two training datasets
for all the experiments in this paper. The dataset contains about 7.2
million images and their corresponding ground truth words. We split
the images into two sets for FedBoosting, the first one containing 6.5
million images is for training, the rest is for validation which contains
0.7 million images.

Synthetic Text [56] (SynthText) is the second training dataset
we used. The dataset has about 85K natural images containing many
synthetic texts. We cropped all the texts via labeled text bounding
boxes to build a new dataset of 5.3 million text images. We split it
into training dataset of 4.8 million images and validation dataset of
0.5 million images for FedBoosting.
6

IIIT 5K-Words [57] (IIIT5K) is collected from the internet contain-
ing 3000 cropped word images in its testing set. Each image contains
a ground truth word.

Street View Text [58] (SVT) is collected from the Google Street
View, consists of 647 word images in its testing set. Many images are
severely corrupted by noise and blur, or have very low resolutions.

SCUT-FORU [59] (SCUT) consists of 813 training images and 349
testing images. The background and illumination vary in large scales
in the dataset.

ICDAR 2015 [60] (IC15) contains 2077 cropped images with rel-
atively low resolutions and multi-oriented texts. For fair comparison,
we discard the images that contain non-alphanumeric characters, which
results in 1811 images.

Fig. 4 shows some visual examples from Synth90K and SynthText,
where large variation of backgrounds and texts can be observed in the
images between two datasets. Therefore, we can conclude that two
datasets are of Non-IID. All the training and validation images are
scaled to the size of 100 ∗ 32 in order to fit the model using mini-
batch and accelerate the training process. Testing images in Tables 1
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Table 1
Recognition accuracies (%) on four testing datasets. ‘‘90K’’ and ‘‘ST’’ stand for Synth90K and SynthText datasets respectively. The results of
the first row (CRNN*) and the second row (CRNN) are produced by the normal CRNN model without using FL framework, where CRNN*
corresponds to accuracies reported in [52] and CRNN corresponds to the results reproduced using our implementation.

Method Dataset #Batch #Epoch IIIT5K SVT SCUT IC15

CRNN* 90K – – 81.20 82.70 – –

CRNN

ST 512 – 76.07 77.60 89.38 55.92
ST 800 – 73.69 78.00 86.94 58.88
90K 512 – 80.95 86.40 87.49 67.43
90K 800 – 80.71 83.60 87.80 62.50
ST & 90K 512 – 83.81 90.40 93.08 71.71
ST & 90K 800 – 85.48 88.00 93.78 72.70

FedAvg

ST & 90K 512 1 85.48 87.60 93.31 73.36
ST & 90K 512 3 80.83 87.60 91.11 64.80
ST & 90K 800 1 86.67 89.60 94.49 72.37
ST & 90K 800 3 81.82 88.00 93.47 70.07

FedAdam
ST & 90K 256 1 84.56 89.20 93.65 70.87
ST & 90K 512 1 85.33 88.40 93.21 73.40
ST & 90K 800 1 87.30 89.60 93.94 73.58

Ours
(two clients)

ST & 90K 256 1 85.83 89.20 94.26 72.37
ST & 90K 256 3 84.88 91.20 94.65 70.07
ST & 90K 512 1 85.12 88.00 93.39 74.34
ST & 90K 512 3 87.38 90.80 93.86 70.39
ST & 90K 800 1 87.62 89.20 94.18 75.99
ST & 90K 800 3 85.60 91.60 94.65 70.72

Ours
(four clients)

ST & 90K 256 1 85.93 89.60 94.48 72.25
ST & 90K 512 1 86.38 89.20 92.90 74.37
ST & 90K 800 1 87.92 90.40 94.78 75.79
and 3 are scaled proportionally to match with the height of 32 pixels.
While in Figs. 5, 6 and 7, testing images are processed in the same
way with what training and validation images do aforementioned. The
testing images whose label length are less than 3 or more than 25
characters are dropped out due to the limitation of CTC. In one case,
we deploy the Synth90K and SynthText datasets on two clients each.
n the other case, we split the two Synth90K and SynthText datasets
nto four subsets and spread them across four clients. On the local
raining nodes, AdaDelta is used for back-propagation optimization and
he initial learning rate is set to 0.05. Regarding to HE we set 128 as
ey size in bits. The whole gradient are split into 100 pieces and �̂� = 0.9.
ur method is implemented using Keras and Tensorflow, and the source
ode is publicly available to ensure reproducibility, which can be run
n a distributed multiple GPUs setup.

.2.2. Classification results
Table 1 shows the comparison results on testing datasets with

ifferent training hyper-parameters including batch size, number of
poch and client number. The results of the first row (CRNN*) and the
econd row (CRNN) are produced by the original CRNN model without
sing FL framework, where CRNN* corresponds to accuracies reported
y its authors in [52] and CRNN corresponds to the results reproduced
y us. Compared to the original CRNN model, FedAvg shows a decent
mount of improvement. For example, the FedAvg model with batch
ize of 800 and epoch of 1 reports 86.67% on IIIT5k dataset, where
n improvement of 1.19% is achieved compared to CRNN that is of
5.48% using the same setting. An improvement of 1.65% of FedAvg
ith the batch size of 512 and epoch of 1 can be observed on IC15
ataset. FedAdam [45] exhibits a slight advantage over FedAvg in many
ases, but the difference is not substantial. This is because FedAdam,
ike FedAvg, averages all the local models, introducing local model
ivergence into the global model. Despite the application of Adam fol-
owing the averaging process in FedAdam, the negative consequences
f local model divergence on the global model’s performance remain
ignificant. More importantly, the proposed FedBoosting achieves the
ighest accuracy across all the four testing datasets, where 87.92%,
1.60%, 94.78% and 75.99% are reported on IIIT5k, SVT, SCUT and
C15 respectively. Our method outperforms both FedAvg and non-
7

L methods by significant margins. In addition, we investigated the
impact of the client count on performance by examining two distinct
configurations: two clients and four clients. Generally, it is found that
the models trained using four clients tend to outperform those trained
with two clients. This can be attributed to the division of the two large-
scale datasets into four subsets, thereby reducing the training iteration
count in each epoch. As previously mentioned, fewer iterations result
in a reduction in model divergence. More qualitative results are shown
in Table 2.

It can be observed that the FedAvg models with bigger batch size
and smaller epoch have better performance. In other words, the models
perform better when model integration occurs more frequently, which
however will increase the communication cost. In Table 1, the model
with 256 batch size and 1 epoch even produces no result due to model
divergence after a few rounds of integration. The potential reason could
be the extreme differences in parameters that are learned on each local
machine. Fig. 5 shows the comparison of convergence curves between
FedAvg and proposed FedBoosting. The convergence curves of FedAvg
model with smaller batch size or larger epoch are always lower than the
curves of larger batch size or smaller number of epoch. For example, by
the strategy of FedAvg, the model with batch size of 800 and epoch of
1 (iterated 6689 and 9030 times per epoch on SynthText and Synth90K
datasets respectively) performs significant better than the model with
batch size of 512 and epoch of 3 (iterated 10,452 and 14,110 times
per epoch on SynthText and Synth90K datasets respectively) on IIIT5K
testing dataset. On the other hand, the accuracy curves of FedBoosting
models (see the second row in Fig. 5), do not have such issue. Therefore,
we can conclude that the boosting strategy we propose can overcome
the model collapse issue of FedAvg to a great extent.

4.2.3. Encryption impact
Table 3 provides the comparison results on three testing datasets

(IIIT5K, SVT and IC15) with different FL gradients merging methods
and encryption modes under the hyper-parameters of 800 batch size
and 1 epoch. The results of FedAvg illustrate that by using HE, although
it has slight precision loss in processing of dividing the whole gradient
into many pieces, accuracy has nearly no reduction on testing datasets.
Even it has accuracy raising on IC15 dataset from 72.37% to 73.00%.
On the other two testing datasets, the losses of accuracy are 0.27%

and 1.6% separately. Same for FedBoosting models, testing results show
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Table 2
Visual example of testing results using FedAvg and FedBoosting models with a batch size of 512 and epochs of 3. Incorrectly predicted
characters are highlighted in red, and green characters in brackets are the ones missing from the predictions.
a slight accuracy reduction which can be tolerant when only use HE.
While adding DP into FedBoosting with HE, it has nearly no affection on
the accuracy of global model. As DP encryption is only used to encrypt
local gradients between clients for evaluation and get the results on all
clients’ validation datasets. Table 4 illustrates the influence of DP on the
local model’s performance. Validation experiments employing DP are
executed on separate clients, necessitating the involvement of HE. We
8

posited that HE exerts negligible effects on validation accuracy, given
that it only alters the final two digits out of 32 decimal places. The
perturbation to 𝑝𝑟 is relatively minimal referring to Eq. (8), leading to
the conclusion that DP has a limited impact on the generation of global
gradients. However, testing results have a fall down between common
FedBoosting and encrypted FedBoosting models, e.g. accuracy reduced
from 87.62% to about 85% on IIIT5K and also have an approximately
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Fig. 5. Testing accuracy of FedAvg (first row) and FedBoosting (second row) models over rounds with datasets of IIIT5K, SCUT and IC15. ‘‘1E800B’’ means the model is trained
on client with 800 batch size and 1 epoch. All samples in these testing parts are resized to 100 ∗ 32, which is different with the processing in Table 1.
Fig. 6. Testing accuracy of FedAvg (first row) and FedBoosting (second row) models with and without using encryption protocol over training rounds on IIIT5K, SVT and IC15
datasets.
3% on IC15. That is normal fluctuate for training DL models. Although
all three testing accuracies have different degrees of reduction, from the
curve lines in Fig. 6, accuracy climbing trend presents the differential
under different encryption modes. It can be observed that differentials
on most testing datasets are rather small.
9

4.2.4. Discussion on training and validation results
We then consider that the reason for the divergence issue is the

quality of datasets, see Fig. 4. That is to say, each local model trained
on different private datasets has surely different generalization abilities.
In our experiments, aggregating the global model rudely by averaging
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Fig. 7. Performance comparison on how the training results affect the model performance. Solid lines refer to global models aggregated with training and validation results, while
dash lines refer to global models aggregated only with validation results.
Table 3
Recognition accuracies (%) on three testing datasets. All experiments are using batch
size of 800 and epoch of 1.

Method Encryption IIIT5K SVT IC15

FedAvg N/A 86.67 89.60 72.37
HE 86.40 88.00 73.00

FedBoosting
N/A 87.62 89.20 75.99
HE 85.12 88.40 72.70
HE+DP 85.00 88.80 72.37

Table 4
Validation accuracies from local models without and with linear reconstruction.

Client #Batch/#Epoch w/o DP w/ DP Gap

1 256/1 94.34% 92.23% −2.11%
2 90.32% 86.83% −3.49%

1 256/3 95.81% 92.82% −2.99%
2 90.26% 86.92% −3.34%

1 512/1 94.09% 92.31% −1.78%
2 88.34% 85.29% −3.05%

1 512/3 96.46% 92.89% −3.57%
2 91.84% 86.71% −5.13%

1 800/1 94.71% 92.52% −2.19%
2 89.44% 87.19% −2.25%

1 800/3 97.08% 92.74% −4.34%
2 93.45% 87.91% −5.54%

all the weights of local models may cause the decreasing of general-
ization ability, especially when the local updating iteration number is
large (i.e. small batch size or large epoch number). So the proposed
FedBoosting prefers to give a more fair weight instead of a mean
value by trading off the training and validation performance of a local
model. Following this thought FedBoosting first considers each model’s
validation results on every client’s validation dataset, then collaborates
with training results to compute weights of local models. The reason
we think over training results is that usually a local model trained on
high quality dataset has a nice fitness, while which may perform badly
on a poor quality validation datasets. It is unfair to say this model has a
poor generalization ability only considering its validation performance
on different quality datasets. Inversely, a model that is trained on a
poor quality dataset may perform very well on a high quality validation
dataset as well, but we do not want this kind of local model to occupy
too much among the global model.
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Furthermore, if only use the training results to show the importance
of the validation results, it is theoretically unsound for several reasons:
(a) If the client training dataset is of good quality, it will invariably
yield a lower loss. This can cause the client model to disproportionately
influence the global model than other local models with poor quality
dataset. (b) Some datasets will come with some bad samples, which can
unexpectedly enhance the model’s generalization and make it perform
better than a good quality dataset on the test dataset. (c) If a local
model is overfitted, this can lead to impaired performance of the global
model. (d) If a particular client dataset is compromised with issues,
such as messed up data and labels, then using only the training results
will corrupt the global model.

To this end, to leverage the performance of a local model, we
first sum the validation results as a reference representing the local
model’s generalization ability. Furthermore, training results are taken
into account to rectify the reference to obtain the final weights for
each local model. It is observed in our experiments that the weights are
about 55% for the local model trained on Synth90K dataset and 45% on
SynthText dataset, which is reasonable cause we can see the accuracy
results in Table 1 that CRNN models trained on Synth90K dataset
always obtain better performance comparing with whose trained on
SynthText dataset. While if we get rid of training results, the weight
for the local model trained on Synth90K dataset would be smaller than
which on SynthText dataset.

To prove the above idea in FedBoosting, a performance comparison
is given here. It is commonly accepted that generalization ability is
a good metrics of judging a model’s performance, whereas only con-
sidering generalization ability is not feasible for our proposed method
FedBoosting. Otherwise, it is impossible as well to deploy our method
only considering training results and get rid of validation results, which
may lead to an extremely unfair situation that local model trained on
Synth90K may take a weight up to about 80% for the global model.
So the following content is mainly talking about how training results
work in FedBoosting. We trained a global model with 256 batch size
and 1 epoch under the strategy of FedBoosting without considering
training results. As described above, the reason of thinking over train-
ing results is to rectify the weight for local model. From Fig. 7(a), we
can see that the global model without taking training results gains a
delay convergence at round 24. While in other experiments, models all
converge quickly and properly under the supervision of training results.
In the meantime, the performance of global model with training results
is always better than that without training results. As a supplement, we
visualize the global testing accuracy of two models with 800 batch size



Neurocomputing 569 (2024) 127126H. Ren et al.

e

g

and 1 epoch in Fig. 7(b), one uses training results and the other one
does not. Two models converge normally in this case, but the model
performance of using training results outperforms all the time. From
all above, we consider that using training results to supervise the local
weight is essential in our scenario. To clarify, all testing images during
training are resized to 100 ∗ 32, which is different to individual testing
xperiments where testing images are resized to W ∗ 32, where W is

the proportionally scaled with heights, but at least 100 pixels. That is
why accuracies in Fig. 7 are lower than those in Table 1. Please refer
to our codes for more details.

5. Conclusion

In this study, the paper presents a novel boosting methodology
called FedBoosting, specially tailored for the FL framework. This ap-
proach was developed to overcome the constraints encountered when
using FedAvg on Non-IID datasets. The inherent limitations of FedAvg
become more pronounced when dealing with Non-IID data, which led
to the necessity of devising an alternative strategy. To ensure the secu-
rity against gradient leakage attacks, a well-structured gradient sharing
protocol was put into practice. This protocol leveraged advanced cryp-
tographic techniques involving both HE and DP to create a secure
environment for collaboration. The application of these cryptographic
methods ensures that the integrity of the local data is maintained, and
privacy is protected. An extensive comparison study was undertaken,
encompassing both synthetic datasets and widely-accepted public text
recognition benchmarks. The results of these comparative analyses
clearly illustrate the superior performance of FedBoosting over the
conventional FedAvg scheme on Non-IID datasets. Several metrics were
examined, and various experimental setups were explored to substanti-
ate the findings. A thorough theoretical investigation was carried out.
This study focused on diverse areas such as model convergence in FL
scenarios, potential privacy leakage from gradients, and the develop-
ment of a more efficient method for gradient quantization. These areas
were identified which hold great promise for future advancements.

On the other hand, we acknowledge the limitations inherent in
our FedBoosting, particularly in relation to the dual-layer encryption
component. This limitation arises from the substantial assumption ne-
cessitated by the protocol, which presupposes that no client will engage
in a conspiracy with the server to disclose the private key. Such an
assumption, while theoretically possible, represents a point of vulner-
ability, as it does not account for the potential threats posed by rogue
clients or server. Thus, the reliability of the FedBoosting’s encryption
layers fundamentally depends on this strong assumption, underscoring
the need for further investigation into more robust, adversarial-resilient
methods within the context of FL.

As we look to the future, our work will concentrate on refining
the existing system through the incorporation of adaptive aggregation
techniques. By moving beyond simple weighted averaging, we aim to
develop an intelligent system that dynamically adjusts according to the
data and the learning scenario. This transition will undoubtedly render
the system more efficient and sophisticated.
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