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ABSTRACT4

This paper proposes an analytic approach for impact-control guidance laws against stationary5

targets using biased proportional navigation. The proposed guidance scheme realizes the impact6

time control in two different ways: the first approach directly uses the exact time-to-go error to7

satisfy both the impact-time-control and the field-of-view constraint, while the second approach8

adopts a look angle tracking law to indirectly control the impact time, with the reference profile9

of the look angle generated using the exact time-to-go solution. The stability properties of the10

proposed guidance laws are discussed, and numerical simulations are carried out to evaluate their11

performance in terms of accuracy and efficiency.12

1 INTRODUCTION13

Impact time control (ITC) has been a subject of interest in guidance systems for decades.14

ITC involves completion of the engagement at a specific time, and its importance was initially15

recognized in anti-ship missile systems for enhancing attack effectiveness and survivability through16

time-coordination strategies such as salvo attack and sequential strike (Jeon et al. 2010; Zhang et al.17
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2020; Tahk et al. 2018; Li and Ding 2018). Moreover, the concept of ITC has been extended to18

simultaneously consideration of the impact angle (Lee et al. 2007; Harl and Balakrishnan 2012;19

Kim et al. 2013; Harrison 2012; Livermore and Shima 2018; Hu et al. 2018) and seeker‘s field-20

of-view (FOV) limit (Sang and Tahk 2009; Tekin et al. 2016; Zhang et al. 2014; Chen and Wang21

2018; Kim and Kim 2019; Erer and Tekin 2016; Jeon and Lee 2017; Tekin et al. 2017a; Tekin et al.22

2017b; Tekin and Erer 2020; Kim et al. 2020; Saleem and Ratnoo 2016; Wang et al. 2019; Tsalik23

and Shima 2019; Lee et al. 2020; Dong et al. 2022; Kang et al. 2023a).24

Recent research has considered the seeker’s field-of-view (FOV) limit in the design of ITC.25

The FOV limit restricts the missile’s maneuverability to maintain its look angle within a predefined26

FOV consistently. Studies on ITC with a look angle constraint can be broadly classified into two27

categories. The first category involves directly handling the impact time error in terms of time-to-go28

while ensuring the look angle constraint is met. Biased proportional navigation guidance (BPNG)29

have been widely adopted to regulate the impact time error by means of ITC (Sang and Tahk 2009;30

Tekin et al. 2016; Lee et al. 2020; Zhang et al. 2014; Kim et al. 2021; Cho and Lee 2021; He et al.31

2020). Sang and Tahk (Sang and Tahk 2009) proposed a switching framework to cope with the32

FOV constraint, while Tekin et al. (Tekin et al. 2016) analyzed the range of achievable time with33

respect to the FOV constraint. Zhang et al. (Zhang et al. 2014) proposed an impact-time-control34

guidance law using BPNG and an approximate model to generate the impact time error. He et35

al. (He et al. 2020) designed the impact-time control guidance (ITCG) via optimal error feedback36

formulation.37

The second category involves designing the ITCG using an indirect controlled variable in38

terms of look angle error, rather than time-to-go error. Two approaches have been employed in39

this category: trajectory shaping guidance and reference-tracking type guidance (Jeon and Lee40

2017; Tekin et al. 2017a; Tekin et al. 2017b; Tekin et al. 2018; Tekin and Erer 2020; Kim et al.41

2020; Kim et al. 2021). In the trajectory shaping approach, the guidance law is designed by42

shaping the trajectory to satisfy multiple constraints expressed as polynomials of variables such43

as range and look angle. The terminal time and FOV constraints are satisfied by appropriately44

2



selecting the coefficients of the polynomials, and the guidance command is generated to follow the45

trajectory profile. In general, the trajectory shaping methods include online optimization process46

to select the coefficients. For impact time control problem, total path length and FOV limit are47

imposed as equality and inequality constraints, respectively. The parameter selection process is48

then formulated as a parametric optimization problem, which may require additional computation.49

In the reference-tracking type approach, a reference is designed to satisfy boundary conditions50

such as impact time and look angle constraints. An error feedback routine is then incorporated to51

control the variable and follow the reference. While these approaches offer advantages in shaping52

the guidance trajectory while satisfying the constraints, they essentially follow an open-loop control53

procedure and are sensitive to performance errors due to uncertainties.54

In both approaches, accurate time-to-go information is crucial for achieving ITC and ensur-55

ing precise timing coordination and control. The time-to-go information is used to measure the56

remaining time and impact time error and is incorporated directly or indirectly in the ITC. How-57

ever, obtaining the time-to-go information through nonlinear control schemes (Kim et al. 2015;58

Kumar and Ghose 2015; Cho et al. 2016; Kim et al. 2019a; Hu et al. 2019) can be challenging, as59

closed-loop kinematics must be solved exactly. Some research works modified the PNG by varying60

the navigation gain, which leads to obtain solvable closed-loop kinematics and reduce computa-61

tional burden (Dong et al. 2023; Kang et al. 2023b). On the other hand, ITC schemes based on62

proportional navigation guidance (PNG) (Jeon et al. 2006; Cho and Kim 2016) have been found63

useful in obtaining the time-to-go solution, as the guided trajectory can be obtained in closed form.64

Nevertheless, the accuracy of existing methods for time-to-go calculation is limited by the use of65

approximate solutions (Tahk et al. 2018; Ryoo et al. 2006; Dhananjay and Ghose 2014), which66

can degrade performance in explicit time-to-go guidance laws. In both direct and indirect impact67

time control approaches, guidance laws are often designed using linearized engagement kinematics68

(Jeon et al. 2006) or approximate time-to-go forms (Zhang et al. 2014; He et al. 2020), leading to69

unsatisfactory performance due to inaccuracies in the relationship between time-to-go and control70

variables.71
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This study presents an analytic approach to design guidance laws for ITC, where an exact72

time-to-go solution is derived for precise impact time error. Motivated by the previous studies73

(Cho and Kim 2016; Kim et al. 2021), the study designs BPNG laws that satisfy the look angle74

constraint while maintaining PNG performance. A pure proportional navigation guidance (PPNG)75

serves as a baseline guidance law, and the exact time-to-go solution is used to accurately track76

ITC. The study introduces an additional bias input to compensate for the impact time error, and77

various error variables can be chosen to design the bias command. The proposed guidance laws are78

suitable for two ITCG approaches: explicit time-to-go error regulation and feedback law synthesis,79

and control of impact time through the tracking of the reference look angle profile. Lyapunov80

stability theory is used to investigate error convergence and positive invariance of the look angle81

solution. The study also includes discussions on guidance law design guidelines, and similarities82

and comparisons between the proposed guidance laws.83

This study makes several contributions. Firstly, the proposed analytic approach utilizes exact84

time-to-go solutions, resulting in more accurate impact time control compared to existing methods85

that rely on approximate time-to-go formulas. The use of analytic solutions enables designers to86

effectively analyze the guidance laws and significantly improve performance, particularly near the87

interception moment. Secondly, the proposed methods are designed using the BPNG framework,88

which preserves the benefits of the BPNG technique. The BPNG approach handles impact time89

error and look angle constraints using a bias input, while the PNG is used for intercept capability90

during the terminal phase. Both proposed guidance laws comply with the BPNG structure and91

utilize its features. Thirdly, the proposed guidance laws generate continuous inputs, resulting in92

more stable performance than the existing two-stage guidance laws (Sang and Tahk 2009; Lee93

et al. 2020). Finally, comparative discussion provides insight into possible variations of the BPNG94

design for ITCG.95

2 PROBLEM FORMULATION AND PRELIMINARIES96

In this section, the equations of motion for the missile and target are described in Sec. 2.1. The97

guidance objective considered in this study is then described in Sec. 2.2.98
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2.1 Equations of Motion99

Consider the planar motion of a missile with respect to a stationary target as shown in Fig. 1.100

The following assumptions are used throughout this study.101

Assumption 1. The interceptor is considered as a lag-free vehicle maintaining a constant speed.102

Assumption 2. The angle of attack is negligible.103

The look angle is defined as104

𝜎 = 𝛾 − 𝜆 (1)105

where 𝛾 is the flight-path angle of the missile. 𝜆 is the line-of-sight (LOS) angle, respectively.106

Under Assumption 2, the engagement kinematics can be expressed in polar coordinates as107

¤𝑟 = −𝑉𝑚 cos𝜎 (2a)108

𝑟 ¤𝜆 = −𝑉𝑚 sin𝜎 (2b)109

¤𝛾 =
𝑎𝑚

𝑉𝑚

(2c)110

where 𝑟 is the distance between the missile and the target. 𝑉𝑚 is the speed of the missile. 𝑎𝑚111

represents the acceleration perpendicular to the velocity vector.112

Using Eq. (2) in (1), we have113

¤𝜎 =
𝑉𝑚

𝑟
sin𝜎 +

𝑎𝑚

𝑉𝑚

(3)114

2.2 Problem Definition for impact-time-control115

In this section, the problem considered in this study is described according to the design goals.116

First, this study focuses on the guidance law for target interception at a desired impact time. For117

instance, the interception must be performed with zero miss distance at the desired impact time.118

The miss distance in terms of zero-effort-miss can be considered as119

𝑍 = 𝑟 sin𝜎 (4)120
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The zero-effort-miss is nullified if 𝜎 or 𝑟 regulate before interception. Note that 𝑟 strictly decreases121

if the look angle satisfies122

¤𝑟 = −𝑉𝑚 cos𝜎 < 0 for |𝜎 | <
𝜋

2
(5)123

Otherwise, the unbounded look angle response increases range and also diverges the guidance124

command. It is also desirable to regulate the acceleration command in the vicinity of the interception125

considering the energy-minimization point of view. Note that LOS rate should be zero for stationary126

target interception. To satisfy both requirements, the terminal condition of 𝜎 can be expressed as127

¤𝜆 = −
𝑉𝑚

𝑟
sin𝜎 → 0 as 𝑟 → 0 ⇒ 𝜎 → 0 as 𝑟 → 0 (6)128

Meanwhile, the look angle should remain consistently within the FOV. The look angle constraint129

can be expressed as follows:130

𝜎(𝑡) ∈ Σ = [−𝜎lim, 𝜎lim], ∀𝑡 ∈ [𝑡0, 𝑡 𝑓 ] (7)131

where 𝜎lim is bounded from above by 𝜋/2. The look angle constraint can be achieved if Σ is a132

positively invariant set and 𝜎(𝑡0) ∈ Σ (Khalil, H. K., and Grizzle 1996). Note that 𝑟 decreases133

with respect to time, i.e., Eq.(5), as long as the missile maintains its target inside the seeker’s134

field-of-view for all time, as represented in Eq. (7). In summary, the impact-time-control problem135

can be stated as follows:136

1) (Terminal Condition) The range and the look angle at the impact time must be regulated,137

i.e., 𝑟 → 0 and 𝜎 → 0.138

2) (Positive Invariance of Σ, Eq. (7)) The set Σ should be positively invariant. That is,139

𝜎(𝑡0) ∈ Σ ⇒ 𝜎(𝑡) ∈ Σ,∀𝑡0 ≤ 𝑡 ≤ 𝑡 𝑓 .140

3) (Desired Impact Time) The impact-time error should be less than the allowed value, i.e.,141

|𝑡 𝑓 − 𝑡𝑑 | ≤ 𝜖 , where 𝑡𝑑 is a desired impact time.142

3 ANALYTIC APPROACH FOR TIME-TO-GO SOLUTION143
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This section outlines the exact solution of the time-to-go that will be used for designing ITCG144

laws. The proposed guidance scheme employs the PPNG as the baseline guidance performance.145

The fundamental characteristics of PPNG are briefly summarized in Section 3.1. Section 3.2146

presents the derivation of the time-to-go solution, which is based on the closed-form solution of147

PPNG.148

3.1 Pure Proportional Navigation149

The basic principle of the PNG is to steer the vehicle to form a stable collision geometry with150

the guidance command that is proportional to the LOS rate. In this study, PPNG is considered as a151

baseline guidance command. The PPNG command is given by (Zarchan 2012)152

𝑎𝑃𝑃𝑁𝐺 = 𝑁𝑉𝑚
¤𝜆 = −𝑁

𝑉2
𝑚

𝑟
sin𝜎 (8)153

where 𝑁 is the navigation gain. Using the lateral acceleration generated by the PPNG, i.e.,154

𝑎𝑚 = 𝑎𝑃𝑃𝑁𝐺 , the differential relations of the flight-path angle and look angle can be obtained to be155

proportional to the LOS angle as156

¤𝛾 = 𝑁 ¤𝜆 (9a)157

¤𝜎 = ¤𝛾− ¤𝜆 = (𝑁 − 1) ¤𝜆 (9b)158

Using Eqs. (2a), (2b) and (9b), 𝜎 and ¤𝜆 can be evolved with respect to 𝑟 as159

sin𝜎 = sin𝜎0

(
𝑟

𝑟0

)𝑁−1

(10)160

161

¤𝜆 = −
𝑉𝑚 sin𝜎0

𝑟0

(
𝑟

𝑟0

)𝑁−2

(11)162

From Eqs. (10) and (11), the permissible navigation constant satisfying the terminal condition can163

be expressed as follows: (Shneydor 1998; Zarchan 2012)164

1. 𝜎
(
𝑟 𝑓 = 0

)
= 0 if and only if 𝑁 > 1165
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2. ¤𝜆
(
𝑟 𝑓 = 0

)
= 0 if and only if 𝑁 > 2166

3.2 Analytic Solution for Time-to-go167

The analytic solution for the time-to-go of the PPNG was derived when the target is stationary168

(Cho and Kim 2016) and is expressed as a function of 𝑁 , 𝑉𝑚, 𝑟 and 𝜎 as169

𝑡𝑔𝑜,𝑃𝑃𝑁 (𝑟, 𝜎; 𝑁) =
𝑟

𝑉𝑚

F (|𝜎 |; 𝑁) (12)170

where F (|𝜎 |; 𝑁) is defined as171

F (|𝜎 |; 𝑁) ≜




2F1

(
1
2
, 1

2(𝑁−1)
; 1 + 1

2(𝑁−1)
; sin2 𝜎

)
|𝜎 | ≤ 𝜋

2

2
| sin𝜎 |1/𝑁−1 2F1

(
1
2
, 1

2(𝑁−1)
; 1 + 1

2(𝑁−1)
; 1
)
− 2F1

(
1
2
, 1

2(𝑁−1)
; 1 + 1

2(𝑁−1)
; sin2 𝜎

)
𝜋
2
< |𝜎 | < 𝜋

(13)172

The function 2F1

(
1
2
, 1

2(𝑁−1)
; 1 + 1

2(𝑁−1)
; sin2 𝜎

)
can also be expressed as an infinite series:173

2F1

(
1

2
,

1

2(𝑁 − 1)
; 1 +

1

2(𝑁 − 1)
; sin2 𝜎

)
=

∞∑︁
𝑛=0

(2𝑛)!

22𝑛 (1 + 2𝑛(𝑁 − 1)) (𝑛!)2
| sin𝜎 |2𝑛 (14)174

where 2F1(𝑎, 𝑏; 𝑐; 𝑧) is a Gaussian hyper-geometric function (GHGF) defined as in (Gasper et al.175

2004). Note that GHGF is an even function with respect to 𝜎. Because of its symmetricity, the176

GHGF F (|𝜎 |; 𝑁) satisfies177

F (|𝜎 |; 𝑁) ≥ 1, ∀|𝜎 | ∈ [0, 𝜋), and F (0, 𝑁) = 1 (15)178

For the derivation of the partial derivatives, the GHGF for 𝑐 = 𝑏 + 1 is given by (Cho and Kim179

2016; Gasper et al. 2004; Kim et al. 2021)180

𝜕2F1(𝑎, 𝑏, 𝑏 + 1; 𝑧)

𝜕𝑧
=
𝑏

𝑧
((1 − 𝑧)−𝑎 − 2F1(𝑎, 𝑏, 𝑏 + 1; 𝑧)) (16)181

8



Using the above property, the partial derivative of F can be obtained as182

𝜕F (|𝜎 |; 𝑁)

𝜕 |𝜎 |
=

| cot𝜎 |

𝑁 − 1
(sec𝜎 − F (|𝜎 |; 𝑁)) , ∀𝜎 ∈ (0, 𝜋) (17)183

Accordingly, the partial derivative of the time-to-go, 𝑡𝑔𝑜,𝑃𝑃𝑁 , given by (12) can be represented184

as185

𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕𝑟
=
F (|𝜎 |; 𝑁)

𝑉𝑚

=
𝑡𝑔𝑜,𝑃𝑃𝑁

𝑟
(18)186

187

𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎 |
=

𝑟

𝑉𝑚

| cot𝜎 |

𝑁 − 1

(
sec𝜎 −

𝑉𝑚

𝑟
𝑡𝑔𝑜,𝑃𝑃𝑁

)
=

1

𝑁 − 1

(
𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

)
| tan𝜎 |

(19)188

where 𝑡𝑔𝑜,𝐷𝑃𝑃 represents the time-to-go of the deviated pure pursuit guidance law (Lee et al. 2020)189

that can be represented as190

𝑡𝑔𝑜,𝐷𝑃𝑃 =
𝑟

𝑉𝑚 cos𝜎
(20)191

Since 𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁 > 0 for all 𝜎 ∈ Σ\{0}, the following properties hold for the partial192

derivative.193

1

cos𝜎
> F (𝜎; 𝑁), or 1 − cos𝜎F (𝜎; 𝑁) > 0 (21a)194

𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎 |
∝

𝜕F (|𝜎 |; 𝑁)

𝜕 |𝜎 |
> 0, ∀|𝜎 | ∈ (0, 𝜋) (21b)195

lim
𝜎→0

𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎 |
=

𝑟

𝑉𝑚

lim
𝜎→0

𝜕F (|𝜎 |; 𝑁)

𝜕 |𝜎 |
= 0 (21c)196

where backlash operator \ indicates the relative complement between sets defined by 𝐴\𝐵 = {𝑥 |𝑥 ∈197

𝐴, 𝑥 ∉ 𝐵} Later, the above properties will be utilized in the ITCG design.198

Remark 1. (Approximate Solution of PPNG Time-to-Go) The exact solution of 𝑡𝑔𝑜,𝑃𝑃𝑁𝐺 can be199

expressed as an infinite series of sin2 𝜎, and it is possible to approximate the solution by taking the200

first few terms of the series expansion. For example, expansion of the series up to the first order in201
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sin2 𝜎 gives an approximate expression for the time-to-go as202

𝑡𝑔𝑜,𝑎𝑝𝑝𝑟𝑜𝑥 ≈
𝑟

𝑉𝑚

1∑︁
𝑛=0

(2𝑛)!

22𝑛 (1 + 2𝑛(𝑁 − 1)) (𝑛!)2
| sin𝜎 |2𝑛 =

𝑟

𝑉𝑚

(
1 +

sin2 𝜎

2(2𝑁 − 1)

)
(22)203

Under small angle assumption, sin𝜎 ≈ 𝜎, it can be further approximated as204

𝑡𝑔𝑜,𝑎𝑝𝑝𝑟𝑜𝑥,𝑠𝑚𝑎𝑙𝑙 ≈
𝑟

𝑉𝑚

(
1 +

𝜎2

2(2𝑁 − 1)

)
(23)205

Approximate expressions for the time-to-go were used to design guidance laws for the impact-time-206

control in Refs. (Zhang et al. 2014; He et al. 2020).207

Remark 2. (Implementation of the GHGF) The implementation of the exact time-to-go requires208

calculating the GHGF or the incomplete beta function. Several methods have been developed to209

ensure efficient and accurate computation, including: i) solving the related differential equation, ii)210

reading from a table, and iii) using hybrid calculation methods based on the range of input (Pearson211

2009). These methods have already been incorporated into numerous software packages designed212

for implementing special functions (Lozier 2003).213

The effectiveness of implementation method was discussed with comparison of time-to-go214

computation methods (Cho and Kim 2016). It can be observed that the evaluation of the partial sum215

approximation is slow, and the results are inaccurate. In contrast, the calculation of time-to-go using216

GHGF or the incomplete beta function show good accuracy without sacrificing computational time.217

This is because computing a function is faster and more advantageous than iteratively summing a218

series.219

4 PROPOSED GUIDANCE LAWS220

This section presents ITCG laws to achieve interception at the desired impact time while221

preserving the characteristics of PPNG. The guidance laws follow BPNG structure consisting of222

the PPNG as the baseline guidance and the bias input for the regulation of impact time error. The223
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guidance command can be represented as224

𝑎𝑚 = 𝑎𝑃𝑃𝑁 + 𝑎𝑏𝑖𝑎𝑠 = −𝑁
𝑉2
𝑚

𝑟
sin𝜎 + 𝑎𝑏𝑖𝑎𝑠 (24)225

where 𝑎𝑏𝑖𝑎𝑠 is the biased term to be designed. Substitution of Eq. (24) into Eq. (3) yields the226

differential equation of 𝜎 as227

¤𝜎 = −(𝑁 − 1)
𝑉𝑚

𝑟
sin𝜎 +

𝑎𝑏𝑖𝑎𝑠

𝑉𝑚

(25)228

Note that it is possible to design 𝑎𝑏𝑖𝑎𝑠 in various ways for the impact-time-control. In this study,229

two approaches for bias input design are proposed based on the exact time-to-go of the baseline230

trajectory. In Sec. 4.1, a time-to-go error feedback law is designed using the exact time-to-go231

solution of the PPNG. In Sec. 4.2, a look-angle control guidance law is proposed for impact-time-232

control considering the look angle constraint. The characteristics of the proposed guidance laws233

are discussed in Sec. 4.3.234

4.1 Guidance Law 1: Direct impact-time-control Based on Exact Time-to-Go235

In this section, an ITCG law is designed using the explicit feedback of impact time error. Let236

us define the time-to-go error as237

𝑒𝑡 = 𝑡𝑔𝑜,𝑃𝑃𝑁 − 𝑡𝑑𝑔𝑜 (26)238

where 𝑡𝑑𝑔𝑜 = 𝑡𝑑 − 𝑡 is the desired time-to-go.239

The desired time-to-go should be chosen within the feasible region, otherwise the guidance240

objectives cannot be achieved simultaneously. Considering the physical constraints, one may select241

the feasible region Γ ∈ ( 𝑟
𝑉𝑚

, 𝑟
𝑉𝑚 cos𝜎lim

) for the desired time-to-go (Lee et al. 2020).242

First, let us design the bias input for stabilizing the error variable defined in Eq. (26). For this,243

taking the time derivative of 𝑒𝑡 along the closed-loop trajectory by the guidance command, Eq.244
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(24), and substituting Eqs. (2), (18)-(20), and (25), into the resulting equation yields245

¤𝑒𝑡 = ¤𝑡𝑔𝑜,𝑃𝑃𝑁 − (−1) =
𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕𝑟
¤𝑟 +

𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎 |
¤𝜎𝑠𝑔𝑛(𝜎) + 1

=
𝑡𝑔𝑜,𝑃𝑃𝑁

𝑟
(−𝑉𝑚 cos𝜎) + 1 +

1

𝑁 − 1

𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

tan |𝜎 |

(
−(𝑁 − 1)

𝑉𝑚

𝑟
sin𝜎 +

𝑎𝑏𝑖𝑎𝑠

𝑉𝑚

)
𝑠𝑔𝑛(𝜎)

=
1

(𝑁 − 1)𝑉𝑚

𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

tan𝜎
𝑎𝑏𝑖𝑎𝑠

≜ 𝐵𝑡 (𝜎)𝑎𝑏𝑖𝑎𝑠

(27)246

where 𝑠𝑔𝑛(𝑥) is defined as247

𝑠𝑔𝑛(𝑥) =




1 𝑥 > 0

0 𝑥 = 0

−1 𝑥 < 0

(28)248

The error dynamics of Eq. (27) are linear in 𝑎𝑏𝑖𝑎𝑠. According to Eqs. (19) and (21), if the absolute249

value of the look angle is bounded as |𝜎 | > 𝜎 > 0, then 𝐵𝑡 is also bounded as250

|𝐵𝑡 (𝜎) | ≥
1

𝑉𝑚

𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕𝜎

����
𝜎=𝜎

> 0 (29)251

The bias input should be properly designed to stabilize the error dynamics while satisfying the252

look angle constraint. For this, let us propose the bias input 𝑎𝑏𝑖𝑎𝑠 as253

𝑎𝑏𝑖𝑎𝑠,1 = −(𝑁 − 1)
𝑉2
𝑚

𝑟
sin𝜎lim (𝑠𝑔𝑛(𝜎) 𝑓 (𝜎)) 𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼
(30)254

where 0 < 𝛼 ≤ 1 is a positive parameter introduced for finite-time convergence.255

Note that 𝛼 = 1 represents the linear error feedback with state-dependent varying gain and256

𝑓 (𝜎) is a smooth shaping function satisfying the following conditions (Kim et al. 2019b; Kim et al.257

2021)258

𝑓 (𝜎) ≥ 1 if 𝜎 ∈ Σ

𝑓 (𝜎) = 1 if 𝜎 = ±𝜎lim

(31)259
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The shaping function is required for preserving the positive invariance of the set Σ. One may260

choose the shaping function from various functions satisfying the boundary conditions. The error261

dynamics associated with the bias input 𝑎𝑏𝑖𝑎𝑠,1 can be expressed by using Eq. (30) in Eq. (27) as262

¤𝑒𝑡 = 𝐵𝑡 (𝜎)𝑎𝑏𝑖𝑎𝑠,1 =
1

(𝑁 − 1)𝑉𝑚

𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

tan𝜎
𝑎𝑏𝑖𝑎𝑠,1

= −𝑉𝑚 sin𝜎lim

(
𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

tan𝜎

)
1

𝑟

𝜎

|𝜎 |
𝑓 (𝜎)𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼

= −𝑉𝑚 sin𝜎lim

(
𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

| tan𝜎 |

)
1

𝑟
𝑓 (𝜎)𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼
(32)263

For stability analysis, let us consider the following Lyapunov candidate function.264

𝑉1 =
1

2
𝑒2
𝑡 (33)265

The time derivative of 𝑉1 along the error dynamics given by Eq. (32) can be obtained substituting266

Eq. (19) as267

¤𝑉1 = ¤𝑒𝑡𝑒𝑡 = −𝑉𝑚 sin𝜎lim

(
𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

| tan𝜎 |

)
𝑓 (𝜎)

𝑟

|𝑒𝑡 |
1+𝛼

|𝑒𝑡 (0) |𝛼

= −(𝑁 − 1)𝑉𝑚 sin𝜎lim

(
𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎 |

)
𝑓 (𝜎)

𝑟

(2𝑉1)
1+𝛼

2

|𝑒𝑡 (0) |𝛼
≤ 0

(34)268

Note that 𝑁 > 2. According to Eq. (21), 𝑉1 monotonically decreases as long as 𝜎 ≠ 0. To269

demonstrate the finite-time convergence of the error 𝑒𝑡 , the Lyapunov function is further expanded270

by using Eqs. (2), (9), (12), (17) (19), (20) and (30) into Eq. (34) as271

¤𝑉1 = (𝑁 − 1) sin𝜎lim

(
𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎 |

)
−𝑉𝑚cos𝜎

𝑟

𝑓 (𝜎)

cos𝜎

(2𝑉1)
1+𝛼

2

|𝑒𝑡 (0) |𝛼

= (𝑁 − 1) sin𝜎lim

(
𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎 |

)
¤𝑟

𝑟

𝑓 (𝜎)

cos𝜎

(2𝑉1)
1+𝛼

2

|𝑒𝑡 (0) |𝛼

≤
2

1+𝛼
2 sin𝜎lim

|𝑒𝑡 (0) |𝛼
𝑉

1+𝛼
2

1

(
𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

| tan𝜎 |

)
¤𝑟

𝑟
=

2
1+𝛼

2 sin𝜎lim

𝑉𝑚 |𝑒𝑡 (0) |𝛼
𝑉

1+𝛼
2

1

(
sec𝜎 − F (|𝜎 |; 𝑁)

| tan𝜎 |

)
¤𝑟

=
2

1+𝛼
2 (𝑁 − 1) sin𝜎lim

𝑉𝑚 |𝑒𝑡 (0) |𝛼
𝑉

1+𝛼
2

1

(
𝜕F (|𝜎 |; 𝑁)

𝜕 |𝜎 |

)
¤𝑟

(35)272

It is desired to regulate the time-to-go error before (𝑟, 𝜎) → (0, 0) to recover the performance of273
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the baseline guidance. Let 𝑟1 > 0 be a required distance at which the time-to-go error vanishes,274

and 𝜎1 is the corresponding look angle. The stability of the time-to-go error dynamics leads to275

𝜎 ∈ [𝜎, �̄�] ⊂ Σ/{0} and 𝜕F
𝜕𝜎

��
𝜎
≤ 𝜕F

𝜕𝜎
. Equation (35) can be rewritten as276

𝑑𝑉1

𝑉
( 1+𝛼

2
)

1

≤ 𝐶1𝑑𝑟 (36)277

where 𝐶1 =
2

1+𝛼
2 (𝑁−1) sin𝜎lim

𝑉𝑚 |𝑒𝑡 (0) |𝛼
𝜕F
𝜕𝜎

��
𝜎

.278

Integrating both sides of Eq. (36) gives279

2

1 − 𝛼

(
(𝑉1(𝑟))

( 1−𝛼
2 ) − (𝑉1(0))

( 1−𝛼
2 )

)
≤ 𝐶1 (𝑟 − 𝑟0) (37)280

Considering the boundary condition 𝑉1(𝑟1) = 0, the settling distance 𝑟1 is bounded from below as281

described by282

𝑟1 ≥ 𝑟1,min = 𝑟0 −
2

𝐶1 (1 − 𝛼)
𝑉1(0)

1−𝛼
2 = 𝑟0 −

𝑉𝑚

(𝑁 − 1) (1 − 𝛼) sin𝜎lim
𝜕F
𝜕𝜎

��
𝜎

|𝑒𝑡 (0) | (38)283

From Eq. (38), smaller 𝛼 and |𝑒𝑡 (0) | result in larger 𝑟1,min, contributing to faster time-to-go error284

convergence.285

Considering the seeker’s FOV limit, the proposed guidance law should ensure the positive286

invariance of Σ. To investigate this property, let us rewrite the 𝜎-dynamics as287

¤𝜎 = −(𝑁 − 1)
𝑉𝑚

𝑟

(
sin𝜎 + sin𝜎lim 𝑓 (𝜎)

𝜎

|𝜎 |
𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼)
(39)288

Consider the storage function 𝑉𝜎 defined as289

𝑉𝜎 (𝜎) =
1

2
(sin𝜎)2 (40)290

Note that the set 𝑀 =
{
𝜎(𝑡) : 𝑉𝜎 ( |𝜎(𝑡) |) ≤ 𝑉𝜎 (𝜎lim), ∀𝑡 ∈ [𝑡0, 𝑡 𝑓 ]

}
is equivalent toΣ. Therefore,291
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using the Lyapunov stability theory, the positively invariant set Σ can be proved by showing that292

the 𝑀 is a positively invariant level set. By differentiating Eq. (40) with respect to time, and using293

Eq. (39) in the resulting equation, we obtain the time derivative of the storage function evaluated294

at the boundary as295

¤𝑉𝜎 (±𝜎lim) = −(𝑁 − 1)
𝑉𝑚

𝑟
cos𝜎lim sin2 𝜎lim

(
1 + 𝑓 (𝜎lim)𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼)
< 0 (41)296

Note that the terms inside the bracket of Eq. (41) is greater than zero because of the boundary297

condition of 𝑓 (𝜎lim) = 1. Therefore, 𝑀 is a positively invariant set, and so is Σ.298

4.2 Guidance Law 2: Indirect impact-time-control via Look-Angle Control299

This section presents an indirect approach to design an ITCG by controlling the look angle300

(Kim et al. 2021). Suppose that the desired impact time is achieved by the baseline guidance law,301

i.e., PPNG. Then, the desired look angle associated with the desired impact time can be determined302

by303

𝑡𝑑𝑔𝑜 = 𝑡𝑑𝑔𝑜,𝑃𝑃𝑁 (𝑟, |𝜎𝑑 |; 𝑁) =
𝑟

𝑉𝑚

F (|𝜎𝑑 |; 𝑁) (42)304

There exists a one-to-one correspondence between |𝜎 | and 𝑡𝑔𝑜,𝑃𝑃𝑁 , and therefore the desired305

value |𝜎𝑑 | can be obtained by the inverse mapping of Eq. (42) as306

|𝜎𝑑 | = F −1

(
𝑉𝑚

𝑟
𝑡𝑑𝑔𝑜,𝑃𝑃𝑁 ; 𝑁

)
(43)307

Note that the inverse mapping cannot be analytically obtained because the inverse of the GHGF308

F (|𝜎 |; 𝑁) is not available. Since F (|𝜎 |; 𝑁) is monotonically increasing on the interval |𝜎 | ∈309

[0, 𝜎lim], |𝜎𝑑 | can be easily obtained by numerical methods developed for line search or root finding.310

To resolve the sign ambiguity of 𝜎, 𝜎𝑑 can be determined using the current sign of the current look311

angle as follows:312

𝜎𝑑 = |𝜎𝑑 |𝑠𝑔𝑛(𝜎) (44)313

The desired look angle 𝜎𝑑 varies with elapsed time. The time derivative can be obtained by314
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differentiating Eq. (42) with respect to time and using Eqs. (2), (17)-(19) in the resulting equation315

as316

−1 =
𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕𝑟
¤𝑟 +

𝜕𝑡𝑔𝑜,𝑃𝑃𝑁

𝜕 |𝜎𝑑 |
¤𝜎𝑑𝑠𝑔𝑛(𝜎𝑑) =

𝑡𝑔𝑜,𝑃𝑃𝑁

𝑟
(−𝑉𝑚 cos𝜎) +

cot𝜎𝑑

𝑁 − 1

(
𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

)
¤𝜎𝑑

(45)317

where 𝑡𝑔𝑜,𝑃𝑃𝑁 and 𝑡𝑔𝑜,𝐷𝑃𝑃 in Eq. (45) are the values obtained from the desired look angle 𝜎𝑑 .318

Using Eqs. (12) and (19), Eq. (45) can be rewritten with respect to ¤𝜎𝑑 as319

¤𝜎𝑑 = −(𝑁 − 1)
𝑉𝑚

𝑟

(
𝑟

𝑉𝑚

− cos𝜎 𝑡𝑔𝑜,𝑃𝑃𝑁

)
tan𝜎𝑑

𝑡𝑔𝑜,𝐷𝑃𝑃 − 𝑡𝑔𝑜,𝑃𝑃𝑁

= −(𝑁 − 1)
𝑉𝑚

𝑟

1 − cos𝜎F (𝜎𝑑; 𝑁)

1 − cos𝜎𝑑F (𝜎𝑑; 𝑁)
sin𝜎𝑑

(46)320

where F (𝜎𝑑; 𝑁) can be calculated from Eq. (13).321

Note that there is a symmetric relation between the time-to-go and the look angle, and the look322

angle is within the symmetric bound, i.e., −𝜎lim ≤ 𝜎 ≤ 𝜎lim. Without a loss of generality, let us323

consider the positive look angle case 𝜎 > 0 and 𝜎𝑑 > 0.324

For guidance law design, let us define the error variable 𝑒𝜎 for the impact-time-control as325

𝑒𝜎 = 𝜎 − 𝜎𝑑 (47)326

Taking time derivative of Eq. (47) and using Eqs. (25) and (46) in the resultant equation, the error327

dynamics of 𝑒𝜎 can be obtained as328

¤𝑒𝜎 = −(𝑁 − 1)
𝑉𝑚

𝑟
sin𝜎 + (𝑁 − 1)

𝑉𝑚

𝑟

1 − cos𝜎F (𝜎𝑑; 𝑁)

1 − cos𝜎𝑑F (𝜎𝑑; 𝑁)
sin𝜎𝑑 +

𝑎𝑏𝑖𝑎𝑠

𝑉𝑚

≜ (𝐹𝜎 (𝜎, 𝑟) − ¤𝜎𝑑 (𝜎, 𝜎𝑑 , 𝑟)) +
1

𝑉𝑚

𝑎𝑏𝑖𝑎𝑠

(48)329

where330

𝐹𝜎 (𝜎, 𝑟) = −(𝑁 − 1)
𝑉𝑚

𝑟
sin𝜎 (49)331

Considering the guidance objectives stated in Sec. 2.2, the look angle 𝜎 should remain in Σ for332
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all time. For this, let us propose the bias input as333

𝑎𝑏𝑖𝑎𝑠,2 = −𝑉𝑚 (𝐹𝜎 (𝜎, 𝑟) − ¤𝜎𝑑) − (𝑁 − 1)
𝑉2
𝑚

𝑟
cos𝜎 (𝑘 𝑓 (𝜎)) 𝑠𝑔𝑛(𝑒𝜎)

(
|𝑒𝜎 |

|𝑒𝜎 (0) |

)𝛼
(50)334

where 𝑘 > 0 is a design parameter, and 𝑓 (𝜎) is the shaping function defined as same as in Sec.335

4.1.336

The first term of 𝑎𝑏𝑖𝑎𝑠,2 cancels out the nonlinear effect of the error dynamics, and the second337

term is a feedback term to achieve the finite-time convergence of 𝑒𝜎 as well as the positive invariance338

of Σ. The error dynamics of 𝑒𝜎 associated with the biased input can be expressed as339

¤𝑒𝜎 = −(𝑁 − 1)
𝑉𝑚

𝑟
cos𝜎𝑘 𝑓 (𝜎)𝑠𝑔𝑛(𝑒𝜎)

(
|𝑒𝜎 |

|𝑒𝜎 (0) |

)𝛼
(51)340

To verify the stability of the proposed guidance law, let us introduce the following Lyapunov341

candidate function.342

𝑉2 =
1

2
𝑒2
𝜎 (52)343

Differentiating Eq. (52) with respect to time, and substituting Eq. (50) into the resulting equation344

yields the time derivative of 𝑉2 along the error dynamics of 𝑒𝜎 as345

¤𝑉2 = −(𝑁 − 1)
𝑉𝑚 cos𝜎

𝑟
𝑘 𝑓 (𝜎)

|𝑒𝜎 |
1+𝛼

|𝑒𝜎 (0) |𝛼
< 0 (53)346

Equation (53) shows that ¤𝑉2 is negative definite becomes 𝑁 > 2 and 𝑓 (𝜎) ≥ 1, and therefore the347

equilibrium point 𝑒𝜎 = 0 is asymptotically stable.348

Now, let us demonstrate the finite-time convergence of the error variable. Substituting Eqs. (2),349

(52), and the condition 𝑓 (𝜎) ≥ 1 into Eq. (53) gives350

¤𝑉2

𝑉
1+𝛼

2

2

≤ (𝑁 − 1)
2

1+𝛼
2

|𝑒𝜎 (0) |𝛼
¤𝑟

𝑟
𝑘 (54)351
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352

𝑉
− 1+𝛼

2

2
𝑑𝑉2 ≤ 𝐶2𝑘

1

𝑟
𝑑𝑟 (55)353

where 𝐶2 = (𝑁 − 1) 2
1+𝛼

2

|𝑒𝜎 (0) |𝛼
.354

Integrating each side of Eq. (55) gives355

2

1 − 𝛼

(
𝑉2(𝑟)

1−𝛼
2 −𝑉2(𝑟0)

1−𝛼
2

)
≤ 𝑘𝐶2 ln

(
𝑟

𝑟0

)
(56)356

Considering the boundary condition for the finite-time convergence, i.e., 𝑉2(𝑟) = 0, 𝑟 ≥ 𝑟𝑠2, the357

settling distance 𝑟𝑠2 can be bounded from below as358

𝑟𝑠2 ≥ 𝑟𝑠2,min := 𝑟0 exp
©«

−2

(1 − 𝛼)𝑘 (𝑁 − 1) 2
1+𝛼

2

|𝑒𝜎 (0) |𝛼

𝑉2(𝑟0)
1−𝛼

2

ª®®¬
= 𝑟0 exp

(
−

|𝑒𝜎 (0) |

(1 − 𝛼)𝑘 (𝑁 − 1)

) (57)359

During the maneuver, 𝜎 should be kept consistently in Σ. If the desired value is consistently360

in the invariant set Σ, convergence of 𝑒𝜎 to zero along the dynamics of Eq. (51) automatically361

ensures the positive invariance of Σ. That is, 𝜎𝑑 ∈ Σ∀𝑡 ∈ [𝑡0, 𝑡 𝑓 ] ⇒ 𝜎 ∈ Σ as 𝜎 → 𝜎𝑑 . In this362

respect, let us consider the case that the desired look angle is initially set beyond the limited value,363

i.e., 𝜎𝑑0 > 𝜎lim. Then, the time derivative of the look angle satisfies364

¤𝜎𝑑 (𝜎, 𝜎𝑑 , 𝑟) 𝜎 = −(𝑁 − 1)
𝑉𝑚

𝑟

(
1 − cos𝜎F (𝜎𝑑; 𝑁)

1 − cos𝜎𝑑F (𝜎𝑑; 𝑁)

)
sin𝜎𝑑𝜎 < 0

if cos−1

(
1

F (𝜎𝑑; 𝑁)

)
≤ |𝜎 | ≤ 𝜎lim

(58)365

Figure 2 shows the typical profiles of the desired look angle. If the initial look angle satisfies366

𝜎0 < cos−1
(

1
F (𝜎𝑑0;𝑁)

)
< 𝜎lim < 𝜎𝑑0, the desired look angle increases with increasing look angle367

to regulate the error. Then, the desired look angle reaches the maximum value at which the desired368

value 𝜎∗
𝑑

and the instant look angle 𝜎∗ satisfy F (𝜎∗
𝑑
; 𝑁) =

1
cos𝜎∗ . Then, the desired look angle369

monotonically decreases, 𝜎∗
𝑑
> 𝜎𝑑 . On the other hand, if the initial look angle and the desired370
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value initially satisfy cos−1
(

1
F (𝜎𝑑0;𝑁)

)
< 𝜎0 < 𝜎lim < 𝜎𝑑0, then the desired value monotonically371

decreases from the initial phase. To ensure the error regulation while maintaining the look angle372

constraint, the guidance gain 𝑘 should be properly determined. From Eqs. (45), (46) and (50), the373

time derivative of 𝜎 at the boundary can be expressed as374

¤𝜎 |𝜎=𝜎lim
= ¤𝜎𝑑 − (𝑁 − 1)

𝑉𝑚

𝑟
cos𝜎lim𝑘 𝑓 (𝜎lim)𝑠𝑔𝑛(𝑒𝜎)

(
|𝑒𝜎 |

|𝑒𝜎 (0) |

)𝛼

= −(𝑁 − 1)
𝑉𝑚

𝑟

((
1 − cos𝜎limF (𝜎𝑑; 𝑁)

1 − cos𝜎𝑑F (𝜎𝑑; 𝑁)

)
sin𝜎𝑑 + cos𝜎lim𝑘 𝑓 (𝜎)𝑠𝑔𝑛(𝑒𝜎)

(
|𝑒𝜎 |

|𝑒𝜎 (0) |

)𝛼)
(59)375

Note that 𝑓 (𝜎lim) = 1. For the storage function𝑉𝜎 defined in Eq. (40), ¤𝑉𝜎 at the boundary 𝜎 = 𝜎lim376

can be obtained as377

¤𝑉𝜎 (𝜎lim) = cos𝜎lim sin𝜎lim ¤𝜎 |𝜎=𝜎lim
= −(𝑁 − 1)

𝑉𝑚

𝑟
cos𝜎lim sin𝜎lim(

1 − cos𝜎limF (𝜎𝑑; 𝑁)

1 − cos𝜎𝑑F (𝜎𝑑; 𝑁)
sin𝜎𝑑 + cos𝜎lim𝑘𝑠𝑔𝑛(𝑒𝜎)

(
|𝑒𝜎 |

|𝑒𝜎 (0) |

)𝛼) (60)378

At the boundary 𝜎 = 𝜎lim, the following inequalities hold379

1 >
1 − cos𝜎limF (𝜎𝑑; 𝑁)

1 − cos𝜎𝑑F (𝜎𝑑; 𝑁)
≥

1 − cos𝜎limF
(
𝜎∗
𝑑
; 𝑁

)
1 − cos𝜎∗

𝑑
F

(
𝜎∗
𝑑
; 𝑁

) =: Δ > 0 (61a)380

sin𝜎𝑑 sin𝜎lim > sin2 𝜎lim (61b)381

Using the above inequalities, the upper bound of the design parameter can be determined as382

𝑘 < tan𝜎limΔ (62)383

Then, ¤𝑉𝜎 is bounded above zero as384

¤𝑉𝜎 (𝜎lim) ≤ −(𝑁 − 1)
𝑉𝑚

𝑟
cos𝜎limΔ sin2 𝜎lim

(
1 +

𝑘

Δ tan𝜎lim

𝑠𝑔𝑛(𝑒𝜎)

(
|𝑒𝜎 |

|𝑒𝜎 (0) |

)𝛼)
< 0 (63)385

In summary, the design parameter 𝑘 should be bounded by 0 < 𝑘 ≤ tan𝜎lim Δ. The lower386
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bound is made for error tracking, and the upper bound ensures that the look angle will not to exceed387

the FOV limit while tracking the desired look angle, respectively.388

Remark 3. (Prevention of singularity of biased command when 𝑡𝑔𝑜 ∈
(

𝑟
𝑉𝑚

, 𝑡𝑔𝑜,𝑃𝑃𝑁

)
) The desired389

time-to-go can be smaller than the predicted time-to-go for the PPNG. In that case, it should be390

guaranteed that the lead angle profile does not maintain zero in a finite interval. One way to avoid391

the singularity is to reset the navigation gain 𝑁 depending on the desired impact time. If the impact392

time is smaller than the PPNG for the current gain set, 𝑡𝑑𝑔𝑜 < 𝑡𝑔𝑜,𝑃𝑃𝑁 , then 𝑁 can be increased to393

reduce the current 𝑡𝑔𝑜 so that 𝑡𝑔𝑜,𝑃𝑃𝑁 (𝑁𝑛𝑒𝑤) < 𝑡𝑑𝑔𝑜. Afterwards, the biased term will contribute to394

elongating the flight path in order to achieve the desired impact time.395

4.3 Discussions of Proposed Guidance Laws396

Behaviors of Guidance Laws and Guidelines for Design Parameter Selection397

In this section, let us discuss how the proposed guidance laws behave from the perspective of398

BPNG. In the initial period of the terminal phase, two guidance components, 𝑎𝑃𝑃𝑁𝐺 and 𝑎𝑏𝑖𝑎𝑠399

consistently steer the missile heading to enter a collision course for desired impact time. In this400

period, the effect of the bias input is dominant in the guidance command. The time-to-go error401

indicates the predicted intercept time error when the baseline guidance is only in action. The402

correction of the impact time error implies that the initial condition is being adjusted to the proper403

one to finish the PPNG at the desired impact time. Once the error dynamics are stabilized, then the404

guidance command becomes equivalent to PPNG. The time-to-go is obtained based on the PPNG,405

and therefore the error correction can be performed by complying with the performance of the406

baseline guidance. As a whole, the stabilization of the error dynamics plays the most important407

role in this framework. This study employs the finite-time convergent error dynamics that appear408

in many pieces of literature on sliding mode control scheme (Shtessel et al. 2007; Levant 2001;409

Zhang et al. 2014). Three kinds of design parameters contribute to stabilizing the error dynamics.410

The properties of the parameters on the performance of the guidance laws are discussed as follows.411

• (Exponent of the error, 𝛼) : 𝛼 attributes to the nonlinear error feedback and leads to finite-412
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time convergence of the error dynamics. The lower 𝛼 improves the convergent rate of413

the error dynamics but rapidly drives the error to be regulated and causes a non-uniform414

response when the error is close to zero. To prevent this issue, it is recommended to choose415

𝛼 carefully and properly.416

• (Shaping function, 𝑓 (𝜎)) : 𝑓 (𝜎) generally acts as the varying gain in terms of 𝜎 that417

shapes the trajectory, which also ensures that the look angle remains within the limit value.418

Considering the boundary condition (31), one may choose an even and concave function419

with different basis. For example, if the smooth "hat-shaped" function is considered, which420

is mostly flat over the interval 𝜎 ∈ (−𝜎lim + 𝜖, 𝜎lim − 𝜖) for a small constant 𝜖 and changes421

to 1 rapidly at 𝜎 = ±𝜎lim, then the maneuver abruptly changes to keep look angle within422

the limit value. As the extreme case, 𝜖 → 0, the shaping function is made a discontinuous423

form, and the response becomes similar to two-stage guidance approach (Sang and Tahk424

2009; Tekin et al. 2017a; Lee et al. 2020). This maneuver may take advantages of the look425

angle keeping and yield a large achievable impact time set (Tekin et al. 2017a; Lee et al.426

2020) but also brings an abrupt guidance command.427

• (Proportional Feedback in the second approach, 𝑘) : 𝑘 mainly amplifies the effect of the428

error terms in the bias input. A large 𝑘 increases the convergent rate of the error response,429

but it should be bounded by Eq. (62) for the consideration of look angle limit. One possible430

way to select 𝑘 is to consider the linearized formulation as Eq. (68).431

Comparison with Inaccurate Time-to-go432

This section examines how the exact solution improves the impact time control compared to the433

approximate one. Aforementioned in Remark 1, the impact time error 𝑒𝑡 can be expressed in terms434

of the approximate solution as435

𝑒𝑡 = 𝑡𝑔𝑜,𝑃𝑃𝑁 − 𝑡𝑑𝑔𝑜 = 𝑡𝑔𝑜,𝑎𝑝𝑝𝑟𝑜𝑥 + Δ𝑡 − 𝑡𝑑𝑔𝑜 = 𝑒𝑡,𝑎𝑝𝑝𝑟𝑜𝑥 + Δ𝑡 (64)436
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where Δ𝑡 is the time-to-go between the exact solution and the approximate one. Note that Δ𝑡437

consists of higher-order terms expressed as 𝑟 and 𝜎, which vary with respect to time. For brevity,438

it is assumed that |Δ𝑡 | ≤ 𝑏1 and | ¤Δ𝑡 | ≤ 𝑏2 for small positive 𝑏1 and 𝑏2. Suppose that guidance439

laws based on the approximate time-to-go solution are properly designed so that the closed-loop440

dynamics become Hurwitz as ¤𝑒𝑡,𝑎𝑝𝑝𝑟𝑜𝑥 = −𝐾1𝑒𝑡,𝑎𝑝𝑝𝑟𝑜𝑥 . Then, the true error dynamics 𝑒𝑡 can be441

obtained as442

¤𝑒𝑡 = −𝐾1𝑒𝑡,𝑎𝑝𝑝𝑟𝑜𝑥 + 𝐾1Δ𝑡 + ¤Δ𝑡 (65)443

Therefore, the residual error Δ ≜ 𝐾1Δ𝑡 + ¤Δ𝑡 prevents the error from converging to zero unless it is444

suppressed. Note also that even the small impact time error induces the fast diverging response to445

the LOS rate and causes large miss distance. On the other hand, the proposed guidance laws utilize446

the exact time-to-go and fully account for the true impact time error. Therefore, the residual error447

is compensated, which improves the impact time precision and decreases the miss distance.448

Comparison Between Proposed Guidance Laws449

The proposed guidance laws using both approaches comply with BPNG structure and exhibit450

common characteristics discussed in Sec. 4.3. This section addresses the comparison between the451

proposed guidance laws in regard to similarities and distinct properties. First, let us examine the452

differences in the commands. The main differences between the guidance laws presented in Secs.453

4.1 and 4.2 are as follows: i) controlled variables (𝑒𝑡 , 𝑒𝜎), and ii) design parameters ( 𝑓 (𝜎), 𝑘). Let454

us consider an approximate time-to-go under the small angle assumption, Eq. (23). Assuming that455

𝜎𝑑 is obtained from the approximate solution, the impact time error can be approximated using the456

Taylor series expansion as457

𝑒𝑡 ≈ 𝑡𝑔𝑜,𝑃𝑃𝑁 − 𝑡𝑑𝑔𝑜,𝑃𝑃𝑁 =
𝑟

𝑉𝑚

(
1 +

𝜎2

2(2𝑁 − 1)

)
−

𝑟

𝑉𝑚

(
1 +

𝜎2
𝑑

2(2𝑁 − 1)

)

=
𝑟

2(2𝑁 − 1)𝑉𝑚

(
𝜎2 − 𝜎2

𝑑

) (66)458
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The bias input 𝑎𝑏𝑖𝑎𝑠,1 in the guidance law 1, Eq. (30), for 𝛼 = 1 can be rewritten as459

𝑎𝑏𝑖𝑎𝑠,1 = −(𝑁 − 1)𝑉2
𝑚

sin𝜎lim

𝑟
[𝑠𝑔𝑛(𝜎) 𝑓 (𝜎)]

(
𝑒𝑡

|𝑒𝑡 (0) |

)

≈ −(𝑁 − 1)𝑉2
𝑚

sin𝜎lim

𝑟0

[𝑠𝑔𝑛(𝜎) 𝑓 (𝜎)]
𝜎2 − 𝜎2

𝑑

|𝜎2
0
− 𝜎2

𝑑,0
|

(67)460

Considering Eq. (67), the design parameter 𝑘 can be chosen to express the guidance law 2, Eq.461

(50), in a form similar to the guidance law 1. The particular 𝑘 can be chosen as462

𝑘 = 𝑠𝑔𝑛(𝜎)
𝜎 + 𝜎𝑑

|𝜎0 + 𝜎𝑑,0 |

𝑟

𝑟0

(tan𝜎lim) Δ ≤ tan𝜎lim Δ (68)463

Setting 𝛼 = 1, the bias input 𝑎𝑏𝑖𝑎𝑠,2 in the guidance law 2 can be rewritten as464

𝑎𝑏𝑖𝑎𝑠,2 = −𝑉𝑚 (𝐹𝜎 (𝜎, 𝑟) − ¤𝜎𝑑) − (𝑁 − 1)
𝑉2
𝑚

𝑟0

sin𝜎lim𝑠𝑔𝑛(𝜎)

(
cos𝜎

cos𝜎lim

)
Δ 𝑓 (𝜎)

𝜎2 − 𝜎2
𝑑

|𝜎2
0
− 𝜎2

𝑑,0
|

= −𝑉𝑚 (𝐹𝜎 (𝜎, 𝑟) − ¤𝜎𝑑) +
cos𝜎

cos𝜎lim

Δ 𝑎𝑏𝑖𝑎𝑠,1

(69)465

It can be observed from the approximated guidance laws that their similarities arise from the466

feedback action. In the guidance law 2, 𝑎𝑏𝑖𝑎𝑠,2, the feedback part is roughly proportional to 𝑎𝑏𝑖𝑎𝑠,1,467

but 𝑎𝑏𝑖𝑎𝑠,2 also contains nonlinear cancellation terms, as shown in Eq. (69). The feedback action468

is reduced as the look angle approaches the limited value.469

cos𝜎

cos𝜎lim

Δ|𝑎𝑏𝑖𝑎𝑠,1 | ≈ Δ|𝑎𝑏𝑖𝑎𝑠,1 | << |𝑎𝑏𝑖𝑎𝑠,1 |, as 𝜎 → 𝜎lim (70)470

Meanwhile, one can also differentiate the proposed guidance laws using two approaches from471

one another. In the first approach, the guidance law utilizes the impact time error based on exact472

time-to-go. In this aspect, it can be regarded that the direct control of the impact time error is a more473

intuitive way to deal with the impact time control. The guidance law could also be much robust474

if the measurement error is involved in practice. On the other hand, in the second approach, the475

reference profile can be modified for trajectory shaping in addition to selecting design parameters.476
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As shown in Fig. 2, the look angle constraint can be incorporated into the design of the look angle477

reference. The look angle reference 𝜎𝑟 can be defined not to exceed the FOV limit as described by478

𝜎𝑟 = 𝑠𝑔𝑛(𝜎𝑑) min ( |𝜎𝑑 |, 𝜎lim) (71)479

The guidance law considering the reference profile can be designed to regulate the look angle error480

between 𝜎 and 𝜎𝑟 as481

𝑎𝑏𝑖𝑎𝑠,2𝑎 = −𝑉𝑚

(
(𝐹𝜎 (𝜎𝑟 , 𝑟) − 𝜑(𝑒𝜎, 𝜎) ¤𝜎𝑑) + 𝐾 (𝑟, 𝜎)

𝜎 − 𝜎𝑟

|𝑒𝜎 (0) |

)
(72)482

where 𝐾 (𝑟, 𝜎) > 0 is the positive gain function for a feedback action. In Eq. (72), 𝜑(𝑒𝜎, 𝜎) is an483

activation function defined as follows484

𝜑(𝑒𝜎, 𝜎) =




1 if ¤𝜎𝑑𝑒𝜎 < 0

0 if ¤𝜎𝑑𝑒𝜎 ≥ 0

(73)485

Note that the desired look angle 𝜎𝑑 is replaced by 𝜎𝑟 in Eq. (72). Through these processes,486

the similarity between the reference tracking law and two-stage guidance laws (Lee et al. 2020)487

can be shown. Assume that the look angle reference is generated considering the limit value488

𝜎0 ≤ 𝜎lim < 𝜎𝑑 . Then, the bias reference allows the look angle to follow the limit value. After the489

look angle converges to the reference 𝜎𝑟 = ±𝜎lim at the instant 𝑡1, the trajectory by the proposed490

guidance law is equivalent to that presented in (Lee et al. 2020). After 𝜎 converges to 𝜎𝑟 , the491

profile of 𝜎 can be obtained as (Lee et al. 2020)492

𝜎(𝑡) =




𝜎lim, 𝑟𝑠𝑤 ≤ 𝑟 ≤ 𝑟1

sin−1

(
sin𝜎lim

(
𝑟

𝑟𝑠𝑤

)𝑁−1
)
, 0 ≤ 𝑟 ≤ 𝑟𝑠𝑤

(74)493
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where 𝑟𝑠𝑤 is the transition range that can be calculated as494

𝑟𝑠𝑤 = 𝑉𝑚

𝑟1

𝑉𝑚 cos𝜎lim
− (𝑡𝑑 − 𝑡1)

sec𝜎lim − F (𝜎lim; 𝑁)
(75)495

The maintaining the limit value continues until 𝜎𝑟 changes to 𝜎𝑑 . After 𝜎𝑟 transition, the look496

angle error is regulated. Then, the resultant guidance law is governed by the PPNG. In this fashion,497

the second approach using the reference, 𝑎𝑏𝑖𝑎𝑠,2𝑎, would produce wider set of the achievable impact498

time than the first approach. In comparison to the two-stage guidance law (Lee et al. 2020), the499

feedback action of the proposed method makes the guidance system more robust against the initial500

heading error and model uncertainty.501

5 NUMERICAL SIMULATION502

Numerical simulations were conducted to evaluate the performance of the proposed guidance503

laws in three different scenarios. In all simulation cases, the initial distance between the missile504

and target was set to 10, 000 m, the missile speed was set to 300 m/s, and the initial look angle was505

30◦. The missile’s maximum acceleration was set to 300 m/s2, and the FOV limit was set to 60◦.506

A navigation constant of 𝑁 = 3 was chosen, and the simulation step size was set to 500 Hz. Other507

parameters were scenario-dependent. The simulations were terminated when the relative distance508

𝑟 between the missile and target was less than 0.3.509

5.1 Scenario 1: Performance Effects of Design Parameters510

In the first scenario, the bias input 𝑎𝑏𝑖𝑎𝑠,1 is considered among the three proposed guidance laws,511

and the effect of the design parameters 𝑓 (𝜎) and 𝛼 on the performance of the proposed guidance512

law 1 is investigated. As discussed in Sec. 4.3, the shaping function 𝑓 (𝜎) and the exponent 𝛼 will513

affect the performance, and the following shaping functions are considered.514

𝑓1(𝜎) =

(
cos𝜎

cos𝜎lim

) 𝑝
, 𝑓2(𝜎) = 1 + 𝑎

(
1 −

(
|𝜎 |

𝜎lim

)𝑏)
(76)515
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where (𝑝, 𝑎, 𝑏) = (6, 63, 5) are chosen. Table 1 summarizes the simulation cases considered in this516

scenario.517

Figure 3 shows the simulation results of the first scenario. To achieve the desired impact time,518

the missile steers to increase the look angle. As the look angle approaches the FOV limit, the519

guidance law enables the look angle not to exceed the FOV limit. As shown in Fig. 3e, the smooth520

and continuous response is observed in the guidance command while achieving the look angle521

constraint and impact time, which is advantageous over multi-stage type guidance laws (Lee et al.522

2020). The shaping function exerts substantial influences on the performance as it adjusts the523

trend of the trajectory. In comparison to the case using 𝑓1, the look angle approaches closer to the524

boundary and stays near the boundary for a longer period of time when 𝑓2 is used. As shown in525

Fig. 3d, the graph of the function 𝑓2 is flat around the origin and changes sharply near the FOV526

limit. The flattened shaping function creates a tendency for the look angle to be maintained near527

the look angle boundary. Meanwhile, it is observed that a smaller 𝛼 reduces regulation time as528

shown in Fig. 3c. It can be concluded that the shaping function mainly affects the initial phase of529

the flight while the exponent 𝛼 influences the regulation time. It is also found that the performance530

is sensitive to the change of 𝛼 when 𝑓1 is used as the shaping function, which indicates that the531

design parameters should be selected in pairs.532

5.2 Scenario 2: Comparison with Guidance Laws Based on Approximate Time-to-Go533

In the second scenario, the effect of the time-to-go accuracy on the ITCG is evaluated. The534

missile is required to intercept the target at 𝑡𝑑 = 55 seconds while maintaining the look angle within535

the FOV limit, 𝜎lim = 60 deg. For comparison, guidance laws based on approximate time-to-go536

is considered that are summarized in Table 2. To exclude the sources of trajectory variation other537

than the time-to-go relation used in the comparative study, the guidance commands in Refs. (Zhang538

et al. 2014) and (He et al. 2020) are modified so that the error dynamics follow the following form539

that is similar to Eq. (32).540

¤𝑒𝑡 + 𝐾𝑒𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼
= 0 (77)541
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Figure 4 shows the simulation results of the scenario 2. The missile is required to increase the542

flight time to achieve the desired impact time, and therefore, the look angle increases until it reaches543

the limit value. As shown in Figs. 4d- 4b, all guidance laws regulate the time-to-go error while544

the look angle remained within the FOV. To satisfy the look angle constraint, each guidance law545

exhibits slightly different behavior, which can be attributed to the different shaping functions. Note546

that the proposed guidance law uses 𝑓1 as the shaping function, Eq. (76), which is less flat. The547

shaping function 𝑓1 leads the look angle of the proposed guidance scheme to keep decreasing after it548

reaches its maximum value as shown in Fig. 4b. The shaping function used in Ref. (He et al. 2020)549

makes the look angle stay near the FOV for a longer period of time, which is advantageous for faster550

convergence of the impact time error as compared to other schemes. After the time-to-go error551

vanishes, the baseline guidance law, PPNG, allows the missile to complete the flight. However, it552

is observed that the guidance commands using the approximated formulae become divergent near553

the interception. It is clear that the approximate time-to-go cannot be perfectly compensated for554

the effect of the approximation error due to the truncation and small angle assumption. Although555

the time-to-go error defined with respect to an approximate expression for the time-to-go vanishes,556

the actual time-to-go may still be nonzero, leading to potential instabilities near the end of the557

engagement.558

5.3 Scenario 3: Comparison Between Proposed Guidance Laws559

In the last scenario, the performance of the proposed guidance laws are compared. In this560

simulation, the missile autopilot dynamics is considered as a first-order lag system with a time561

constant 𝜏 = 0.1 s. Two different values are considered for the desired impact time, i.e., 𝑡𝑑 = 45562

and 50 seconds. Table 4 summarizes the simulation cases for scenario 3. For a fair comparison,563

design parameters for the guidance laws 𝑎𝑏𝑖𝑎𝑠,2 and 𝑎𝑏𝑖𝑎𝑠,2𝑎 are chosen in accordance with Eq.564

(68). For quantitative comparison of the proposed guidance laws, an average energy consumption565

is considered as the performance index.566

𝐽𝑒𝑛𝑒𝑟𝑔𝑦 =
1

𝑡 𝑓

∫ 𝑡 𝑓

𝑡0

𝑎2
𝑚 (𝑡)𝑑𝑡, (78)567
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Figure 5 shows the simulation results for the scenario 3. The proposed guidance laws generate568

smooth guidance commands to achieve the look angle constraint and impact time as shown in569

Fig. 5e. Despite the time-lag response induced by the autopilot, the proposed guidance laws show570

satisfactory performance for the impact time and miss distance. The feedback routine based on571

the exact time-to-go in the proposed guidance laws provide improved robust performance against572

autopilot delay compared to the existing open-loop type methods. It is shown that the guidance573

laws 𝑎𝑏𝑖𝑎𝑠,1 and 𝑎𝑏𝑖𝑎𝑠,2 present similar responses as discussed in Sec. 4.3. Compared to the574

guidance law 1, the missile using 𝑎𝑏𝑖𝑎𝑠,2 maintains the look angle near the limit for a longer time,575

because the feedback command for the look angle is reduced when approaching its limit value. It is576

also observed that the reference modification in the second method, using 𝑎𝑏𝑖𝑎𝑠,2𝑎 shows different577

response compared to two guidance laws. The look angle profile tracks the limit value until the578

time-to-go error vanishes, and the guidance command shows a relatively abrupt transition after the579

error regulation, which is similar to two-stage guidance laws (Lee et al. 2020). This behavior leads580

to stable interception near collision and would produce much wider range of achievable impact581

time. Table 4 summarizes the simulation results. The proposed guidance methods achieve precise582

impact time and small miss distance. Relatively, the guidance law 1 shows accurate impact time583

precision, and guidance law 2a is effective judged by overall performance measures 𝐽𝑒𝑛𝑒𝑟𝑔𝑦, miss584

distance, and time-to-go error.585

6 CONCLUSION586

This study proposed new biased proportional navigation guidance laws via analytic approach for587

impact-time-control under look angle constraints. The proposed guidance laws utilized the exact588

time-to-go solution of the proportional navigation guidance to maintain the performance advantages589

of the baseline guidance law near the end of engagement. The proposed guidance schemes590

based on both direct and indirect control of the time-to-go error achieved satisfactory impact time591

performance while also satisfying the look angle constraint. Furthermore, the proposed schemes592

demonstrated higher accuracy in impact-time-control compared to existing methods that rely on593

approximate time-to-go expressions. Overall, the proposed guidance laws provide a promising594
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approach to achieve precise impact-time-control under look angle constraints, which can be further595

extended to cooperative guidance problem of multiple missiles.596
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TABLE 1. Simulation Cases of Scenario 1

Parameter Case 1-1 Case 1-2 Case 1-3 Case 1-4 Case 1-5 Case 1-6

Shaping function 𝑓1(𝜎) 𝑓1(𝜎) 𝑓1(𝜎) 𝑓2(𝜎) 𝑓2(𝜎) 𝑓2(𝜎)

Exponent 𝛼 0.3 0.7 1 0.3 0.7 1
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TABLE 2. Time-to-Go and Guidance Commands

Case Time-to-Go Guidance Command Parameters

2-1 𝑡𝑔𝑜,𝑃𝑃𝑁 Eq. (30), with 𝑓1(𝜎) in Eq. (76) 𝛼 = 0.8, 𝑝 = 8

2-2 𝑡𝑔𝑜,𝑎𝑝𝑝𝑟𝑜𝑥,𝑠𝑚𝑎𝑙𝑙 𝑎 = −
𝐾 (2𝑁−1)𝑉2

𝑟𝜎
cos

(
𝜋𝜎

2𝜎lim

)
𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼
𝛼 = 0.8, 𝐾 = 8

2-3 𝑡𝑔𝑜,𝑎𝑝𝑝𝑟𝑜𝑥 𝑎 = −
𝐾 (2𝑁−1)𝑉2

𝑟 sin𝜎
cos

(
𝜋
2

(
𝜎
𝜎lim

)5
)
𝑠𝑔𝑛(𝑒𝑡)

(
|𝑒𝑡 |

|𝑒𝑡 (0) |

)𝛼
𝛼 = 0.8, 𝐾 = 8
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TABLE 3. Summary of Simulation Results (Scenario 2)

Performance Measures Proposed Ref. (Zhang et al. 2014) Ref. (He et al. 2020)

Zero-effort-miss (𝑍 (𝑡 𝑓 ), [𝑚]) 0.219 · 10−7 0.016 0.022

Impact Time (𝑡 𝑓 , [𝑠]) 55.000 55.1012 55.1352
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TABLE 4. Simulation Cases of Scenario 3 and Summary of Results

Parameters and Perfor-

mance Measures
Case 3-1 Case 3-2 Case 3-3 Case 3-4 Case 3-5 Case 3-6

Guidance Law 1 1 2 2 2𝑎 2𝑎

Desired Impact Time (s) 45 50 45 50 45 50

zero-effort-miss (𝑚) 0.005 0.013 0.289 0.490 0.001 0.001

Time-to-Go Error

(| (𝑡 𝑓 ) − 𝑡𝑑 |, [10−3𝑠])
0.001 0.003 0.072 0.317 0.002 0.027

𝐽𝑒𝑛𝑒𝑟𝑔𝑦 [103𝑚2/𝑠4] 0.712 0.812 0.599 0.647 0.732 0.693
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Fig. 1. Engagement Geometry
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Fig. 2. Concept of Desired Look Angle and Reference Look Angle
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Fig. 5. Simulation Results for Scenario 3: Comparison Between Proposed Guidance Laws
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