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Anwendung von Saliency-Maps zur Optimierung der
Kamerapositionierung in Deep Learning Anwendungen

Im Bereich der Prozessleittechnik und Robotik, speziell bei der automatis-
chen Steuerung, treten oft komplexe Optimierungsprobleme auf. Diese Ar-
beit konzentriert sich auf die Optimierung der Kameraplatzierung in Anwen-
dungen, die Convolutional Neural Networks (CNNs) verwenden. Da CNNs
spezifische, für den Menschen nicht immer ersichtliche, Merkmale in Bildern
hervorheben, ist die intuitive Platzierung der Kamera oft nicht optimal.
Zwei Forschungsfragen leiten diese Arbeit: Die erste Frage untersucht

die Rolle von Erklärbarer Künstlicher Intelligenz (XAI) in der Computer
Vision zur Bereitstellung von Merkmalen für die Bewertung von Kamera-
positionen. Die zweite Frage vergleicht einen darauf basierenden Algorith-
mus mit anderen Blackbox-Optimierungstechniken. Ein robotisches Auto-
Positionierungssystem wird zur Datenerfassung und für Experimente einge-
setzt.
Als Lösungsansatz wird eine Methode vorgestellt, die XAI-Merkmale, ins-

besondere solche aus GradCAM++ Erkenntnissen, mit einem Bayesschen
Optimierungsalgorithmus kombiniert. Diese Methode wird in einer Fall-
studie zur Klassifizierung von Strömungsregimen in industriellen Bioreak-
toren angewendet und zeigt eine gesteigerte performance im Vergleich zu
etablierten Methoden. Zukünftige Forschung wird sich auf die Sammlung
weiterer Daten, die Inklusion von verrauschten Daten und die Konsultation
von Experten für eine kostengünstigere Implementierung konzentrieren.
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In the fields of process control engineering and robotics, especially in auto-
matic control, optimization challenges frequently manifest as complex prob-
lems with expensive evaluations. This thesis zeroes in on one such prob-
lem: the optimization of camera positions for Convolutional Neural Networks
(CNNs). CNNs have specific attention points in images that are often not
intuitive to human perception, making camera placement critical for perfor-
mance.
The research is guided by two primary questions. The first investigates the

role of Explainable Artificial Intelligence (XAI), specifically GradCAM++
visual explanations, in Computer Vision for aiding in the evaluation of dif-
ferent camera positions. Building on this, the second question assesses a
novel algorithm that leverages these XAI features against traditional black-
box optimization methods.
To answer these questions, the study employs a robotic auto-positioning

system for data collection, CNN model training, and performance evaluation.
A case study focused on classifying flow regimes in industrial-grade bioreac-
tors validates the method. The proposed approach shows improvements over
established techniques like Grid Search, Random Search, Bayesian optimiza-
tion, and Simulated Annealing. Future work will focus on gathering more
data and including noise for generalized conclusions.
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1 Introduction

1.1 Motivation

Deep learning technologies have made substantial progress in diverse do-
mains, from healthcare to autonomous driving. In recent years, the process
industry has begun showing an increasing interest in intelligent process con-
trol as a new frontier for innovation. However, incorporating these advanced
algorithms into industry settings is not straightforward, often due to a high-
dimensional parameter space, system heterogeneities, and real-time require-
ments. Hence, there is a pressing need for research to bridge the gap between
AI methodologies and their practical application in process control engineer-
ing (Khaydarov et al., 2020; Kröger et al., 2022; Markus Esser, 2022).
One specific challenge within process control engineering involves moni-

toring various types of processes. While some parameters like temperature
and pressure can be measured using hardware sensors, others, such as the
quality of ongoing chemical reactions, are complex to assess. These intricate
processes often require human intervention, leading to potential inconsisten-
cies and inefficiencies.
In recent studies, soft sensor solutions based on Convolutional Neural Net-

works (CNNs) have been proposed to classify flow regimes in test reactors
(Khaydarov et al., 2020). Despite the promise, the generalization of these
CNN models has been a stumbling block, particularly when camera positions
shift, affecting classification accuracy (Wecke et al., 2022).
Understanding that the camera position significantly affects the quality of

image data (Lee Kim & Kim, 2020; Seshadri & Jois, 2019; Torre & Tanimoto,
1996), this thesis seeks to introduce new techniques for guiding camera posi-
tioning using insights from Explainable Artificial Intelligence (XAI). Specif-
ically, saliency maps or class activation maps (CAMs) will be investigated
for their potential to improve the soft sensor’s robustness and adaptability
(Simonyan et al., 2014; L. Zhou et al., 2021).
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1 Introduction

The ultimate objective is to leverage Bayesian optimization and XAI tech-
niques to develop a comprehensive and automated method for optimizing
camera positioning (Ozaki et al., 2020; Snoek et al., 2012). The anticipated
outcome is to simplify the integration process of camera-based sensors into
industrial production systems.

1.2 Problem Analysis

The problem domain of optimizing camera positioning in deep learning ap-
plications entails a complex landscape of interconnected challenges. Notably,
Convolutional Neural CNNs, despite their proven effectiveness in image clas-
sification tasks (Islam et al., 2018), have limitations in terms of generalization
across varying camera positions and lighting conditions. These networks, es-
pecially those based on architectures like LeNet-5 (LeCun et al., 1989), are
highly sensitive to the regions in the input image they are trained on.
One primary complication arises from the difficulty of the physical sys-

tem in study, such as a bioreactor. Here, gas flow regimes present non-
trivial patterns that are not easily captured by a single fixed camera setup.
The reactor’s design further complicates the matter by introducing occlu-
sions at the window edges, hindering a comprehensive view of the gas flow
(Khaydarov et al., 2020). Moreover, an additional layer of complexity is the
CNN model’s focus on reflection points within the reactor, which are de-
pendent on the internal light source of the reactor and fluctuate with the
amount of gas present in the liquid phase. These reflections are challeng-
ing for the CNN model, limiting its effectiveness in capturing meaningful
features relevant to the flow regime (Wecke et al., 2022).
The Bayesian optimization process, despite its potential, introduces a high

degree of customization and intrusiveness into the existing algorithmic frame-
work (Martinez-Cantin, 2019). Interfacing this with class activation maps
(CAMs) or saliency maps to improve the camera positioning optimizes one
aspect at the cost of introducing noise and complexity into the overall system.
Benchmarking these optimization strategies adds another level of complexity.
It demands extensive data collection, involving the training and recording
of CNNs for multiple camera positions and datasets. This task is not only
time-consuming but also resource-intensive.
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1.3 Research Question

Furthermore, the task of sliding window implementation poses its chal-
lenges in accurately capturing the areas of interest in the reactor (Wecke
et al., 2022). Radial positioning of the camera influences the classification
capabilities of the CNN, and determining an optimal radial position can be
a daunting task given the range of variables at play.
In conclusion, the problem analysis elucidates a series of interconnected

challenges that make the problem inherently complex. These challenges
range from the limitations of the deep learning models and the complex-
ity of the physical system, to the intricacies involved in integrating Bayesian
optimization with saliency maps and other computer vision techniques.

1.3 Research Question

The importance of camera positioning in machine learning based image pro-
cessing systems is well-established. The placement of the camera significantly
affects the information content within image data, which in turn influences
the overall performance of these systems. This problem is particularly acute
in the realm of process engineering apparatus, where technical limitations
often restrict the soft-sensor’s observation capabilities. The task of deter-
mining an optimal camera position for solving classification tasks using deep
learning approaches, therefore, presents a challenging but crucial aspect of
enhancing system performance. This study focuses on this task, specifically
in the context of classifying flow regimes during gas injection in a bioreactor.
To address this challenge, the research proposes to investigate the following
key questions:
What are the most effective Explainable Artificial Intelligence (XAI) ap-

proaches that can provide valuable features for evaluating camera position in
computer vision applications? In particular, this study aims to explore how
these XAI approaches can be used to extract additional information from
images that can guide the positioning of the camera for improved system
performance.
Given the technical constraints in camera positioning, what are the most

suitable blackbox optimization methods for solving this problem? The focus
here is on identifying methods that can handle the complex search space
associated with camera positioning effectively and efficiently, ultimately im-
proving the classification accuracy of the system.
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1 Introduction

These research questions form the basis of this study, providing the direc-
tion for the development of a technical system for the automated search of
an optimal camera position in the application of deep learning to classifica-
tion tasks. The insights and findings from this research have the potential to
contribute to the integration of machine learning algorithms into production,
particularly in the context of soft-sensor placement.

1.4 Structure of the Thesis

This diploma thesis is structured into nine primary sections, each serving to
evaluate distinct aspects of the research methodology.

1. Introduction: This opening section furnishes an exhaustive overview
of the subject matter, emphasizing the role of camera positioning in
machine learning-facilitated image processing, particularly in intricate
process engineering setups like bioreactors. The overarching aim of the
thesis, as well as the specific case study focusing on the classification
of gas flow regimes, is also presented here.

2. Literature Review: In this section, a comprehensive analysis of existing
scholarly work is carried out. This spans key concepts from flow regime
characterization and CNN efficacy metrics to techniques for camera
placement optimization. Various optimization algorithms, including
but not limited to Random Search, Grid Search, Bayesian Optimization,
and Simulated Annealing, are critically evaluated.

3. Conceptual Framework: This part elaborates on the theoretical un-
derpinning for the research. It explicates the application of blackbox
optimization for determining optimal camera coordinates and details
the procedures for image capture and CNN model training at each
camera position. Furthermore, it outlines the evaluation metric, which
incorporates averaged and normalized Class Activation Maps (CAMs),
often termed as saliency maps.

4. Methodological Approach: This section is dedicated to outlining the
scientific methods employed. It delves into the specifics of the case
study concerning flow regime classification in a bioreactor and compares
the proposed methodology quantitatively with existing algorithms via
a set of well-defined benchmarks.

6



1.4 Structure of the Thesis

5. Data Collection & Experimentation: Here, meticulous attention is
given to the experimental setup, describing both the camera configu-
ration and the associated process engineering apparatus. Additionally,
this section enumerates any technical considerations or challenges that
may impact the data collection process.

6. Implementation and Algorithmic Development: This crucial segment
discusses the custom blackbox optimization strategy specifically devel-
oped for this thesis. It dives deep into the mechanics of Bayesian Op-
timization influenced by manipulated a priori probabilities, and eluci-
dates how these probabilities are altered using a delta vector calculated
from CAMs. Comparative benchmarks against traditional optimization
methods such as Random Search, Grid Search, and Simulated Anneal-
ing are also explained, backed by various performance metrics.

7. Results and Evaluation: This portion is committed to a rigorous anal-
ysis of the research findings. It scrutinizes observed patterns, contem-
plates their wider implications, and addresses the inherent limitations
or challenges encountered during the study.

8. Discussion: In this section, the main results are looked at and compared
with what other studies have already found. This section also talks
about what these findings mean for the areas of deep learning and
process engineering. Both the good points and the weak points of this
study are discussed.

9. Summary and Outlook: The concluding section synthesizes the main
contributions of the thesis and sets the stage for future research avenues,
delineating potential enhancements and adaptations that could further
optimize camera positioning in similar applications.
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2 State of the Art

2.1 Literature Research Methodology

The methodology for the literature review is designed to be systematic and
comprehensive, aiming to cover all relevant aspects of the research topic. The
primary objective is to identify, evaluate, and synthesize existing research re-
lated to the optimization of a camera’s position in deep learning applications,
particularly in the context of gas flow regimes in bioreactors.

2.1.1 Search Strategy

The search strategy was systematically designed to cover a broad spectrum
of research while ensuring relevance to the specific context of this work. An
initial search yielded approximately 250 papers from several databases, in-
cluding IEEE Xplore, PubMed, ACM Digital Library, arXiv.org, ScienceDi-
rect, SpringerLink, and Scopus. A combination of keywords and Boolean
operators, as shown in Table 2.1, was employed to maximize the retrieval
of relevant articles. Further, a snowball technique was used to identify ad-
ditional papers by scanning the references of initially selected articles. This
technique added an estimated 20 papers to the initial 100, totaling 120 papers
identified for potential inclusion. To visualize this search process, the data
flow chart 2.1 is provided, illustrating the contributions from each database
and the narrowing down of the pool of papers (Runeson & Höst, 2009). The
keywords in the keyword table were chosen from analysing the scientific re-
search question.

2.1.2 Inclusion and Exclusion Criteria

This work assumes a foundational understanding of Neural Networks and
Convolutional Neural Networks (CNNs) and will not delve into the basics
of these concepts, given the widespread use and explanation of these topics.
Explaining these foundational elements would not only be redundant but
would also exceed the scope and length constraints of this work. The criteria
for paper selection was established to maintain rigor and relevance. Papers
were included if they met the following criteria:

9



2 State of the Art

Explainable AI
110

Flow Regime
40

Camera Placement
10

Blackbox Opt.
74

Quality Assessment
-121

Data Extraction and Analysis
-78

’Snowball method’
+5

Final
40

Figure 2.1: Data flow chart illustrating the literature search process for each topic

• Peer-reviewed articles published in reputable journals.

• Articles focused on the optimization of camera positioning in machine
learning or computer vision applications.

• Articles that discuss flow regimes, especially in bioreactors.

Conversely, exclusion criteria were also defined to filter out papers that may
not add significant value to this work. The criteria for exclusion include pa-
pers from outside the institution of TU-Dresden with fewer than 5 citations,
as they may lack academic recognition. Papers that are older than 10 years,
unless they are seminal works with high citation counts.
Applying these criteria, the initial 234 identified papers were reduced to

60 papers for in-depth review. This approach aligns with Runeson et al.’s
guidelines for systematic literature reviews (Runeson & Höst, 2009).
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2.1 Literature Research Methodology

Phrase and, or

Explainable AI
Saliency maps

Object detection
Class activation maps

Flowregime Classification
Stirred vessels flow regimes
Gas injection flow regimes
Bioreactor flow regimes
Bioreactor flow regimes camera

Optimal Camera Placement
Camera positioning

Optimal camera placement
Optimal camera placement Flow regime classification

Camera location Optimal camera placement
Camera angle Optimal camera placement

Blackbox Optimization
Camera positioning

Blackbox optimization
Derivative free optimization

Quantitative analysis
Hyperparameter optimization

Table 2.1: Literature word combinations for optimizing camera positioning in
deep learning applications

Quality Assessment The 60 selected papers underwent a thorough quality
assessment to determine their relevance and reliability. Quality indicators
such as the rigor of the methodology, relevance to the research questions, and
the impact factor of the journals were considered. For assessing the rigor of
the methodology, papers that used empirical methods, provided detailed
explanations, and performed validations were rated higher. On a scale of 1
to 5, the average methodology score was found to be 3.5 for the reviewed
papers.
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Relevance to the research questions was another critical metric. Papers
that directly addressed issues related to optimizing camera positioning in
deep learning applications and gas flow regimes in bioreactors received higher
scores. In this context, 30 out of the 60 reviewed papers were found to be
directly relevant.
Lastly, the impact factor of the journals in which the papers were published

served as another indicator. Papers published in journals with an impact
factor greater than 3.0 were given extra weight during the review. About
40% of the papers met this criterion. Collectively, the quality assessment
aimed to filter the papers further and to provide a balanced view on the
existing literature. This methodology aligns with the standard practices in
this field, as suggested by (Runeson & Höst, 2009).

Data Extraction and Analysis After sorting the literature based on the
inclusion and exclusion criteria, the remaining papers underwent a detailed
review. Each article was read carefully, and crucial data points were ex-
tracted. This extraction focused on methodologies employed, key findings,
and limitations for each paper, following the best practices in literature re-
views in process control engineering (Runeson & Höst, 2009).

A dedicated database was built using Mendeley reference manager, to man-
age and analyse the extracted information systematically. The database con-
tained columns for title, authors, year of publication, citation count, method-
ology, key findings, and limitations, among others. A qualitative analysis was
carried out on this database to identify trends, gaps, and clusters within the
reviewed papers.
Out of the remaining articles, 10 were identified to not be directly related

to the research questions posed in this work and sortet out. The remaining
papers contributed to forming the theoretical foundation and offered varying
solutions to the problem of finding the optimal camera positioning in the
context of gas flow regimes in bioreactors. The information extracted from
these papers will serve as the base for designing the experimental phase and
for comparison with the results obtained in this work. This process was
consistent with the recommended guidelines for data extraction and analysis
in systematic literature reviews, as suggested by Runeson and Höst (2009).
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Synthesis After the quality assessment, a final list of 40 papers was deemed
suitable for synthesis. The synthesis phase involved bringing together the
extracted data to form a coherent understanding of the current state of
research in the domain of camera positioning in machine learning and gas
flow regimes in bioreactors. A thematic approach was used to categorize the
papers into specific themes, such as explainable AI techniques, flow regime
classification methods, and blackbox optimization algorithms. In particular,
16 papers discussed explainable AI, 10 papers were related to flow regime
classifications, 11 papers focused on blackbox optimization techniques and 5
papers on CNNs. No paper fulfilled the requirements and was related to a
systematic camera positioning concept in the context of CNNs.
By organizing the papers thematically, patterns and trends started to

emerge. For example, explainable AI methods like saliency maps and class
activation maps were commonly used to interpret CNN decisions in camera
positioning. On the flip side, there were gaps in the literature concerning real-
time camera adjustments based on changing flow regimes, pointing towards
self-implementation.
The synthesis revealed both the strengths and weaknesses of existing so-

lutions and methodologies. It offered insights into the current limits of tech-
nology and gave insides into the research question of this diploma thesis.
The synthesis process aligns with the best practices outlined for systematic

literature reviews, consistent with guidelines by Runeson and Höst (2009).

2.2 Blackbox Optimization

Blackbox optimization is a technique for optimizing systems where the in-
ternal workings are not fully understood or accessible (Jones et al., 1998).
This is particularly useful in fields like computer vision, deep learning, and
process control engineering (Martinez-Cantin, 2019; Shahriari et al., 2016).
The choice of optimization method often depends on various factors such

as the dimensionality of the problem, the cost of function evaluations, and
the availability of computational resources (Martinez-Cantin, 2019).
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• Exhaustive Methods (Random Search, Grid Search): These meth-
ods are often used for problems with low dimensionality where an
exhaustive search is feasible. However, they may not be efficient for
high-dimensional or expensive-to-evaluate functions (Bergstra & Ben-
gio, 2012).

• Bandit-based Methods (Hyperband, Hyperopt): Hyperband is a vari-
ation of random search, including some explore-exploit mechanisms to
find the best time allocation for each of the configurations. They are
often used when computational resources are limited but not extremely
scarce (Li et al., 2018).

• Model-based Methods (BOHB): These methods use statistical models
to guide the search and are particularly useful when function evalua-
tions are expensive. They adaptively focus on regions of the search
space that are likely to yield better results (Falkner et al., 2018).

• Probabilistic Model-based Methods (Bayesian Optimization):
Bayesian Optimization is often recommended for problems where each
function evaluation is costly in terms of time or computational resources.
It builds a probabilistic model of the objective function to guide the
search (Brochu et al., 2010; Shahriari et al., 2016).

• Metaheuristic Methods (Simulated Annealing): Simulated Annealing
is a probabilistic technique often used for finding an approximate solu-
tion to an optimization problem. It is particularly useful for problems
that have many local minima (Samora et al., 2016).

Advantages and Disadvantages of Methods Here we discuss the pros
and cons of each method, providing a more nuanced understanding of when
to use each.

• Exhaustive Methods (Random Search, Grid Search):

– Advantages: Simple to implement and understand. Suitable for
low-dimensional problems (Bergstra & Bengio, 2012).

– Disadvantages: Computationally expensive and inefficient for high-
dimensional or complex problems (Bergstra & Bengio, 2012).
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• Bandit-based Methods (Hyperband, Hyperopt):

– Advantages: Efficiently explores the search space and adaptively
allocates resources (Li et al., 2018).

– Disadvantages: May require more initial setup and tuning com-
pared to simpler methods. (Bergstra et al., 2013)

• Model-based Methods (BOHB):

– Advantages: Effective when function evaluations are expensive,
focuses on promising regions (Falkner et al., 2018).

– Disadvantages: May require a significant amount of data to build
an accurate model (Falkner et al., 2018).

• Probabilistic Model-based Methods (Bayesian Optimization):

– Advantages: Efficient for costly evaluations, builds a probabilistic
model to guide the search (Brochu et al., 2010).

– Disadvantages: May be sensitive to the choice of kernel and hy-
perparameters (Shahriari et al., 2016).

• Metaheuristic Methods (Simulated Annealing):

– Advantages: Capable of escaping local minima, useful for complex
landscapes (Samora et al., 2016).

– Disadvantages: Cooling schedule and other parameters may need
careful tuning (Samora et al., 2016).

Global vs Local Search In blackbox optimization, the terms ’global’ and
’local’ search often come into play. Global search algorithms, like Bayesian
Optimization and Simulated Annealing, aim to explore the entire parameter
space to find the global optimum (Samora et al., 2016; Shahriari et al., 2016).
On the other hand, local search algorithms, often employed in methods like
Grid Search, focus on a specific region of the parameter space and may get
stuck in local minima (Bergstra & Bengio, 2012).
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Uninformed Search Uninformed search algorithms, also known as blind
search, operate without any additional information about the state space
other than how to traverse it. In the context of blackbox optimization,
Bayesian Optimization serves as an interesting counter-example. Normally,
Bayesian Optimization is an informed search method, but it can be consid-
ered without its acquisition function, which is the ’informed’ part.
The objective function f(x) is sampled at different points x in the search

space X , without any guidance on where the next sample should be. This
is akin to uninformed search as the algorithm does not use any external
information to decide the next query point xnext.

Guided Search Methods Unlike basic search techniques that solely nav-
igate through the search space, guided search methods utilize extra data
to influence decision-making during the search. These methods employ a
heuristic function, denoted as h(x), in tandem with the actual cost function,
g(x), to estimate the total cost f(x) = g(x)+h(x) from the starting point to
the final goal via x. The heuristic function h(x) serves as supplementary in-
formation steering the search. This heuristic is often precalculated and relies
on domain-specific knowledge, providing the algorithm with an estimation
of the cost from the current state x to the goal.

2.3 Mathematical Notation

Before discussing each method in detail, it’s crucial to establish a common
mathematical notation for blackbox optimization. The goal of blackbox op-
timization is to maximize or minimize an objective function, which in our
specific application refers to maximizing the classification accuracy of the
deep learning model. The mathematical notations presented below provide
a foundation for understanding and comparing various blackbox optimiza-
tion methods (Jones et al., 1998; Shahriari et al., 2016).
Let f : X → R denote the blackbox function, where X is the search space,

and f(x) is the performance measure of a particular x ∈ X . In the context of
our study, x represents the camera coordinates and f(x) denotes the classifi-
cation accuracy of the Convolutional Neural Network (CNN) model trained
on the images captured at these coordinates. The primary optimization
objective can be expressed as finding an x∗ ∈ X such that:

x∗ = arg max
x∈X

f(x) (2.1)
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Bayesian Optimization, one of the methods used, introduces an acquisition
function α : X × P → R, where P denotes the set of possible parameters
of the probabilistic model learned from the data. This acquisition function
guides the selection of the next query point xnext, determined as:

xnext = arg max
x∈X

α(x,P ) (2.2)

In order to further facilitate the understanding and comparison of the var-
ious blackbox optimization methods, we introduce the following additional
notations:

• Iteration Index: Let t ∈ N denote the iteration index. Each iteration
represents a new trial or search in the optimization space.

• Search History: The search history up to iteration t is represented by
Dt = {(x1, y1), . . . , (xt, yt)}, where xi ∈ X are the input vectors and
yi = f(xi) are the corresponding function evaluations.

• Query Strategy: Each optimization method has a strategy, represented
by πt : Dt → X , to propose the next query point based on the search
history:

xt+1 = πt(Dt) (2.3)

2.4 Bayesian Optimization

Bayesian Optimization (BO) is a global optimization technique designed
for optimizing blackbox functions without assuming any functional forms
(Shahriari et al., 2016). It has found applications in various domains such
as hyperparameter tuning in machine learning, design optimization, and
robotics (Brochu et al., 2010).

Probabilistic Modeling with Gaussian Processes: The core component
of BO is a probabilistic model, often a Gaussian Process (GP), used to
represent the unknown objective function (Rasmussen & Williams, 2006).
GPs provide a distribution over functions and are updated as new data
points are observed. They are particularly useful because they can compute
the posterior distribution over functions consistent with observed data.
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Acquisition Function: The acquisition function plays a crucial role in BO.
It guides the selection of the next point to evaluate based on the current GP
model. Common choices include Expected Improvement (EI), Probability of
Improvement (PI), and Upper Confidence Bound (UCB) (Jones et al., 1998).

Iterative Approach: BO operates in an iterative manner, focusing on two
main components: the GP model and the acquisition function. Initially, the
GP model starts with a prior distribution that represents the initial beliefs
about the objective function. As new data points (hyperparameter settings
and their corresponding performance metrics) are collected, the GP model
is updated to compute the posterior distribution, which combines the prior
beliefs with the new data. This posterior distribution serves as a surrogate
model for the actual objective function, capturing the algorithm’s updated
beliefs about the function’s behavior across the hyperparameter space.

In each iteration, the acquisition function takes this posterior distribution
as input and selects the next point to evaluate. The acquisition function
aims to balance exploration and exploitation based on the current state of
knowledge captured by the GP model. For exploration, it may choose points
where the model is uncertain, aiming to learn more about the objective
function. For exploitation, it may focus on areas where the model predicts
high performance, aiming to fine-tune the hyperparameters.

The iterative process continues, with each new evaluation serving to up-
date the GP model’s posterior distribution. This, in turn, informs the ac-
quisition function for the next iteration. The cycle repeats until a stopping
criterion is met, such as reaching a maximum number of iterations or achiev-
ing a performance metric that satisfies predefined criteria.

Kernel Function: The choice of kernel function in the GP model is impor-
tant, as it determines the function’s smoothness and other properties. The
kernel function k(x, x′) defines the covariance between any two points x and
x′ in the input space. Mathematically, the prior over functions f(x) is mod-
eled as a multivariate Gaussian distribution with mean zero and covariance
matrix K, where Kij = k(xi, xj). The formula for the covariance matrix is
given by:
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K =


k(x1, x1) k(x1, x2) · · · k(x1, xn)
k(x2, x1) k(x2, x2) · · · k(x2, xn)

...
...

. . .
...

k(xn, x1) k(xn, x2) · · · k(xn, xn)


• k(x, x′) - Kernel function that calculates the covariance between points

x and x′.

• x, x′ - Two points in the hyperparameter space.

• K - Covariance matrix representing the relationships between all pairs
of points in the dataset.

• Kij - Element at the i-th row and j-th column of the covariance matrix
K, calculated using k(xi, xj).

• x1, x2, . . . , xn - Points in the dataset for which the covariance matrix is
being calculated.

• n - Number of points in the dataset.

Different kernels can capture various types of function behavior, making
the choice of kernel an important aspect of BO. The kernel function essen-
tially shapes the prior beliefs about the function to be optimized, influencing
how the GP model generalizes from observed data to unobserved points.

Limitations and Extensions: BO assumes that the objective function is
noise-free and smooth, which may not always be the case. It is also sensitive
to the choice of kernel and acquisition function. Various modifications have
been proposed to address these limitations, such as handling noisy observa-
tions and optimizing the acquisition function more effectively (Snoek et al.,
2012).

Application in This Work: In the context of this work, BO can be used
for optimizing camera coordinates in a bioreactor setup. The method would
evaluate the performance of a CNN model at different camera positions,
update the GP model, and then use the acquisition function to select the
next position. This allows for efficient optimization, especially when the cost
function is expensive to evaluate.
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Algorithm 1 Bayesian Optimization for Camera Positioning

Require: Blackbox function f : X → R
Require: Acquisition function α : X × P → R

Initialize data D = {} and a probabilistic model M
for t = 1, 2, 3, . . . , n do
Select the next query point by optimizing the acquisition function:

xt+1 = arg max
x∈X

α(x, M(D))

Query the blackbox function at xt+1 to obtain yt+1 = f(xt+1)
Augment the data with the new observation: D = D ∪ {(xt+1, yt+1)}
Update the probabilistic model M based on the data D

end for
Return the best configuration x∗ ∈ X that maximizes f(x) based on the
data D and model M

This pseudocode describes a standard Bayesian Optimization algorithm.
It starts by initializing the data and a probabilistic model. Then it enters a
loop for a predefined number of iterations (N). In each iteration, it selects the
next query point by optimizing the acquisition function, queries the blackbox
function at the next query point to obtain the corresponding value, augments
the data with the new observation, and updates the probabilistic model
based on the augmented data. Finally, it returns the best configuration
that maximizes the blackbox function based on the data and model. The
specifics of the acquisition function, the probabilistic model, and how they
are updated would depend on the actual implementation.
The use of a grid, whether discrete or continuous, is generally to approx-

imate the objective function within a specified domain. In Bayesian opti-
mization, the grid of test points serves as candidates where the algorithm
estimates the expected improvement. It then selects the point that maxi-
mizes this expectation to be the next evaluation point.
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2.5 Simulated Annealing

Simulated Annealing (SA) is an optimization algorithm that finds its roots
in the annealing process used in metallurgy. The algorithm is designed to
find a low-energy state in a system, similar to how annealing removes defects
in materials. While SA has a broad range of applications, it has also been
adapted for specific tasks such as mineral exploration and real-time pressure
process plant control (Biswas, 2016; Devan et al., 2022).

The algorithm starts with a random initial solution and explores the neigh-
borhood solutions through small changes. The acceptance of a new solution
is determined by an objective function and a probability function influenced
by a parameter known as temperature. Over time, the temperature decreases,
reducing the likelihood of accepting suboptimal solutions . Advanced vari-
ants like Very Fast Simulated Annealing (VFSA) have been developed to
speed up the computation time (Biswas, 2016). The temperature parameter
plays a crucial role in balancing exploration and exploitation. High temper-
atures enable the algorithm to explore new areas in the solution space, while
low temperatures focus the search on local optimization. Some implementa-
tions introduce randomness to help the algorithm escape local minima (Yang
et al., 2020). Key hyperparameters in SA include the initial temperature,
cooling schedule, and the number of iterations at each temperature level.
The choice of these hyperparameters can significantly affect the algorithm’s
performance (Yu et al., 2022). Some approaches even modify traditional SA
parameters based on other optimization algorithms to improve convergence
speed (Wang et al., 2018). SA’s performance is commonly evaluated using
metrics like convergence time, solution quality, and computational overhead.
It is often compared with other optimization algorithms to assess its effec-
tiveness (Wang et al., 2018). In the field of process control engineering, SA
is frequently employed for tasks like parameter tuning and control strategy
optimization. It has also been adapted for specific control applications, such
as real-time pressure process plant control (Devan et al., 2022; Gaspar &
Oliveira, 2011). The algorithm can be computationally expensive, particu-
larly for problems with large search spaces. The choice of hyperparameters
is often problem-specific, requiring multiple runs for optimal tuning (Wang
et al., 2018).
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2.6 Random Search

Random Search (RS) is a straightforward optimization method that doesn’t
require gradient information, making it suitable for blackbox optimization
problems. It has been applied in various domains, including hyper-parameter
optimization in machine learning. RS operates by randomly sampling points
in the search space and evaluating them using an objective function. The al-
gorithm keeps track of the best solution found during its run. The search can
be either structured, following a specific pattern, or truly random (Anderson,
1953).

Random search is particularly useful when the objective function is not
well-understood, non-continuous, or non-differentiable. However, its effec-
tiveness diminishes in high-dimensional spaces due to the randomness of the
search (Anderson, 1953). In this work, RS is applied to find optimal camera
positions. Despite its simplicity, RS serves as a baseline for comparing more
sophisticated optimization techniques.

2.7 Gridsearch

Grid search is a straightforward method for hyperparameter optimization
that exhaustively searches through a manually specified subset of the hyper-
parameter space (Bischl et al., 2021).
Given a set of possible values for each hyperparameter, Gridsearch con-

structs a grid of configurations and evaluates the model’s performance for
each. The best-performing configuration is selected as the optimal solution.
In this study, the aim is to optimize camera coordinates x, y to maximize a
CNN’s classification accuracy. Gridsearch would involve specifying possible
values for x and y, constructing a grid of x, y pairs, and evaluating the CNN
for each pair.
Mathematically, Gridsearch can be represented as:

For each x ∈ X and each y ∈ Y : (2.4)

Evaluate f(x, y) (2.5)

x∗, y∗ = arg max
x∈X ,y∈Y

f(x, y) (2.6)

Gridsearch is simple but can be computationally expensive, especially for
high-dimensional hyperparameter spaces (León et al., 2020). Compared to
Random Search, it may be less efficient as it doesn’t focus on regions of
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better performance (Bergstra & Bengio, 2012).

2.8 Explainable A.I. and Saliency Maps

(a) (b) (c)

Figure 2.2: GradCAM++ and original image computed from single images and a
trained LeNet5 CNN.

In recent years, machine learning models, particularly CNNs, have demon-
strated exceptional performance in tasks like image recognition, segmenta-
tion, and various other computer vision applications. Due to the focus in
this work being the optimization and feature integration, a detailed expla-
nation of the fundamental workings of CNNs can be referred to in related
work of (Khaydarov et al., 2020; Kröger et al., 2022; Markus Esser, 2022;
Wecke et al., 2022). While these models excel in terms of accuracy, their
internal operations are often considered unknown, making them difficult to
interpret. This lack of interpretability poses challenges in understanding
model behaviour, diagnosing errors, and gaining insights into the features
that the model finds important. Thus, explainability has emerged as a sig-
nificant field to make machine learning, especially CNNs, more transparent
and understandable. Saliency maps are visualization techniques that provide
insights into which regions of an input image are instrumental for a CNN to
arrive at a specific classification. Essentially, they highlight the ’important’
pixels or regions that contribute most to the model’s decision-making process
(Selvaraju et al., 2017).
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One popular approach for generating saliency maps are techniques like
Gradient-weighted Class Activation Mapping (GradCAM) and its extension,
GradCAM++, that aim to provide visual explanations for model decisions.
These methods generate what is commonly referred to as saliency maps (Sel-
varaju et al., 2017). The most basic form of a saliency map is a heatmap
where each pixel’s intensity corresponds to the importance of that partic-
ular pixel in classifying the image (Chattopadhay et al., 2018). It allows
a graphical interpretation of how the neural network makes its decisions
and can be helpful in applications where understanding model behaviour is
crucial. GradCAM uses the gradients of class evaluations, flowing into the
final convolutional layer to produce a low-resolution map. This map is then
upsampled to match the input image resolution, thereby highlighting the
important regions.
Figure 2.2 illustrates a GradCAM++ heatmap representing three different

saliency maps for a specific classification generated by a trained CNN model.
This heatmap shows areas in the input image that the model considers im-
portant for making its decision, thereby providing a way to qualitatively
analyze the model’s behaviour. It is essential to note that saliency maps
are generated based on a specific input image and a pre-trained CNN model.
Therefore, they serve as a qualitative image analysis tool, highlighting the
regions that are critical for the model’s classification decision. Other tech-
niques like Network Dissection (Bau et al., 2017) also exist, which aim to
interpret networks by identifying and labeling the units in the network that
match human-defined concepts.

GradCAM++ a detailed explanation: GradCAM is a technique devel-
oped to interpret the decisions made by CNNs by visualizing the regions in
the input image that contribute significantly to the output prediction. The
primary goal is to create a heatmap-like overlay that signifies the important
regions in the image as recognized by the CNN. In the GradCAM technique,
gradients play a critical role in explaining the output of the CNN model.
This process can be broken down into simpler steps:

1. The first step involves executing the forward pass of the CNN model to
classify the input image. During this pass, activations are recorded at
each convolutional layer. The final layer’s output determines the most
probable class to which the input image belongs (LeCun et al., 1989).
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2. The gradients of the output class, often referred to as the target class,
are calculated concerning the feature maps of the last convolutional
layer. Mathematically, these gradients are partial derivatives. They
quantify how minute changes in each feature map can affect the class
score (Zeiler & Fergus, 2014).

3. The computed gradients are then subjected to a global average pooling
process. This results in a single scalar value for each feature map.
These scalar values serve as weights and indicate the importance of
each corresponding feature map for the target class (Selvaraju et al.,
2017).

4. A weighted sum of these feature maps is calculated using the weights
obtained from the global average pooling. The resultant weighted sum
produces a coarse heatmap, which shows the importance of different
regions in the original image with respect to the target class (L. Zhou
et al., 2021).

5. This coarse heatmap is resized to match the resolution of the input
image. Generally, interpolation methods are employed for the resizing
(Dhillon & Verma, 2020).

6. The resized heatmap is finally superimposed on the original input image.
This superimposition helps to visualize which areas in the image were
significant in classifying it into the target class which can be seen in
Figure 2.2 (Selvaraju et al., 2017).

In Figure 2.3, the feature maps (A1, A2, A3) can be considered as the
final feature maps from the last convolutional layer. The gradients for these
feature maps are computed and used to generate the GradCAM heatmap.
The weighted combination of these feature maps forms the basis for the
heatmap, which is then upscaled to the resolution of the input image for a
side-by-side comparison and interpretation.
In Figure 2.3, the process starts with an input image, where darker regions

highlight the presence of particular objects or features. This input image is
then transformed through several convolutional layers. Each convolutional
layer, as depicted, focuses on extracting different features, breaking them
down into individual feature maps (A1, A2, A3). It is these feature maps
that serve as the foundation for generating the GradCAM heatmap.
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Turning attention to GradCAM++, it is an extension of GradCAM and
aims to offer a more nuanced visualization. One primary improvement is the
capability to focus on more localized regions, often smaller but significant
in context, which might be ignored or underweighted by GradCAM. This is
achieved by incorporating higher-order gradients into the calculation, offer-
ing a more fine-grained attribution of importance to specific regions in the
image (Chattopadhay et al., 2018).
This difference is visually represented in the saliency maps in Figure 2.3.

In GradCAM++, the greyscale values are notably higher in smaller feature
regions compared to GradCAM, highlighting that these regions are also im-
portant in decision-making. Further illustration is provided in Figure 2.2,
where the red-to-blue spectrum is utilized to represent the degree of impor-
tance in the GradCAM++ heatmap.
To summarize, GradCAM provides a base understanding of CNN attention

on a broad scale, capturing larger, more evident features. However, if the
focus is to hone into more localized, perhaps subtler, but significant features
in an image, GradCAM++ serves as a more suitable technique. Therefore,
for detailed and nuanced interpretability, opting for GradCAM++ would be
a well-considered choice (Chattopadhay et al., 2018).
In summary, saliency maps offer a compelling way to understand and

interpret the behaviour of CNN models by visually highlighting the regions
in the input data that are key for classification.
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2.9 Flowregime Classification in Stirred Vessels

(a) Loaded
state

(b) Flooded
state

(c)
Dispersed

state

Figure 2.4: Bubble distribution in different flowregimes (Markus Esser, 2022)

The classification of flow regimes in stirred vessels is a task in process
control engineering that is normally done through human labour. Using ma-
chine learning is the subject of the case study in this thesis. This task is not
only important for ensuring efficient mixing but also crucial for maintaining
optimal reaction conditions. The Explainable AI methods discussed in the
previous section could provide valuable insights for this classification task.
For the remainder of this work, the term ’flow regime’ will refer to the man-
ner in which the gas phase is dispersed throughout the reactor (Troniewski
& Ulbrich, 1984).
Flow regime classification has been studied using various techniques. One

notable approach is the use of CNNs as employed by Korinna Kröger (Kröger,
2019). Additionally, Marcus Esser has explored the integration of multiple
data sources through multimodal approaches for enhanced classification per-
formance (Markus Esser, 2022). Valentin Khaydarov and his colleagues have
made contributions by combining CNNs with flow regime classification in
stirred vessels, significantly influencing the field (Khaydarov et al., 2020).
The student thesis of Leonard Wecke has focused on utilizing explainable
AI methodologies, such as saliency maps, to qualitatively examine the flow
regime reactor for areas of interest for the CNN. The results show that the
CNN concentrates on fix points that it finds very useful for classification that
are not easily observable by the human eyes. Scanning the reactor for such
areas of interest has the potential of increasing CNN performance (Wecke
et al., 2022). His work aligns closely with the intent of leveraging explainable
AI for improved visualization and understanding of flow regimes.
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(a) Loaded
state

(b)
Flooded
state

(c) Dis-
persed
state

Figure 2.5: Visual differences between flow regimes in the same dataset

The body of existing work sets the stage for the investigation presented
here. The main focus of this work is to capitalize on the advancements in
explainable AI for visualizing areas of interest, and subsequently, applying
blackbox optimization methods to achieve automatic repositioning of sensors
or measurement instruments. In stirred vessels, different flow regimes can be
observed, mainly influenced by stirrer speed and gas supply. These regimes
have been broadly categorized into three types: Flooded, Loaded and Dis-
persed that are visualy shown in figure 2.6 (Kröger, 2019). Each regime
has its unique characteristics, primarily influenced by bubble formation and
their spatial distribution within the reactor. Accurate classification of these
regimes is vital for efficient reactor operation.
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Figure 2.6: Original flowchart with logarithmic scale. Is used to set the reactor in
a particular flowregime by calculating the gasflow and rpm map as explained
(Kröger, 2019).

Contrary to human observation, which might naturally focus on bubble
shape and size and dispersion, CNNs in this work have demonstrated a dif-
ferent approach which is most often the case (Das et al., 2017). According to
studies, the CNNs focus on specific reflection points learned during the train-
ing process (Wecke et al., 2022). These reflection points are highly specific
and extremely sensitive to a variety of factors such as lighting conditions,
camera position, and the reactor’s own characteristics, as well as the fluid it
contains.

This raises challenges for the generalization of the trained model to other
use cases. If any of these conditions change, the CNN must be retrained to
accurately classify the flow regimes. Hence, each use case essentially becomes
a unique scenario requiring a customized CNN training process. This reality
underscores the need for a careful setup and training regimen when using
CNNs for flow regime classification.

The state of the flow regime is a complex function of numerous variables.
These include but are not limited to, flow velocity, stirrer speed, and various
geometrical and thermodynamic parameters (Kröger, 2019). Two dimension-
less numbers, namely, the Flow Number (Fl) and the Froude Number (Fr),
have been identified to characterize these regimes more comprehensively.
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Flow Number (Fl) = Q

N · D3 (2.7)

Froude Number (Fr) = N2 · D

g
(2.8)

The major challenge in this classification task is the transitional states
between different regimes. These states are hard to classify even by human
experts.
The flowchart in Figure 2.6 serves as a computational tool for determining

the reactor’s current flow regime. Here, the x-axis and y-axis may represent
process variables such as Rotations per Minute (RPM) and Gasflow number,
respectively. The plot uses a logarithmic scale, which helps in capturing the
non-linear behavior of the system. Based on these two variables, it becomes
feasible to classify the reactor into a specific flow regime, thus enabling more
precise control (Kröger, 2019). In the context of process control engineering,
the state of the flow regime in a reactor is influenced by various factors.
The Flow Number Fl and the Froude Number Fr serve as key dimensionless
numbers to encapsulate this complexity.

• Q - Flow rate in m3/s represents the volumetric rate at which fluid
flows through the reactor.

• N - Rotational speed in rev/s indicates the speed at which the stirrer
rotates.

• D - Impeller diameter in meters signifies the size of the impeller facili-
tating the stirring.

• g - Acceleration due to gravity in m/s2, a constant value affecting the
motion of fluids.

The reactor controls the state of the flow regime primarily through the
adjustment of RPM (Revolutions Per Minute) and gas flow rate. These
settings influence N and Q, which in turn affect Fl and Fr.

31



2 State of the Art

For the analysis of image data captured from the reactor, these dimension-
less numbers are employed to compute labels for each state of the flow regime.
The resulting labels can be categorized as, Flooded, Loaded and Dispersed.
These labels are essential for further data analysis and can be used to train
machine learning models that aim to recognize and manage different flow
states. The non-linear nature of the flowchart suggests the complexity of the
relationship between the reactor’s operating conditions and its flow regime.
Furthermore, the classification task is closely tied to the reactor’s specifica-
tions, emphasizing the need for a tailored approach when setting up process
controls. This flowchart allows for the reactor to be set in a particular flow
regime by calculating the gasflow and RPM map as explained.
Through these visual aids and computational tools, the study aims to

improve the understanding and control of flow regimes in stirred vessels. This
could lead to more efficient and stable reactor operation. The complexity
and high dimensionality of this task make it a suitable candidate for applying
Explainable AI methodologies. The feature importance methods discussed in
the previous section can help in understanding which parts of the image are
informative for classifying a given flow regime. This could be particularly
useful for understanding transitional states, which are typically the most
challenging to classify.
In summary, flow regime classification in stirred vessels is a complex yet

crucial task in the realm of process control engineering. While there are
existing methods to characterize these regimes, they are not without limi-
tations. Neural network-based methods, coupled with Explainable AI tech-
niques, could provide a robust solution to this challenging problem.

2.10 Performance Metrics

2.10.1 R2 Score and Polynomial Regression for Experiment Data
Analysis

The R2 score is selected as the primary metric for evaluating the correlation
in the experimental data for this work. Also known as the coefficient of
determination, the R2 score measures the extent to which the independent
variable can explain the variance in the dependent variable. The R2 value
can range from 0 to 1 with a higher value indicating a better model fit to
the observed data.
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While other metrics such as the Pearson correlation coefficient exist, they
are typically suited for linear relationships between variables. Given that this
study anticipates more complex shapes in the objective function, Pearson
correlation is not deemed suitable.

To better capture the expected complexity, polynomial regression is used.
This approach fits a polynomial equation to the data, allowing for curves
instead of just straight lines. The polynomial’s degree (n) is a parameter
that can be adjusted to achieve different curve fits. However, selecting an
appropriate degree n is critical to avoid overfitting, which occurs when the
model performs very well on the training data but poorly on unseen or
new data. To strike this balance, n is varied and the R2 score is observed.
The goal is to find a degree that maximizes the R2 score without causing
overfitting.

In summary, polynomial regression is used to account for the potentially
complex relationships in the data, and the R2 score provides a quantitative
metric for evaluating the fit. The challenge is to optimize n to achieve a high
R2 score.

2.10.2 Blackbox Optimization Performance Metrics

In assessing the performance of blackbox optimization algorithms for opti-
mizing camera positions in deep learning applications, a few key metrics
stand out as particularly informative. These metrics offer quantitative ways
to compare how effectively different algorithms perform, especially in scenar-
ios like gas flow regimes in bioreactors where the objective function is often
complex and non-intuitive.

Best Found Value: One of the principal metrics in this context is the
’Best Found Value’ on the optimization curve. Essentially, after running
an optimization algorithm, the output consists of a sequence of candidate
solutions with their associated objective function values. The ’Best Found
Value’ is the most optimal (either maximum or minimum, depending on the
problem) value that the algorithm was able to find during its run. When
dealing with stochastic algorithms, the process is typically repeated multi-
ple times, and the ’Best Found Values’ are averaged to get a more reliable
estimate (Shahriari et al., 2016). This averaged ’Best Found Value’ serves as
a primary quantitative metric for benchmarking the performance of various
blackbox optimization algorithms in this work.
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Variance: Another metric that offers valuable insight is the variance in the
’Best Found Values’ across multiple runs. Mathematically, the variance σ2

for the ’Best Found Values’ x1, x2, . . . , xI across I runs is given by:

σ2 = 1
I

I∑
i=1

(xi − µ)2 (2.9)

In Equation 2.9:

• σ2 is the variance of the ’Best Found Values’.

• xi is the ’Best Found Value’ in the ith run.

• µ is the mean of all ’Best Found Values’ across I runs.

A lower variance signifies that the algorithm consistently finds near-optimal
solutions across different runs, making it more reliable. On the other hand, a
higher variance implies that the algorithm’s performance can be inconsistent.
The variance metric is used in this work to provide a deeper understanding
of an algorithm’s robustness (Eggensperger et al., 2018).

Regret: While the ’Best Found Value’ serves as an essential measure for
assessing the quality of the solution found by an optimization algorithm, the
regret metric provides an alternative perspective on algorithmic performance.
The regret measures the absolute difference between the optimal objective
function value and the objective function value at a specific iteration. The
mathematical definition of regret is:

Regret = |f(x∗) − f(xi)| (2.10)

In Equation 2.10:

• Regret is the absolute difference between the optimal objective function
value (f(x∗)) and the objective function value at the current iteration
(f(xi)).

• f(x∗) is the optimal value of the objective function.

• f(xi) is the value of the objective function at the current iteration i.
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A lower regret value suggests that the algorithm is closer to the optimal
solution at that particular iteration, rather than over its full run (Shahriari
et al., 2016).

Cumulative Regret: Cumulative regret is an essential metric for evaluating
the speed at which the algorithm converges. It is computed as the sum of
regrets at each iteration:

Cumulative Regret =
I∑

t=1
Regreti (2.11)

In Equation 2.11:

• Cumulative Regret refers to the total sum of individual regrets up to
iteration I.

• i represents the current iteration.

• I is the total number of iterations.

• Regreti is the regret at the ith iteration.

Unlike the ’Best Found Value’, which only gives a snapshot of the algo-
rithm’s best performance at a specific point, the cumulative regret offers a
more comprehensive view of the algorithm’s effectiveness over its entire run
(Eggensperger et al., 2018). In the setting of optimizing camera positions for
deep learning applications, a lower cumulative regret suggests that the al-
gorithm identifies optimal or near-optimal camera positions more efficiently.
Conversely, a high Cumulative Regret might imply a more explorative ap-
proach by the algorithm.

Number of Function Evaluations, Iterations, and Sampling: The term
’Number of Function Evaluations’ refers to the computational cost required
by an optimization algorithm, essentially indicating the number of times the
algorithm samples the objective function to find an optimal or near-optimal
value. In the context of optimization, each function evaluation is equivalent
to an iteration, which involves sampling the objective function.
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For different optimization methods, this concept varies:

• In Grid Search, each function evaluation corresponds to a single grid
point in the parameter space.

• In Random Search, each iteration involves randomly selecting a point
in the parameter space to evaluate the objective function.

• In Simulated Annealing, a function evaluation is tantamount to a state
transition, which involves a potential move to a neighboring solution.

• In Bayesian Optimization, each function evaluation corresponds to a
decision point where the algorithm’s probabilistic model recommends
the next sample to evaluate.

In scenarios involving computationally intensive tasks like image process-
ing for deep learning applications, a lower number of function evaluations
indicates a higher efficiency of the algorithm.

2.10.3 CNN Performance Metrics

Within the context of this work, which centers on optimizing camera position-
ing using saliency maps generated by deep learning techniques, understand-
ing Convolutional Neural Network (CNN) performance metrics becomes cru-
cial. These metrics facilitate the calibration and generalizability of the CNN
models, which is highly relevant in challenging scenarios like the monitoring
of gas flow regimes in bioreactors.

Cross-Entropy as a Measure of Accuracy: In the binary classification prob-
lem, the cross-entropy loss H(y, p) is calculated using the following equation:

H(y, p) = −
∑

i

[yi log(pi) + (1 − yi) log(1 − pi)] (2.12)

For multi-class classification, the formula can be generalized to:

H(y, p) = −
∑

i

∑
j

yij log(pij) (2.13)
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In Equation 2.12 used for binary classification, H denotes the cross-entropy
loss. Here, yi signifies the true label for the ith instance, which can be either 0
or 1. The predicted probability of the ith instance being in the positive class
is represented by pi, and i serves as an index for each instance in the dataset.
On the other hand, Equation 2.13 pertains to multi-class classification. In
this case, yij indicates the true label for the ith instance in the jth class. The
pij symbolizes the predicted probability that the ith instance belongs to the
jth class, and j functions as an index for each class.
Utilizing cross-entropy as a form of ’accuracy’ provides a more detailed

assessment of model performance compared to traditional accuracy, which
only counts the fraction of correct classifications. Cross-entropy accounts
for both the correctness and confidence level of each prediction, making it
a more comprehensive measure for performance evaluation in the context of
camera positioning optimization.

ROC and AUC: The Receiver Operating Characteristic (ROC) curve and
the Area Under the Curve (AUC) are other metrics that are frequently em-
ployed in machine learning literature for performance assessment. The ROC
curve illustrates the performance of a binary classification model by plotting
the true positive rate against the false positive rate at various threshold set-
tings. AUC, which is the area under the ROC curve, provides a single scalar
value that sums up the overall performance of the model.

Advantages:

• ROC and AUC are less sensitive to class imbalance, making them suit-
able for datasets where one class significantly outnumbers the other.

• They provide a comprehensive view of the model’s performance across
various classification thresholds.

• These metrics are good for comparing multiple models as they summa-
rize performance in a single scalar (AUC) or a curve (ROC).
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Disadvantages:

• These metrics may not be as interpretable as accuracy or cross-entropy,
especially for those not familiar with the intricacies of machine learning
evaluation metrics.

• In situations where class distribution is balanced and where the per-
formance at specific classification thresholds is not a primary concern,
ROC and AUC may offer more information than is necessary.

In various scenarios, ROC and AUC have been considered valuable metrics
for evaluating model performance (Z. Zhou et al., 2017). However, for bal-
anced datasets and tasks where interpretability and the confidence of each
prediction matter, metrics like cross-entropy are often preferred.
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3.1 Requirement Analysis and Research Hypothesis

The focus of this study is on designing and testing an optimization algorithm
that incorporates additional information from the CNN model to optimize
camera positioning. This approach aims to provide the algorithm with ad-
vantages over other popular optimization methods applicable in the given
context of the use case study. The case study will offer a reference scenario
used to benchmark the algorithm against other optimization methods. The
primary variables under investigation include camera position, bioreactor
parameters, and CNN model accuracy.
Drawing upon the extensive literature review, which covers topics ranging

from blackbox optimization methods like Bayesian Optimization, Simulated
Annealing, and Grid Search, to Explainable AI and performance metrics, the
study aims to bridge the gap between these diverse areas. Specifically, the lit-
erature on Bayesian Optimization and Explainable AI provides a foundation
for the development of an informed optimization algorithm that leverages
saliency maps for better performance. Therefore, the study aims to answer
the following specific research questions:

Specified research question:

1. From these algorithms, which is most suitable for external knowledge
incorporation?

2. How can saliency maps be used, to create a heuristic for an informed
search algorithm?

3. Which other novel optimization algorithms are most suited for a quan-
titative comparison?

4. What quantitative metrics can be used for comparison?

5. How does the algorithm compare to other optimization methods in
terms of these metrics?
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6. What are the limitations of using saliency maps for camera position
optimization in the context of bioreactors?

Research Hypotheses:

1. Features extracted through Explainable AI (XAI) approaches, partic-
ularly saliency maps, are effective in evaluating the quality of camera
positions in Computer Vision applications within bioreactors.

2. The integration of features extracted through XAI methods into op-
timization algorithms can be successfully implemented as a proof-of-
concept for solving the problem of optimal camera positioning within
bioreactors.

3.2 Research Approach: Case Study

This thesis conducts a case study approach to design, benchmark analyze,
and explore the use of XAI information. The rationale behind this choice
stems from the gap in existing literature, which lacks an appropriate solu-
tion for single-camera positioning for CNN classification tasks. Therefore,
this research will perform a design study to design and benchmark a proof-
of-concept algorithm and conduct quantitative and qualitative analysis to
compare its performance against popular gradient-free optimization meth-
ods. The implementation of this research incorporates a hybrid methodology,
combining both quantitative and qualitative approaches, aiming to provide
an assessment of a successful exploration and implementation of XAI features
in blackbox optimization.
In this work, both quantitative and qualitative methods are employed to

analyze the CNN model to explore the impact of Class Actication Maps
(CAM) on model accuracy in different camera positions. The use of qualita-
tive analysis is particularly important for feature selection. The reason being
that features highlighted in saliency maps have similarities to what human
vision considers important, thus making them appropriate for qualitative
evaluation. The research approach involves the following stages:
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Design: The initial phase focuses on designing a blackbox optimization
method in the area of informed search and defining the research objectives.
This stage includes literature research to find the most suitable solution for
the usecase of flowregime classification and camera placement. Selecting
appropriate architectural configurations, finding useful approaches in CAM
processing, considering relevant parameters and determining the scope of the
study.

Implementation and Benchmarking: Once the model is designed, it is
implemented in a suitable programming framework or platform. The imple-
mentation involves coding the CNN architecture, configuring hyperparame-
ters, and preparing the dataset. Rigorous testing is conducted to ensure the
correct functioning of the model and to establish a baseline for performance
evaluation.

Qualitative Analysis: Qualitative research plays a critical role in the initial
exploratory phase of the study, providing valuable insights into the function-
ing and implications of different methodologies, algorithms, and approaches.
In this thesis, qualitative methods are employed to achieve the following
objectives:
Understanding Complex Phenomena: Qualitative research methods aid

in comprehending the intricate mechanisms through which camera position-
ing affects image data and, consequently, the performance of deep learning
systems. Through qualitative analysis, a deeper understanding of the under-
lying processes and interactions can be obtained, enabling the identification
of nuances and subtleties that may not be captured by quantitative measures
alone. This is specificly usefull when evaluating CAMs.
Analyzing Class Activation Maps: Qualitative methods are utilized to an-

alyze CAMs and identify key features, or ’points of interest’, that correlate
with the accuracy of the model. By closely examining the CAMs, insights
can be gained into the visual patterns and characteristics that contribute to
the model’s performance. Qualitative analysis allows for a nuanced interpre-
tation of these visual cues, facilitating a deeper understanding of the model’s
behavior.

41



3 Methodology

Quantitative Analysis: In this work, quantitative research methods serve
as the cornerstone for evaluating the implemented solutions. Specifically, the
CNN model’s performance is assessed using metrics such as training time,
prediction accuracy, and model complexity. These metrics offer objective
data that allows for an analytical understanding of the model’s effectiveness.
Alongside this, blackbox optimization techniques are applied to empirically
determine the optimal camera positions. The resulting numerical data is
subjected to statistical analysis to rigorously compare the effectiveness of dif-
ferent camera positions in the given use case. Additionally, Class Activation
Maps (CAMs) are used to pinpoint key features within images. The relation-
ship between these features and the model’s accuracy is quantified through
appropriate metrics, which in turn offers insights into what influences the
model’s performance. To ensure the reliability of these quantitative evalu-
ations, variance-reducing methods are employed. This involves performing
multiple runs of the optimization algorithms with different random initial-
izations and applying statistical measures such as the mean and standard
deviation. This approach allows for a stable and reliable comparison of the
proof-of-concept against other prominent algorithms in the specific scenario
under investigation.

Improving the model: Based on the evaluation results, qualitative and
quantitative analyses are made to enhance the performance and effective-
ness of the model. This may involve adjusting hyperparameters, refining
the architecture, or modifying the model. These improvements aim to ad-
dress any identified weaknesses and optimize the model’s performance and
stability.

Uncommon Methodology: Due to the lack of multiple different Bioreac-
tors with different sizes and window constellations, the optimization algo-
rithm will be implemented as a proof of concept in the given use case study.
Therefore, the quantitative analysis is limited to the provided reactor only.
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3.3 Data Collection

Data collection will involve gathering multiple accuracy metrics from multi-
ple trained CNNs models. Every CNN model will be trained in a different
position. The training positions are defined by a gridsearch mechanism. The
grid will be defined in a circular horizontal motion around the reactor win-
dow, which can be identified with a yaw value. A robotic arm will position
the camera in the fine grid to find the global optimum. This data will then
be used in the benchmarking phase to compare different solutions against
each other with a reduced amount of sampling possibility. The data will
serve as a knowledge base and serve for creating the simulation for running
the optimization algorithms. The accuracy will serve as the objective func-
tion f(x) for optimization, where x represents the yaw or camera position.
The experimental setup includes a bioreactor, an industrial camera and a
robotic arm for precise camera positioning as seen in figure 5. It should
be clearly stated, that the experiments are structured to provide an objec-
tive function for later optimization with an intelligent strategy. Variables
like revolutions per minute and gas flow can be controlled via orchestration
scripts, and the CNN model structure and parameters are based on previous
research findings.

3.4 Evaluation and Justification

The focus here is to critically assess the performance of the self-implemented
algorithm, particularly in terms of its ability to integrate explainable AI
(XAI) features into blackbox optimization. Several metrics will be employed
to ensure a thorough qualitative analysis, enabling a multi-faceted view of
the algorithm’s capabilities.
For the CNNs, R2 correlation will serve as the quantitative metric for as-

sessing accuracy within the yaw grid, as explained in section 2.10. The
objective function f(x) will be subject to optimization through the self-
implemented algorithm. This will be compared against other gradient-free
optimization algorithms to provide a comparative perspective. Tools such as
Tensorflow and Tensorboard will be utilized for overseeing machine learning
experiments.
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The choice of a simulation-based approach was made after careful con-
sideration of factors like efficiency and accuracy, as well as identified gaps
in existing literature. This approach facilitates both efficient data gather-
ing and expedient algorithm testing, thereby aligning well with the study’s
objectives.

Obstacles and Solutions: The study encountered several obstacles that
posed significant challenges to its objectives. One primary concern was the
difficulty in selecting an algorithm capable of incorporating external data.
To compound this issue, identifying external data that adhered to scientific
guidelines proved to be a cumbersome task. The integration process for
this data was far from straightforward, necessitating multiple rounds of trial
and error to achieve the desired outcome. Data collection posed another
challenge. Initially, it was assumed that a large dataset would be essential
for establishing a reliable objective function. However, collecting such an
extensive dataset would have been time-consuming, extending into weeks
or even months. This led to a reduction in dataset size, introducing noise
into the training data. To counteract this, variance reduction methods were
employed to maintain the integrity of the dataset. Lastly, the study faced
inconsistencies in model performance upon retraining, which introduced ad-
ditional noise. This was mitigated by conducting multiple training runs to
stabilize performance. These challenges were addressed through meticulous
planning and iterative improvements, thereby setting the groundwork for a
more reliable analysis in this work.
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This chapter provides an overview of the fundamental components and data
flows in the system developed for camera positioning around a bioreactor.
The main elements include a bioreactor for conducting the chemical pro-
cesses, a camera for image data collection, and a robotic arm responsible for
adjusting the camera’s position. In addition to these primary elements, ma-
chine learning models and optimization algorithms are integrated to refine
the camera placement iteratively.
The chapter is structured to deliver a clear understanding of how these

various components collaborate to achieve the aim of optimal camera posi-
tioning. Details on the interaction between these elements, the role of ma-
chine learning models, and the functioning of optimization algorithms will
be explained.

4.1 System Overview

In the system overview shown in Figure 4.1, a variety of elements are dis-
played, and arranged to highlight their interconnectivity and data flow. The
main elements are a bioreactor, a camera and a robotic arm, positioned
vertically on the left side of the figure. Supplemental components include
a GradCAM++ image and an XAI-informed Bayesian optimization surro-
gate model. There are also three separate boxes labeled ’Images Training
Dataset’, ’Images Validation Dataset’, and ’Trained LeNet5-CNN Model’.
Data flow is visualized using arrows colored in green, red, purple, and black.
Green arrows represent forward data flow, while red arrows denote backward
flow. The center of this data flow is the camera, which captures images for
the training and validation datasets.
The steps in the data flow are as follows:

• The camera records images for the training and validation datasets.

• Labels from the bioreactor are used by the LeNet5 CNN model.

• The validation dataset helps to evaluate the model’s accuracy and to
calculate GradCAM++ information.
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After completing these steps for one camera position, the accuracy of the
CNN model is sent to the XAI-informed Bayesian optimization surrogate
model. GradCAM++ information in the form of a vector pointing towards
the point of interest, is also sent to this surrogate model to provide additional
insights.
The surrogate model then guides the robotic arm to move the camera to

a new Yaw value, which sets the next camera position in a circular pattern
around the bioreactor. The loop of steps repeats until either the Bayesian
optimization algorithm stops improving or a set number of iterations (for
example 20) are completed.
Finally, the camera is placed at the optimal position as determined by the

iterative optimization process (Brochu et al., 2010; Selvaraju et al., 2017;
Shahriari et al., 2016; Snoek et al., 2012).
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Figure 4.1: XAI enhanced automatic positioning system using GradCAM++
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4.2 Data Flow

Figure 4.2: Data flow diagram detailing the interactions between various system
components. This illustrates derivative-free optimization in the use case of
process control engineering.

In the context of process control engineering, the optimization of oper-
ational variables is crucial for enhancing both efficiency and performance.
This work utilizes a data-driven approach that incorporates Convolutional
Neural Networks (CNN) and derivative-free optimization algorithms in a sim-
ulated environment. The focus is on optimizing the positioning of cameras in
a bioreactor. Figure 4.2 provides a detailed overview of how the various units
in the system interact, thereby driving the optimization process. Four core
units are discussed: the Flowregime System Unit, CNN Unit, Simulation
Unit, and Optimization and Benchmarking Unit.

Flowregime System Unit: This unit acts as the foundational element
of the study. It aims to optimize the camera positions in an industrial-
grade bioreactor, specifically in the Biostat D-DCU. A camera con-
trolled by a UFactory xArm 5 Lite captures images and has a yaw
movement range from yaw−45◦ to yaw+45◦ . The positioning of the cam-
era is a central variable in the study, and the images captured serve as
the primary data for training the CNN model.
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CNN Unit: Responsible for feature extraction and classification, this
unit utilizes images from the Flowregime System Unit for its training.
It generates raw performance metrics like accuracy and additionally
provides saliency maps. These maps are incorporated into the opti-
mization algorithms and offer insights into the features that are most
important, aiding in the formulation of the objective function in the
Simulation Unit.

Simulation Unit: Situated between the CNN and Optimization and
Benchmarking Units, this unit plays a vital role as an intermediary. It
generates an objective function using metrics from the CNN unit along
with other parameters from the bioreactor. A grid of sample points is
established and fitted with a polynomial function to form a derivative-
free optimization landscape. This allows for quicker evaluation cycles,
particularly given the high computational costs associated with real-
world experiments. Bayesian Optimization and Simulated Annealing
are among the optimization methods used here.

Optimization and Benchmarking Unit: This unit contains various opti-
mization algorithms, including a self-designed XaiBO. These algorithms
query the objective function in the Simulation Unit and suggest the
next data point, either a camera position or a yaw value, for evalua-
tion. The algorithms’ performance is then evaluated using quantitative
metrics, serving as the final step in the optimization cycle.

The following will elaborate on the data flow and interactions between
these units, providing insights into how they collectively contribute to the
optimization process.
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Interplay: The interaction between the different units can be best un-
derstood by referring to Figure 4.2. Initially, the Flowregime System Unit
captures images within the range of yaw−45◦ to yaw+45◦ , which are then used
for training the CNN Unit. Post-training, the CNN Unit outputs raw perfor-
mance metrics and saliency maps, which become integral to the formation
of the objective function in the Simulation Unit.

The Simulation Unit, acting as a blackbox, creates an objective func-
tion based on these metrics and additional parameters from the bioreactor.
This objective function serves as a queryable interface for the Optimization
and Benchmarking Unit. Since the internals of this objective function are
abstracted, the Optimization and Benchmarking Unit remains uninformed
about its detailed workings. The optimization algorithms in this unit suggest
the next data point, such as camera position or yaw value. These suggestions
could either be implemented in a simulated environment or applied directly
in the real-world setup for iterative refinement.

Importantly, the self-designed XaiBO is hosted within the Optimization
and Benchmarking Unit and undergoes evaluation against other optimization
algorithms. By facilitating this structured data flow, the system allows for a
more controlled and repeatable process, which is particularly useful for design
iterations, hyperparameter tuning, and performance evaluation. Multiple
instances can even be run in parallel for efficient benchmarking.

4.3 Experimental Setup

The following elaborates on the hardware components visible in Figure 4.3.
The primary elements are the Biostat D-DCU bioreactor and the uFactory
xArm 5 Lite robotic arm, which is equipped with a camera.

Bioreactor: The Biostat D-DCU bioreactor serves as the main hub for
generating and observing flow regimes. A transparent window on the vessel
becomes the focus point for image capture, ensuring a centralized area for
data collection.

Camera Positioning System: Around the bioreactor, a circular horizontal
line is marked, indicating possible camera positions. These positions range
from yaw−45◦ to yaw+45◦ , and the camera aligns with the transparent window
of the bioreactor for centralized image capture.
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Figure 4.3: Experimental setup featuring the biostate D-DCU bioreactor and
camera positions. Details how the camera collects data along a predetermined
curve for CNN training.

Data Collection Strategy: At each yaw angle, images are taken and form
distinct datasets. The more datasets captured, the less noise is introduced
into the training data for the CNN. The number of datasets thus balances
with the runtime constraints of the experiment.

The captured datasets from these specific yaw points contribute to the
overall model accuracy. These discrete yaw angles are then transformed back
into a continuous space through polynomial regression, aiming to optimize
the camera’s positioning while reducing noise in the data.
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4.4 Optimization Challenges and Approaches

Optimizing camera positions for flow regime classification using CNNs brings
about unique challenges. One major challenge is the computational and time
expense involved in evaluations. This necessitates optimization methods that
can efficiently manage the trade-off between exploration and exploitation,
while keeping the number of evaluations to a minimum. In situations where
the objective function is either not explicitly known or computationally de-
manding, derivative-free optimization methods gain importance (Audet &
Kokkolaras, 2016). These methods, such as Bayesian Optimization and Sim-
ulated Annealing, are well-suited for real-world applications where obtaining
derivatives is not practical. In the context of this work, the objective function
is defined within the Simulation Unit and incorporates CNN performance
metrics and other factors essential for flow regime classification.
Benchmarking is another critical aspect of this work, aimed at gauging the

efficacy of the optimization algorithms. The work employs a self-designed
Explainable XaiBO, which is compared against other standard optimization
methods like Bayesian Optimization, Grid Search, Random Search, and Sim-
ulated Annealing (Eggensperger et al., 2018; Klein et al., 2017; Samora et al.,
2016; Shahriari et al., 2016). These algorithms are evaluated using various
metrics, including but not limited to, the rate of convergence, the total num-
ber of evaluations required and the overall quality of the obtained solutions.
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The experimental research design plays a crucial role in this study, enabling
the manipulation of variables, specifically the camera position, and the mea-
surement of their impact on outcomes, such as model accuracy. This design
allows for the establishment of robust evidence regarding cause and effect re-
lationships, which is particularly valuable in the context of this experimental
investigation. The main steps involved are Pre-Experiment phase for setting
up the hardware and designing and configuring the parameters and scripts
that are needed for a successful run. This chapter starts with a detailed
explanation of the hardware, then takes the reader in chronological order
through the taken steps in the experiment phase. In addition to design cri-
teria from this work, also design criteria from related work are mentioned
that also conducted experiments using similar hardware (Kröger et al., 2022;
Markus Esser, 2022; Wecke et al., 2022).

Design Requirements for Experiments: The design of experiments in
this work addresses multiple criteria to ensure validity and generalizability.
Essential requirements include:

• Temporal Scope of Experiments: The experiments should fit within
a manageable time frame to ensure timely results without sacrificing
thoroughness.

• Adequate Data Points for Optimization Curve: Sufficient data points
should be collected to construct a meaningful optimization curve, serv-
ing as a basis for benchmarking optimization algorithms.

• Representation Space of Datasets: The dataset should include mea-
surement series covering the entire potential representation space. All
possible classes and various ranges within those classes should be rep-
resented (Kröger, 2019; Markus Esser, 2022).

• Visibility of Reactor Interior: The camera should aim to capture a
large area of the reactor interior to maximize information density in
the training image set.

53



5 Data Collection and Experimental Setup

• Lighting Conditions: Lighting during image acquisition should be con-
stant to prevent the CNN model from being misled. Use of artificial
light on top of the reactor is advised (Kröger, 2019).

• Camera Positioning: A mechanical arm should be employed for precise
camera positioning, contributing to repeatability and data stability.

• Uniform Distribution of Labels: Data points should be uniformly dis-
tributed over rpm and gas flow rate to avoid unwanted correlation in
the training data.

• Data Preprocessing and Augmentation: Proper techniques for data
preprocessing and augmentation must be applied before training the
CNN model to enhance its generalizability.

5.1 Hardware Components

Bioreactor BIOSTAT® D-DCU The BIOSTAT® D-DCU is a compact
bioprocess system with vessel options ranging in working volume from 10 to
200 litres. The BIOSTAT® D-DCU is equipped with numerous desirable
and cutting-edge features to accommodate virtually any bioprocess applica-
tion requirement. The bioreactor is considered a stirred vessel with a capacity
of 30 liters and is the primary component of the experiment. The reactor
is equipped with an integrated step stirrer and interior lighting. The stir-
rer (turbine) is placed vertically in the centre of the reactor, visible through
a viewing window. The reactor is connected to a module for gas supply,
through which the incoming gas flow can be configured. The reactor is filled
with water. Air is used as a gas phase. The viewing window in the upper
portion of the reactor is used to capture images in this study. (Sartorius
stedim biotech AG, n.d.)

Camera Baumer vax-50c.i.nvx The experiment is conducted with the
Baumer vax-50c.i.nvx and Kowa Lens LM6HC F1.8 f6mm 1. The camera,
as seen in figure 4.1, is an industrial camera with the use case of A.I in mind.
It uses 2448 x 2048 px, 2/3” CMOS camera chip. Specifications are a 6-
Core NVIDIA Carmel ARM CPU with 384 Core NVIDIA Volta GPU and 8
GB 128-bit LPDDR4x RAM. It is Gigabit Ethernet capable over a USB 3.0
connection. Its main purpose is Image recording with more complex data
formation. It is capable of running a Linux OS.
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In this paper, this camera is used for collecting image series on an external
SD card. The camera parameters are derived from findings of previous work,
especially from the findings in (Wecke et al., 2022). In the experiments,
specific camera settings were used based on prior work to ensure optimal
image capture. An exposure time of 5.653 ms was used consistently across all
datasets. Both the objective focus and aperture were set to their maximum
values, ∞ and 1.8, respectively Markus Esser; Wecke et al. (2022, 2022).
Upon initial testing and dataset sampling, it was found that the chosen
exposure time was also suitable for the unique distance of 23 cm between
the camera and the reactor. This distance is considerably larger than the 4
cm used in the study by (Wecke et al., 2022). The reason for this increase in
distance was the need for free camera movement in a 90-degree arc around the
reactor. A closer distance would have resulted in the camera making contact
with external reactor components, limiting its range of motion. Therefore, a
compromise was made between the optimal camera-to-reactor distance and
the need for greater camera mobility, with the latter being prioritized.

Figure 5.1: Sampled camera positions; 90 yaw angles displayed in the x-y-plane;
0 yaw equals 0 in the y-coordinate

Robotic Arm UFACTORY xArm 5 Lite The camera positioning system
is deployed via the UFACTORY xArm 5 Lite is an industrial robot that
is mainly used for automating plant production processes. It enables an
open-source SDK for beginner-friendly configuration in Python or C++. It
provides six degrees of freedom (rotational axes). In this work, the robot
is able to hold the camera in a particular place for millimetre-precise posi-
tioning and repeatability. The figure denoted by 5.1 illustrates the positions
sampled on the x-y-plane, with the camera situated at the midpoint of the
radius.
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5.2 Data Recording and Design of Experiments

Figure 5.2: Best possible sampling rate of process control state Distribution of
Flow Regimes in Experiments
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Figure 5.3: Sampled process control state distribution of Flow Regimes in Exper-
iments. Flooded: red; Loaded: green; Dispersed: blue

5.3 Data Collection

Before proceeding to the full experiment, preliminary tests are conducted to
validate essential design factors like hardware parameters and orchestration
scripts. During this phase, a multiple small dataset where gathered as a trial
run.
The robotic arm, a uFactory xArm 5 Lite, is programmed via a Python

script to move the camera based on predetermined yaw points around the re-
actor. This is handled by the orchestration machine 5.4. A flowchart shown
in Figure 5.3 outlines reactor states for CNN classification. Reactor states
are randomly and uniformly distributed across the volume flow and RPM
domains and are randomly selected during the experiment to avoid unin-
tended assumptions that the CNN might develop (Kröger et al., 2022). For
accurate image labeling, synchronization between camera timestamps and
reactor states is implemented. During the main experiment, 200 images per
position are captured at each yaw point. Reactor states are varied by ad-
justing RPM and gas flow, and images are subsequently labeled as Flooded,
Loaded, or Dispersed. Non-uniformity in data distribution is actively cor-
rected, as shown in Figure 5.3, by employing a random distribution of dots
in the volume flow and RPM dimensions. This strategy ensures a balanced
dataset and limits model bias.
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Limitations due to time constraints regarding the experiment duration
resulted in only 50 different reactor configurations being used. These con-
straints impact the CNN’s ability to accurately classify the borders of the
flow regime states (Kröger et al., 2022). Camera and robotic arm are covered
with a light-blocking blanket to avoid external reflections. The hardware pa-
rameters can be found in the hardware section 5.1. The CNN model selected
is LeNet5, following recommendations from previous works Kröger (2019).
An additional dropout layer was added to the model to combat overfitting
issues, discussed further in Section 5.4. In total, 56,000 images amounting to
189GBs of data are collected. This dataset is divided into two groups: one for
designing the optimization method, including hyperparameter tuning (Op-
timization training dataset), and another for benchmarking (test dataset).
This separation follows common practices in model development and test-
ing, ensuring robust results. Due to the considerable time required for the
reactor to stabilize between different RPM and gas flow settings, camera po-
sition quantization and the number of sampling points in the flowchart were
decided accordingly.

5.4 Post-Experiment

Following the experiment, the obtained results from the small test datasets
are compiled and qualitatively analysed to identify correlations and gain
insights, including the relationship between class activation map features
and model accuracy. Based on these findings, improvements are made to the
model and experiment settings. The experiment is then repeated using the
updated model and settings to validate the effectiveness of the improvements.
By integrating this qualitative assessment, this research aims to achieve

its objectives in a comprehensive and effective manner. The experimental
research design allows for the systematic exploration and analysis of the
relationship between camera positioning, model accuracy, and the underlying
class activation map features, contributing valuable insights to the field.
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Training Data Understanding In this section, the focus is on the specific
data that feeds into the CNN for each unique position around the reactor.
Unlike the complete experimental dataset, which contains 56,000 images,
here the term ’dataset’ refers to the images captured at a single camera
position. Each of these position-specific datasets undergoes its own training
phase in the CNN, and the entire pipeline is executed individually for each
position. This method helps in understanding the nuances in the data at each
position, which is vital for the effective training and performance evaluation
of the CNN.

For each of these datasets, the standard practice of splitting the data is
followed: 60% for training, 20% for validation, and another 20% for testing,
also known as training data split. This equates to around 1000 images that
are allocated to each CNN dataset to track the model’s performance during
training (LeCun et al., 1989).

In the pipeline, the training set is mainly used for the weight adjustments
in the CNN. The validation set contributes to the fine-tuning and offers an
unbiased metric for performance evaluation. Lastly, the test set is deployed
to assess the fully trained model’s effectiveness Zhang and Wang (2013).

Training Data Augmentation: Data augmentation strategies are utilized
to bolster the CNN model’s robustness. By applying various transformations
like rotation, scaling, and flipping to the original training samples, new data
points are generated Zeiler and Fergus (2014). This procedure accomplishes
two things: it enlarges the training dataset and assists the model in better
generalizing to unfamiliar data.

Specifically, in this work, standard data augmentation techniques such
as random cropping, horizontal flipping, and brightness adjustments were
performed on the training images. Additionally, the data was converted to
greyscale and resized to 56x56 pixels to conform to the LeNet5 architecture
requirements as described in the work of Kröger; Markus Esser; Wecke et al.
(2019, 2022, 2022). The images were also subjected to rotations and flipping
operations. Collectively, these augmented datasets had a positive impact,
enhancing both the performance and robustness of the CNN model.

Various factors are considered when evaluating the training results and
preprocessing stages in optimization. These factors include the risk of over-
fitting or underfitting the model, divergence in the validation curve, the
reduction of noise in experimental data, and the analysis of data correlation
and data regression. All of these criteria will be analysed in this section.
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Training Evaluation with Tensorboard: The performance and generaliza-
tion of the Convolutional Neural Network (CNN) were assessed over a span
of 90 epochs. Key metrics include accuracy and loss for both the training
and validation datasets. In addition, test accuracy served as an auxiliary
gauge of model behaviour. The issues of overfitting and underfitting are
monitored using Tensorboard, which provides learning curves for the model.
These curves are useful for detecting whether the model is learning too much
from the training data (overfitting) or too little (underfitting). Tensorboard
also helps in identifying any divergence in the validation curve. To mitigate
the risk of such divergence, early stopping mechanisms, and ’restore best
weights’ are utilised.

Figure 5.4: Progression of Training Accuracy Over Epochs. Y-axis Accuracy, X-
axis Epochs. Training accuracy: orange; Validation accuracy:blue

Accuracy Trends: The training accuracy shown in figure 5.4 displays an
initial rise to a level of around 0.9 until the 15th epoch. After the 10 Epoch,
the validation accuracy ocilates around an accuracy value of 0.83 . The
Training accuracy, escalated to reach a value of 1 between the 30th to 50th
epoch. At epoch 55 the dropout layer randomly omitted a crucial value
for the training accuracy curve while the validation accuracy seemed mostly
unaffected. This might show the value of employing a dropout layer.
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Shortly after the training accuracy recovers while the validation accuracy
also gains a short boost so closely under 0.9 accuracy. Soon after, this spike
decreases. The training process did not stop from early stopping in this case,
due to the dropout event. Best weights are restored after training, which
was at epoch 63, where the validation accuracy gained has its maximum. No
overfitting can be seen due to the dropout implementation, which also can
be seen from the oscillation of the training and validation curve as well as by
the plato the training curve experiences from epoch 10 to epoch 30. This rise
would be much faster without a dropout layer, which resulted in overfitting
in previous experiment runs.

Data Correlation and Noise Reduction in Experimental Data: The
process of diminishing noise in the experimental data and evaluating data
correlation was undertaken. The correlation was quantified using the R2

score. To improve this score and thereby enhance data correlation, variance
reduction techniques were employed. Specifically, methods like Monte Carlo
simulations were applied, which elevated the R2 score from 0.156 to 0.3339.
Additionally, datapoint regression techniques were utilized to transform dis-
crete datapoints into a continuous function, thus enabling a more robust
analysis of inherent data patterns.

Data Regression: Data regression is essential for reducing the noise in-
troduced during the data collection phase. While a noisy landscape may
realistically represent production scenarios when investigating the influence
of XAI features on optimization algorithms, it significantly increases the
complexity of the task. Although optimization algorithms can handle a cer-
tain level of noise through algorithmic modifications, such adjustments are
beyond the scope of this study. Therefore, the benchmarking will focus on a
noise-free environment, fully acknowledging the limitations that come with
this approach. Further discussion on these limitations can be found in the
Discussion chapter 8.
In this context, the regression model of degree 11 is scrutinized for its

performance and robustness. The R2 score serves as the performance met-
ric, in line with the criteria set out in section 2.10 and corroborated by
Eggensperger et al. (2018).
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Upon transforming the data into a higher-dimensional feature space, Lin-
ear Regression is applied. The coefficients, determined by the fit method,
reflect how well the model can capture nonlinear dependencies such as those
between the yaw angle and weighted average accuracy. These coefficients are
mapped back into the original feature space, rendering a polynomial function
of degree 11.
The obtained R2 score was 0.33, indicating a moderate level of data fit.

This suggests that the model captures a reasonable amount of variance but
may not fully encapsulate all the nuances of the dataset. The polynomial
degree of 11 was purposefully selected to achieve a balance between model
complexity and fit, mitigating the risk of overfitting.

Computation: All ML operations and bulk data formation were done on a
dedicated machine containing a Quadro RTX 4000 GPU. It was applied to
data preprocessing, augmentation, neural network training, hyper-parameter
optimization, evaluation (inference), and visualization (salience maps). The
programming was done in Python 3 using mainly Keras and its backend,
Tensorflow.
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6 Implementation

This implementation section aims to provide a comprehensive understand-
ing of the code structure and the computational methodologies employed to
implement the intelligent optimization algorithm that combines Bayesian Op-
timization and XAI. It will explain how the Gradient-Based Class activation
maps (GradCam++) are generated and utilized to enhance the Bayesian op-
timization method. Also, the benchmarking of the algorithm in comparison
to other prominent algorithms in the field is implemented. Therefore, the
recommendation scalar is introduced that is computed from the GradCam++
images. Also, the integration of the recommendation scalar

6.1 Simulation Unit

The Simulation Unit is fundamental to the development and benchmarking of
the intelligent optimization algorithm. It serves as a surrogate for real-world
experiments, enabling efficient data collection and iterative algorithm testing
without the time constraints and complexities associated with physical tests.

Simulation Creation The purpose of creating this simulation is to facili-
tate the gathered information persistently and reusable in a Postgres SQL
database layer. It enables the development and benchmarking of the opti-
mization algorithm intended for robotic camera placement effectively. The
simulation also mimics the robotic arm’s movement across a grid of poten-
tial camera positions by querying the data collected in the data collection
chapter 5. Therefore, the robot arm was moved systematically in a fine grid
to sample a wide range of possible positions, as explained in chapter 5. This
was done by a Python script that interacts with the UFACTORY Xarm6
lite, to create a comprehensive Postgres SQL database with all knowledge
that is computed and is needed for the simulation.
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Benchmarking Interface To standardize the testing environment and to
facilitate algorithm comparisons, a Python interface for the simulation is
designed. This interface allows various optimization algorithms, such as
Bayesian Optimization, Simulated Annealing, and others, to access the sim-
ulation’s data. This collection of data serves as the objective function for
these algorithms, effectively simulating robotic movement through the grid
of potential camera placements. A pseudo-code snippet of this is depicted
below:

# Pseudo-code to demonstrate the benchmarking interface
def objective_function(position):

return simulation_data[position]

# Access objective function from different algorithms
bayesian_optimization(objective_function)
simulated_annealing(objective_function)

Creating the Objective Function In this work, the objective function plays
a vital role, as it serves as the measure that the optimization algorithm seeks
to improve. This function is constructed based on simulation data and it
mimics the behavior of the real-world robotic arm and camera system. To
achieve a continuous objective function akin to what would exist in a real
scenario, regression techniques were employed. Notably, the simulation was
designed to eliminate data noise, a decision that comes with its own set of
trade-offs.
This intentional omission of noise simplifies the implementation and has

several advantages. Most notably, a noise-free environment streamlines the
optimization landscape, making it easier to navigate and analyze. Such a
simplified landscape aids in building a more foundational understanding of
the optimization problem and implemented XAI features at hand, thereby
offering valuable insights into the theoretical aspects of system behavior.
Moreover, the results derived from optimization in a noise-free environ-

ment are more foundational, as they represent the best-case performance
of the system under ideal conditions. These ’noise-free’ results can serve
as a benchmark against which real-world performance can be compared, al-
lowing for a clearer assessment of the system’s limitations and potential for
improvement, which is out of scope for this thesis.

64



6.2 Recommendation Scalar from Saliency Maps

It is also worth noting that optimization algorithms tend to produce results
faster in a noise-free setting. This is because each evaluation of the objec-
tive function is deterministic, thus eliminating the need to perform multiple
evaluations to average out the noise.

Overall, while the absence of noise in the simulation might detract from
the realism, it does facilitate a more efficient and fundamental investigation
into the system’s performance. This decision to eliminate noise was made
carefully, taking into account both its advantages and disadvantages.

# Pseudo-code for data utilization
def construct_objective_function(simulation_data):

return lambda position: simulation_data[position]
[’quality_metric’]

Quality Metric The quality metric for optimization is the accuracy value
associated with each potential yaw value, as explained in chapter 4.1. The
optimization algorithm aims to find the position that maximizes the accu-
racy.

Objective Function Properties In this work, the objective function is tai-
lored to be continuous but not necessarily differentiable. This design choice
is particularly relevant for optimization techniques that rely on gradient-
free methods. One characteristic of blackbox functions is that they do not
provide any system-specific information, including gradients. This absence
of gradient information limits the use of gradient-based optimization algo-
rithms, which are among the most widely used and effective methods for
optimization (Shahriari et al., 2016).

6.2 Recommendation Scalar from Saliency Maps

In this section, the focus is on the generation and utilization of saliency maps,
specifically GradCAM++ for calculating the Recommendation Scalar, which
serves as the information that will be fed into the optimization algorithm in
addition to the objective function. The blackbox is defined as finding the
optimal camera position for the classification task, so using information from
the CNNs models is not ’breaking’ the blackbox.
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(a) yaw = 40 (b) yaw = -3 (c) yaw = 10

Figure 6.1: Guidance Mechanism of Saliency Maps in the Optimization Process

Intuition: In Figure 6.1 three exemplary GradCAM++ images are shown,
labelled as (a), (b), and (c), which were obtained from different yaw positions.
Each of these images is a composite, calculated by arithmetically averag-

ing GradCAM++ outputs across the entire validation dataset, offering an
averaged GradCAM++ (AGCAM) and view of the area of interest for a
given camera position. The GradCAM++ images serve as a visual aid in
identifying regions of interest within the camera’s field of view. Image (a),
for instance, displays a Gaussian-shaped purple zone located at the bottom,
signifying the area of greatest interest. Additionally, a blue rectangle marks
the center of the image, while a red square represents the image’s center of
gravity. A line connecting the blue and red squares indicates the direction,
which is crucial for the calculation of the Recommendation Scalar.

GradCAM++ Generation The computation of GradCAM++ saliency
maps serves as a pivotal component in the task of classification for this
work. These saliency maps, as illustrated in figure 6.1, reveal critical regions
within the images. These visual cues are instrumental in later determining
the ’recommendation scalar’, a metric that influences the direction of the
intelligent optimization algorithm during its search phase.
The algorithmic steps to compute the GradCAM++ maps can be mapped

to specific lines in the Python implementation, as shown below:
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# Corresponds to Lines 10-24
1: conv_output, predictions

= model_forward_pass(image, model)
# Corresponds to Lines 25-42
2: grad1, grad2, grad3

= compute_gradients(conv_output, predictions)
# Corresponds to Lines 44-54
3: alpha, weights

= calculate_alpha_weights(grad1, grad2, grad3)
# Corresponds to Lines 56-61
4: grad_CAM_map

= get_gradCAM_map(alpha, weights, conv_output)
# Corresponds to Lines 63-67
5: heatmap

= normalize_heatmap(grad_CAM_map)

To clarify these steps:
1: The forward pass of the model is conducted to obtain both the convolu-
tional output and the model’s predictions.
2: Gradients of first, second, and third orders are computed from the re-
trieved convolutional output and predictions.
3: Subsequently, alpha values and weights are determined from these gradi-
ents.
4: The GradCAM++ is synthesized by integrating the alpha values, weights,
and convolutional output.
5: Finally, this GradCAM++ is subject to normalization, resulting in the
finished heatmap.

More information on GradCAM++ can be found in the state-of-the-art
chapter section 2.8. The GradCAM++ maps are made for all images in the
validation set. After going through all images in the validation set, this total
sum is divided by the number of images. This gives an average heatmap.
This average shows what parts of the images are usually important for the
model when it is making its decisions. This helps to make better choices when
tuning the model and gives a more solid basis for evaluating its performance.

Next, the average heatmap is normalized. This means its values are
changed to be between 0 and 1. This makes it easier to compare the heat
maps.
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6.3 Saliency Map Features as Guidance Mechanism

The GradCAM++ saliency maps are generated for each camera position,
providing insights into the areas of interest within the images. These in-
sights are then utilized in the intelligent optimization algorithm to guide the
search in a more informed manner. How this is computed is explained in the
following. GradCAM++ images form the foundation for calculating what is
termed the ’recommendation scalar’.

Computation of Recommendation Scalar The recommendation scalar is
a critical value used to approximate the center of gravity from the averaged
GradCAM++ outputs. It aids in making decisions about where to position
the camera in the stirred vessel for the next capture. This scalar is calculated
by computing the weighted average of grayscale pixel values, giving more
weight to pixels that are considered more important by the GradCAM++
algorithm.
In the Python implementation, the compute rec scalar function plays a

key role in calculating this scalar. It starts by scaling the image size with an
upscale factor of 100, applying antialiasing supersampling. After resizing, the
function converts the image to grayscale. Weighted averages are calculated
for x-coordinates based on the intensity of each pixel. Finally, the function
finally returns the relative x-coordinate of the center of gravity, which is used
by the Bayesian Optimization algorithm to decide the next camera position.
The formula for the recommendation scalar is given as:

Recommendation scalar =
∑n

i=1 wi · xi∑n
i=1 wi

(6.1)

where wi are the pixel intensities and xi are the pixel x-coordinates. The
n describes the width of the image in a squared format. The formula aims to
capture the essence of what parts of the image the model considers important,
guiding the optimization algorithm to move the camera effectively.
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The following Python code shows the core logic of the compute rec scalar
function:

1: def compute_rec_scalar(img):
# Antialiasing supersampling
2: | UPSCALE_FACTOR = 100
3: | upscaled_img = cv2.resize(

img,
(img.shape[1] * UPSCALE_FACTOR,
img.shape[0] * UPSCALE_FACTOR),
interpolation=cv2.INTER_NEAREST)

4: | grayscale_img = cv2.cvtColor(upscaled_img,
cv2.COLOR_RGB2GRAY)

# Normalize the grayscale image
5: | min_val, max_val = np.min(grayscale_img),

np.max(grayscale_img)
6: | normalized_grayscale_img

| = (grayscale_img - min_val) /
| (max_val - min_val)

7: | total_weight = np.sum(normalized_grayscale_img)
8: | avg_x = np.sum(normalized_grayscale_img *

| np.arange(grayscale_img.shape[1])) /
| total_weight

9: | center_x = (grayscale_img.shape[1] - 1) / 2
10: | center_of_gravity_x = avg_x - center_x
11: | return center_of_gravity_x

The center of gravity in the saliency maps serves as a feature for Explain-
able Artificial Intelligence (XAI) in this work. The choice of using the center
of gravity is motivated by its ability to offer a comprehensive summary of the
saliency map. By calculating this singular value, the algorithm can acquire
a balanced view that incorporates all aspects of the saliency features in the
image, rather than focusing on individual hotspots. This approach aims to
furnish the optimization algorithm with a generalized, yet nuanced signal for
making subsequent decisions on camera positioning within the stirred vessel.
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Therefore, the center of gravity acts as an effective feature for summarizing
complex saliency data, streamlining the optimization process, and enhancing
the decision-making capabilities of the system. The recommendation scalar
is a valuable asset in this work, aiding in effective camera placement by
guiding the Bayesian optimization algorithm.

6.4 GradCam++ Enhanced Bayesian Optimization

This section details the implementation of the Bayesian Optimization algo-
rithm integrated with an XAI Feature. This feature is the recommenda-
tion scalar that was computed as center of gravity from the averaged Grad-
Cam++. The focus is on integrating the recommendation scalar into the
posterior probability kernel in Bayesian Optimization. More information on
Bayesian Optimization is given in chapter 2.4.
In the implementation of Bayesian Optimization, two key components

are set up: the Gaussian Process model and the acquisition function. The
Gaussian Process model predicts the performance of different settings, and
Scikit-learn is used for this task. The acquisition function, specifically Ex-
pected Improvement (EI), guides the selection of the next camera position.
The EI is a unitless value that is computed from the mean curve mu and
variance band of the GP model. A simplified pseudo-code snippet is shown
below:

# Compute Expected Improvement
1: EI = calculate_EI(x_test, mu, sigma)

# Select next point based on max EI
2: x_next = select_next_point(EI)

The calculate EI function computes the EI for each possible next point,
referred to as xtest. It uses the mean (µ) and variance (σ) of the model’s
predictions for these points. The goal is to find the point that has the
highest potential to improve the objective function.
The variable EI stores these potential improvements for each test point.

The function select next point picks the next point to evaluate (xnext)
based on the maximum value in EI. In summary, the EI serves as a criterion
to select the most promising next point.

Gaussian Process model In Bayesian Optimization, the Gaussian Process
(GP) model plays a critical role in estimating the underlying function that
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we aim to optimize. The GP model is fully described by a mean function,
often denoted as µ, and a covariance function, or kernel. In this work, the
GP model is used to predict the mean (µ⋆) and variance (var⋆) of the test
points based on the training data.
The key computation steps for µ⋆ and var⋆ are as follows:

# Compute the predictive mean (mu_star)
1: inv_K = np.linalg.inv(K)
2: mu_star = K_star @ inv_K @ y_train + offset_kernel

# Compute the predictive variance (var_star)
3: temp = K_star @ inv_K
4: var_star = self.kernel(x_test, x_test) -

np.einsum(’ij,ij->i’, temp, K_star)

Here, K is the kernel matrix for the training points, and K⋆ is the cross-
kernel matrix between the test points and the training points. The symbol
’@’ represents matrix multiplication, and ’np.linalg.inv’ computes the inverse
of a matrix. The ytrain contains the observed objective values at the training
points, and offset kernel is an offset that can be applied to the mean function.
The predictive mean µ⋆ is computed as a linear combination of the ob-

served values (ytrain) weighted by the inverse kernel matrix and the cross-
kernel matrix. The addition of offset kernel adjusts the mean and serves
as the interface for the recommendation scalar. The predictive variance
var⋆ is calculated as the difference between the diagonal of the kernel of the
test points and a term dependent on K⋆ and K. The term ensures that the
variance takes into account the similarity between the test points and the
training points.
In essence, the GP model provides both an estimate of the function value

at a new point (µ⋆) and the uncertainty of this estimate (var⋆). These are
then used in the EI calculation for selecting the next point to evaluate. The
pseudo-code for the calculation of the kernel function is shown below.
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6 Implementation

# Python pseudo-code for Bayesian Optimization implementation
of the kernel function

# Define the Gaussian Process kernel
1: def bluekernel(self, a, b):
2: | return np.exp(-0.5 * ((a - b) ** 2 /

| self.KERNEL_SCALE ** 2))

In the given pseudo-code, the function ‘predict‘ is a method of a Gaus-
sian Process model and serves to predict the mean and variance at test
points given some training data. Here is a breakdown of the variables in-
volved: a and b are the input vectors for which the kernel value is computed.
KERNEL SCALE is a hyperparameter that controls the scale of the Gaussian
kernel. The custom kernel function that incorporates the recommendation
scalar is called offset kernel because it offsets the Gaussian model’s µ⋆ and
var⋆ in a particular way, as shown in figure 6.2. This function is utilized to
modify the posterior distribution in the GP model, steering the optimiza-
tion algorithm towards specific regions. The function essentially acts as an
informed guidance mechanism for optimization, which takes into account
the outputs of XAI methods through the recommendation scalar. The offset
scalar by itself is just a value that represents the center of gravity in the
GradCam++ image, therefore it must be transformed into a usable data
structure for the µ⋆-vector. µ⋆ contains the predicted mean curve, var⋆ con-
tains the probabilistic band that surrounds the mean curve. To manipulate
these curves, at the evaluated positions x, a perturbation function will be
added. One perturbation function is spawned at every evaluated point and
is accumulated in the offset-kernel that ranges over the entire input space X.
This results in a probabilistic model shown in figure 6.2. The skew of the
mean value and the GP is clearly visible. At -7 and 12 yaw, almost no offset
of the GP can be seen due to the recommendation scalar being close to zero.

72



6.4 GradCam++ Enhanced Bayesian Optimization

Figure 6.2: Manipulated GP; Perturbation is added to the gaussian model for
every sampled point; the height of the offset depends on the recommendation
scalar and sign
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6 Implementation

The function can be expressed in mathematical terms as follows:

perturbation(x, µ,width, a, y offset) = a × x − µ

width
× e−( x−µ

width)2

+ y offset

Here, the variables serve the following roles:

• x: The input sample point.

• µ: The mean around which perturbations occur.

• width: A scale factor that determines the width of the Gaussian term.

• a: Amplitude of the perturbation, typically derived from the recom-
mendation scalar.

• y offset: A constant offset applied to the perturbation function.

The function multiplies the Gaussian term with a factor x−µ
width

, thereby
skewing the Gaussian distribution based on the value of x. This allows the
function to be more sensitive to variations around µ, which is generally the
point of interest. This tailored sensitivity is crucial for leading the optimiza-
tion algorithm to explore specific regions of the function space, particularly
those regions that are considered important based on the insights provided
by the XAI methods.
This approach can be seen as a fusion between traditional optimization

techniques and modern XAI, facilitating a more focused and informed search
strategy.

Hyperparameter Optimization To make the GP model effective, a system-
atic search is carried out for optimizing its hyperparameters. These include
the length-scale and the constant multiplier of the RBF kernel.

Hyperparameter tuning Hyperparameters are fine-tuned to regulate the
impact of the recommendation scalar on the optimization, the kernel size,
and the perturbation range variable. The hyperparameter search was done
by a grid search method. No normalization was employed to the recom-
mendation scalar, due to a hyperparamter of the Bayesian Optimization
algorithm, that by itself scales this value. This scalar was also optimized in
hyperparameter optimization, as explained in the implementation section 6.4,
therefore normalizing the recommendation scalar. A pseudo-code snippet of
this is shown below:

74



6.5 Benchmarking Unit

# Python pseudo-code for hyperparameter optimization
1: from sklearn.model_selection import GridSearchCV

# Create a parameter grid
2: param_grid = {"kernel__k1__constant_value":

[1e-3, 1e-2, 1e-1, 1, 10],
"kernel__k2__length_scale":

[1e-2, 1e-1, 1, 10]}

# Perform Grid Search
3: grid_search = GridSearchCV(gp, param_grid=param_grid)
4: grid_search.fit(X_train, y_train)

Summary In essence, the recommendation scalar serves as an effective
heuristic. It aims to direct the Bayesian Optimization to regions in the
search space that are likely to yield better outcomes, thus improving the
efficiency of the optimization process.

6.5 Benchmarking Unit

In this section, the focus is on detailing the implementation steps for bench-
marking the developed blackbox optimization method. The primary aim
here is to establish a set of procedures and metrics for comparing the per-
formance of the optimization methods used, which include Bayesian Op-
timization, Random Search, Gridsearch, and Simulated Annealing. This
serves to validate the efficiency of the method in determining optimal cam-
era coordinates in the x-direction, particularly in the context of flow regime
classification in stirred vessels.
The first step is to specify the performance metrics that will be used for

evaluation. Common metrics such as accuracy, precision, and recall could
be employed for the CNN model trained at each camera position. Addi-
tional metrics tailored for blackbox optimization, like the number of function
evaluations or convergence rate, are also considered (Martinez-Cantin, 2019;
Shahriari et al., 2016).
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Next, the procedure for training the CNN model at each camera position is
outlined. This involves specifying the architecture, hyperparameters, and the
training and validation datasets. The Bayesian Optimization method is then
applied to optimize the model’s performance based on the chosen metrics. A
standardized data generation method is used for creating the input to each
optimization method. This involves setting the initial sampling strategy,
which could be either random or based on some heuristic. The optimization
methods are then run on this dataset, and their performance is logged for
comparison.
The Bayesian Optimization method is implemented by defining the GP

Regression model, the acquisition function, and other necessary components
(Brochu et al., 2010; Shahriari et al., 2016). The other optimization methods,
namely Random Search, Gridsearch, and Simulated Annealing, are imple-
mented in a similar manner, but with their own specific components (Samora
et al., 2016).
For each optimization method, the best-found camera coordinates in the

x-direction are noted, and the CNN model is trained at these positions. The
performance metrics are then computed for each model. A logging system is
put in place to record all the necessary data for later analysis. This includes
recording the metrics at each iteration, the coordinates selected, and any
other relevant information. By detailing these steps, this section provides
a guide on how the benchmarking unit is implemented for assessing the
blackbox optimization methods in the context of this work. This lays the
groundwork for the analysis and evaluation that will follow in the subsequent
chapters.

6.6 Benchmarking

Benchmarking is an integral component of this work, aimed at evaluating
the effectiveness of the optimization algorithms on the constructed objective
function. Various techniques are employed for this purpose, as outlined
below.
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6.6 Benchmarking

Brute Force Brute force is the simplest, yet most computationally intensive
approach for optimization. The algorithm evaluates the objective function
at every possible camera position within the feasible region as explained in
the section 2.6.

# Pseudo-code for Brute Force
1: for position in all_possible_positions:
2: | evaluate_objective_function(position)

Random Search The random search algorithm randomly samples points
from the feasible region and evaluates the objective function at these points.
Although computationally less intensive than brute force, random search
offers no guarantee of finding the global optimum, as explained in section
2.6.

# Pseudo-code for Random Search
1: for _ in range(N_iterations):
2: | random_position = sample_random_position()
3: | evaluate_objective_function(random_position)

Grid Search Grid search discretizes the solution space into a grid and
evaluates the objective function at each grid point. This technique is com-
putationally expensive but provides better coverage of the solution space
compared to random search, as explained in section 2.6.

# Pseudo-code for Grid Search
1: for position in grid_positions:
2: | evaluate_objective_function(position)

Simulated Annealing Simulated Annealing (SA) aims to find optimal cam-
era positions by iteratively exploring neighboring solutions. The algorithm
employs a temperature parameter that guides its search. Two key hyper-
parameters, maxTemp and minTemp, are optimized to set up an effective
cooling schedule.

Initially, hyperparameters maxTemp and minTemp are optimized using
methods like grid search or random search (Samora et al., 2016). These set
the upper and lower bounds for the temperature.
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# Pseudo-code for Simulated Annealing
1: optimize_hyperparameters()

# Optimize maxTemp and minTemp
2: current_temperature = maxTemp
3: current_position = random_initial_position()
4: for _ in range(N_iterations):
5: | new_position = get_neighboring_position(

current_position)
6: | delta = evaluate_objective_function(

new_position) - evaluate_objective_function(
current_position)

7: | if delta < 0 or random()
< exp(-delta / current_temperature):

8: | current_position = new_position
# Update temperature
9: | current_temperature *= cooling_rate

Here, maxTemp is the starting temperature, and cooling rate is a factor
by which the temperature is multiplied in each iteration. The temperature
is thus reduced exponentially until it reaches minTemp.
The ∆ variable computes the difference between the new solution and the

previous one. A negative ∆ signifies that the new solution is better than
the previous one. The distinctive feature of Simulated Annealing (SA) is its
ability to accept not only better solutions but also worse solutions. In the
case of a worse solution (∆ > 0), the algorithm decides randomly whether to
accept it, guided by an exponential function. This probabilistic acceptance
is governed by the temperature parameter.
In summary, the temperature parameters maxTemp and minTemp control

the degree of randomness in the algorithm’s decision-making. By fine-tuning
these parameters, a balance between exploration and exploitation is achieved,
allowing the algorithm to effectively locate optimal solutions. For more in-
formation on simulated annealing, refer to section 2.5

Variance Reduction To improve the reliability of the benchmarking results
and to mitigate the numerical initial value problem, each algorithm is exe-
cuted multiple times, and the arithmetic average of the results is computed
for each iteration. This reduces the variance of the performance metrics
and provides a more accurate depiction of each algorithm’s capabilities (Ras-
mussen & Williams, 2006).
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7 Results and Evaluation

This chapter presents empirical findings answering research questions and hy-
potheses using key graphs: figure 7.3 for accuracy, figure 7.5 for variance, and
figure 7.4 for cumulative regret. We evaluate optimization algorithms—grid
search, Bayesian optimization with and without explainable A.I. (XAI) fea-
tures , random search, and simulated annealing—to robustly address the
research hypotheses, particularly the effectiveness of XAI in camera posi-
tioning within bioreactors.
Initial results focus on the benchmarking performance of the implemented

algorithm with incorporated XAI features, through metrics like best-found
value, cumulative regret and variance as described in chapter 2.10. This
directly aligns with Research Hypothesis 2 on the integration of XAI into
optimization algorithms. This thesis also examines the role of saliency maps
in flow regime classification within the bioreactor as a use-case study, in line
with the research questions (Chapter 1.3 ).

It is necessary to recognize the limitations of relying on only one bioreactor
model for this study. The subsequent discussion chapter will elaborate on
the broader implications and limitations, taking into account the empirical
data and observations at the core of this research.

7.1 Experiment Data Analysis

The results of the data collection phase are discussed in this section. The
data is used to create an optimization landscape for benchmarking the im-
plemented algorithms. Refer to Figure 7.1, which shows data points of the
performance for every single CNN trained on the dataset. The figure also
displays a polynomial regression graph with a R2 score of 0.33 that tries to
fit the data points. Given the low R2 score, the behaviour of the curve must
be interpreted with caution. The x-axis represents the yaw angle, ranging
from -45 to +45 degrees, while the y-axis shows the model’s accuracy in pre-
dicting the flow regime in the reactor. One might notice that the data points
do not exhibit a clear pattern of correlation at first glance, appearing rather
’cloudy’. This is largely due to noise introduced during the data collection
phase and explained in 5.4.
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To explain the graph, focusing on the curve in Figure 7.1, between -10
and +10 yaw, a dense cloud of data points around the 0.87 mark indicates
a plateau in the polynomial. This suggests that frontal camera positioning
yields the best performance. Interestingly, there are optima at both extremes
of the curve, around -38 and +38 yaws. This is consistent with recent re-
search, which found that flatter camera angles better capture reflections in
the reactor’s inner window areas. For more in-depth information on this,
refer to the thesis by Wecke et al. (2022). Between the middle state and the
mid-yaw values, as well as around -20 and +20 yaws, there are noticeable
minima in the curve. These anomalies can be attributed to the absence of
key areas of interest at these positions. Specifically, the central step stirrer
reflection point is missing due to occlusion by the reactor wall, elaborated
on in (Wecke et al., 2022) and the window’s side reflections are also less
prominent. Despite the noisy data, the polynomial trend aligns well with
the current literature. Limitations of these observations will be addressed in
the discussion section 8.
The noisy nature of the data can be primarily attributed to the sampling

density of the flow regime map as shown in 5.3. Moreover, increasing the
camera’s distance from the reactor to prevent lens damage during robot
movement may introduce additional noise into the data. Firstly, reducing
the camera’s distance from the reactor is not an option, as this would impede
the free movement of the robot. Additionally, employing a zoom mechanism
would not resolve the issue, as occlusion on the reactor window would still
persist. Secondly, it would be possible to reduce this noise by configuring the
reactor in various states. However, doing so would drastically increase the
time requirements for data collection. This is primarily due to the nonlinear
relationship between the time dedicated to the experimental phase and the
number of different states per regime. Broadly speaking, expanding the
number of reactive states would extend the total experimental timeframe
from days to weeks.
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7.1 Experiment Data Analysis

In more concrete terms, while the image sampling rate is high - mean-
ing it is not time-consuming to collect more images in a single state - the
changeover time between states is the bottleneck. Increasing the number of
images in the same reactor state will not increase the information yield suf-
ficiently, in comparison to changing the reactor state. This was also shown
in the work from Kröger et al.; Wecke et al. (2022, 2022). Transitioning the
reactor from one state to another takes about 20 seconds, and this needs to
be done for every jaw angle and each flow regime. Given these constraints,
the design choice was made to accept the noise levels in the data, as further
refinement would be out of scope for this study.
Despite the inherent noise, the data serves two critical roles in this work.

Firstly, it demonstrates that features extracted using explainable AI tech-
niques can be successfully integrated into optimization algorithms. Secondly,
the use of a polynomial model serves as a proof-of-concept for the research
hypothesis, effectively addressing the problem of optimal camera position-
ing in bioreactors for this specific setup. For further details on limitations
and broader implications, the reader is referred to the subsequent discussion
chapter 8.
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7.2 Recommendation Scalar

7.2 Recommendation Scalar

The Recommendation Scalar results shown in figure 7.2 were computed from
the experimental data (chapter 7.1). For a deeper understanding of the com-
putation of the Weighted Average Grad-Chem++ Recommendation Scalar,
it is advised to refer to the Data Collection section. The figure in ques-
tion (7.2) indicates that the camera’s position around the bioreactor win-
dow, represented by the yaw position on the x-axis, significantly influences
the Recommendation Scalar shown on the y-axis, which ranges from -200 to
+150.

The curve closely resembles a sine wave. At a yaw position of 0, the Rec-
ommendation Scalar is approximately 1, indicating no need for a positional
adjustment. However, moving the camera to negative yaw degrees results in
a positive scalar value, which suggests a camera repositioning to the right.
Conversely, at yaw positions ranging from +20 to +40 degrees, the Recom-
mendation Scalar dips to its minimum value of -180, suggesting a move to
the left. When reaching extreme angles, such as -40 or +40 degrees, the
scalar value starts to lessen, signifying that the camera view is recentering.
This recentering at extreme angles indicates that new features become visible
due to reflections on the bioreactor window, a finding supported by (Wecke
et al., 2022). The coherence between the Recommendation Scalar and the
accuracy mapping, seen in Figure 7.3, serves as validation for the use of
Explainable AI methods in optimizing camera positions, corroborating the
research hypothesis outlined in Section 1.3.
Furthermore, the observed data suggests that optimal camera positioning

in neural networks is not straightforward. Positions that may seem subopti-
mal or non-intuitive to the human eye, specifically at extreme yaw angles of
-40 and +40 degrees, may actually offer a different, yet effective perspective
for capturing features. These positions might not outperform the central
position but present viable alternatives, highlighting the complexity of the
camera positioning task.
The correlation between the scalar and accuracy levels at these extreme

yaw angles further establishes the robustness of the employed methods. This
synergistic mapping between the scalar and accuracy is visually represented
in Figure 7.3.
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Figure
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7.3 Benchmarking Results and Quantitative Analysis

7.3 Benchmarking Results and Quantitative Analysis

Quantitative analysis in this work employs a multifaceted approach to dis-
sect the experimental data thoroughly. This comprehensive evaluation aims
to aid in model selection, fine-tuning, and overall understanding of the per-
formance metrics. The findings from this quantitative analysis serve as a
cornerstone for understanding the dataset’s properties, the algorithms’ effec-
tiveness, and their suitability for the problem tackled in this work.

7.3.1 Accuracy Results from the Benchmarking Process

Figure 7.3: Final Results for Accuracy in Optimization Benchmarking

Refer to figure 7.3 to see the accuracy performance of various optimization
algorithms over multiple iterations. The figure was obtained through 200 test
runs to minimize the impact of random initialization on the results. Each
graph represents the optimization performance for positioning the camera,
with accuracy scaled to a normalized value of 1, indicating the reach of a
global maxima rather than a 100% accuracy rate.
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Among the algorithms, BO with XAI features demonstrates superior per-
formance, underscoring its efficacy for integrating external knowledge. This
aligns closely with the research hypothesis concerning the benefits of inte-
grating features extracted via Explainable AI methods.
In contrast, the library-based version of Bayesian Optimization underper-

forms, even lagging behind Random Search. The limitation in hyperpa-
rameter tuning options, specifically the inability to adjust the kernel size,
likely contributes to its lesser effectiveness. Simulated Annealing, albeit
hyperparameter-tuned, shows only a marginal improvement over Random
Search, particularly in early iterations. This is attributed to the fine-tuning
of temperature parameters, which offers a slight edge. Grid Search outper-
forms Random Search due to the data’s significant plateau region, where
uniform sampling has a higher likelihood of yielding favourable results.
The efficiency of the self-implemented Bayesian Optimization, both with

and without XAI, can be attributed to the probabilistic model being skewed
toward the data’s centre, aided by the tunable hyperparameters.

Additional Specific Observations:

• Self-implemented Bayesian Optimization shows excellent robustness, as
indicated by the consistently low variance across iterations.

• The efficacy of the XAI recommendation scalar becomes more pro-
nounced as the camera moves within the -45 to +45 degree range,
further boosting the performance of Bayesian Optimization with XAI
features.

The insights derived from Figure 7.3 answer multiple research questions
and provide a robust comparative analysis for evaluating the utility of various
optimization methods in this context.

7.3.2 Cumulative Results Interpretation

Refer to figure 7.4 for the cumulative results over all experiments. The curve
may indicate total regret or cumulative loss. A flattening curve suggests
that the optimization process is converging, and fewer regretful decisions
are being made. Specifically, BO methods, particularly when combined with
Explainable AI, demonstrate faster convergence, reaching an optimal config-
uration within just 10 iterations.
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Figure 7.4: Cumulative Results for the Experiments

This rapid convergence not only confirms the superior performance of BO
with XAI but also provides evidence supporting the research hypothesis that
integrating XAI features can be effectively implemented for camera position-
ing in bioreactors. In contrast, Grid Search and Random Search show slower
convergence rates, exploring the parameter space for extended periods. This
is particularly noteworthy when considering complex landscapes, indicating
that BO methods might be more efficient in such scenarios.
Additional observations shed light on the behaviour of individual algo-

rithms:

• A variance plateau between the 1st and 3rd iterations for the library-
based BO suggests that this version may get stuck in local optima or
face challenges in efficient search space navigation.

• The consistently low variance for BO with XAI across different itera-
tions underscores the algorithm’s robustness against various starting
conditions and noise in the dataset. This makes it a reliable choice for
the optimization tasks at hand.
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• Despite having tuned hyperparameters, Simulated Annealing performs
similarly to Grid Search and Random Search in terms of cumulative
regret. This may imply that the search strategy used by Simulated
Annealing is not particularly well-suited for this complex optimization
problem.

A steep curve in Figure 7.4 might necessitate a reconsideration of the
chosen algorithm or hyperparameters to improve performance.

7.3.3 Analysis of Variability

Figure 7.5: Variability in Experimental Results

Refer to figure 7.5 for insights into the variability of experimental results.
High variability could indicate sensitivity to initial conditions or random
seeds, resulting in inconsistent performance. In contrast, low variability
implies model robustness regardless of different starting conditions.
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7.4 Answering the Research Questions

Specifically, BO with XAI shows the least variability across multiple runs,
echoing its robust performance observed in previous sections. This aligns
well with the research hypothesis that integrating features from Explainable
AI can offer reliable solutions in camera position optimization for bioreactors.
The low variability in BO with XAI suggests that this method can handle
different starting conditions and noise in the dataset effectively, making it a
particularly reliable choice for real-world applications.
The library-based BO, however, exhibits high variability. This could be

due to non-configurable hyperparameters, which might not be well-suited for
this specific problem. This aligns with previous observations of the algorithm
getting stuck in local optima or facing difficulties in search space navigation.
Interestingly, the variance is calculated from the delta in accuracy across 300
runs, giving us high confidence in these observations.
Regarding production environments, consistency in algorithmic perfor-

mance is crucial. Fluctuations in performance can lead to erratic behaviour,
making the system unreliable for continuous operation. The low variability
in BO with XAI’s performance is thus a highly desirable feature, potentially
making it more suitable for deployment in a production setting where robust
and consistent performance is required.

7.4 Answering the Research Questions

RQ1: From these algorithms, which is most suitable for external knowledge
incorporation?

The Bayesian optimization shows the most promise for incorporating
external knowledge due to the ease of posterior probability manipula-
tion, as explained in the State-of-the-art section 2.4 (Martinez-Cantin,
2019). This is underlined by Figure 7.3, where this algorithm demon-
strates the best performance under the compared solution.

RQ2: How can saliency maps be used to create a heuristic for an informed
search algorithm?

Saliency maps serve as an effective heuristic for informed search algo-
rithms by highlighting areas of interest in the camera’s field by comput-
ing the weighted arithmetic average of the pixel intensities. The model
accuracy chart in Figure 7.3 indicates that using these features leads to
better performance, thereby confirming the second research hypothesis.
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RQ3: Which other novel optimization algorithms are most suited for a quan-
titative comparison?

Brute force algorithms like Grid search and Random search serve as
baseline benchmarks, which is a common practice, as recommended
in reference literature 2.2. Also, more prominent search algorithms
like Simulated Annealing are used for comparison. Furthermore, a
Python library Bayesian optimization serves as a reference for the self-
implemented Bayesian optimization to rule out implementation mis-
takes to a certain degree. Furthermore, the self-implemented Bayesian
optimization is compared with the external information and without,
therefore comparing just the influence of the XAI feature on the opti-
mization task (Martinez-Cantin, 2019).

RQ4: What quantitative metrics can be used for comparison?

The most effective metrics for comparison include the ’Best Found
Value’, ’Cumulative Regret’, and ’Variance Across Multiple Runs’. The
Best Found Value serves as an essential metric because it represents the
optimal solution discovered by the algorithm, as shown in Figure 7.3.
On the other hand, Cumulative Regret, illustrated in Figure 7.4, pro-
vides a more comprehensive view by depicting how each evaluation
deviates from the global optimum over time. Additionally, variance
between multiple algorithm runs, as indicated in Figure 7.5, gauges
the reliability of the algorithm. A solution with a high variance may be
less desirable than one with more consistent, albeit slightly less optimal,
results, especially in production settings.
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RQ5: How does the algorithm compare to other optimization methods in
terms of these metrics?

The custom algorithm outshines competing methods in terms of accu-
racy, as substantiated by Figure 7.5. Additionally, the low variability
observed in Figure 7.5 implies that the algorithm exhibits robustness.
As for the Cumulative Regret, curve displayed in Figure 7.4, it begins
with a more explorative phase that eventually flattens. This could be
interpreted in two ways: either the algorithm has become trapped in a
local optimum, or it has thoroughly explored the search space. Upon
reviewing the Gaussian regression model, it becomes apparent that the
latter scenario is the case. The Bayesian optimization algorithm has
approximated the underlying function to such a degree that no further
improvements are expected.

RQ6: What are the limitations of using saliency maps for camera position
optimization in the context of bioreactors?

The use of saliency maps in this context has several limitations. Primar-
ily, the saliency maps only capture information in a local neighborhood
around the object of interest, limiting the broader context that could
be important for optimal camera positioning. Additionally, the relia-
bility of the saliency maps is contingent on the accuracy of the CNN
model and the correctness of the labels. If the model makes incorrect as-
sumptions or classifications, the saliency map would also reflect these
inaccuracies, making it challenging for a human to differentiate true
information from false positives.
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7.5 Summary

In summary, our findings demonstrate that features extracted from Explain-
able AI, particularly saliency maps, effectively evaluate the quality of camera
positions in bioreactor applications, thereby confirming our first research hy-
pothesis. Additionally, the integration of these features into optimization
algorithms has been successfully implemented as a proof-of-concept for the
problem of optimal camera positioning within bioreactors, substantiating our
second research hypothesis. The case study shows that saliency maps can
serve as a heuristic device for informed search algorithms, offering a robust
solution for camera position optimization. Quantitative metrics such as accu-
racy and the Recommendation Scalar, as shown in Figure 7.3 and Figure 7.2,
provide a reliable basis for algorithm comparison. Finally, the quantitative
analysis also confirmed the choice of Bayesian optimization with XAI with a
tuned hyperparameter set to the classification task, the most suitable black-
box optimization algorithm among the compared algorithms, for addressing
the problem of optimal camera positioning in the given case-study.
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8 Discussion

This chapter will discuss the results and limitations, providing a more nu-
anced evaluation of the experiment data collected for flow regime classifica-
tion and the benchmarking of the Explainable A.I. featured Bayesian opti-
mization algorithm (XAI BO). The focus will be on a critical examination of
the work’s limitations, while also discussing possible solutions under the cur-
rent constraints of the model. Additionally, the findings will be discussed in a
practically oriented manner to gauge their utility in real-world applications.

8.1 Critical Examination of Limitations

The limitations of this study mainly stem from its sole focus on a single
bioreactor and the lack of flowchart sampling. Although polynomial regres-
sion techniques were used to mitigate noise and to facilitate benchmarking,
the results remain constrained in terms of their generalizability. Moreover,
the lack of noise handling on behalf of the optimization algorithms questions
the robustness of the findings in more dynamic, real-world settings.

Experiment Data: The numerous limitations of the experimental data war-
rant a cautious interpretation of the results. The first limitation pertains to
the low R2 score of the polynomial regression shown in figure 7.1. Infor-
mation on the design decisions regarding data regression can be found in
Section 5.4. This suggests that the fitted curve may not fully capture the
true function, which is essential when evaluating the optimization landscape
for camera positions in bioreactors.
Another limitation is spawned by the high noise level in the data, as

discussed in Section 7.1. The noise could be a result of several factors, such as
the variability in flow regimes and the camera’s distance from the bioreactor,
affecting the overall-performance metrics like accuracy and variance shown in
Figure 7.3 and Figure 7.5, respectively. While efforts were made to account
for these sources of noise, their existence adds a layer of complexity to the
interpretation of the results and could potentially impact the reliability of
the saliency maps used for informed search algorithms, thus affecting the
validation of the second research hypothesis.
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Lastly, the dataset only considers a single bioreactor model. While this
constraint allows for a focused study, it also limits the generalizability of
the findings. Although this research offers valuable insights into the role of
Explainable AI in optimizing camera positions for bioreactors, the results
should not be directly extrapolated to other bioreactor models or setups
without additional validation.

Benchmarking results: When examining the limitations of the benchmark-
ing results, it is vital to emphasize a number of issues. First, while the
Bayesian Optimization with XAI features shows superior performance in
terms of accuracy and convergence, as highlighted by Figures 7.3 and 7.4, the
algorithm’s performance might be sensitive to the specific dataset and prob-
lem domain of camera positioning in bioreactors. Therefore, caution should
be exercised when generalizing these results to other domains or datasets.

Second, the focus on a limited set of metrics - best found value, cumulative
regret, and variance - provides an invaluable but constrained view of the
algorithm’s performance. While these metrics offer key insights into the
algorithm’s effectiveness and robustness, they may not cover all facets of real-
world deployment requirements, such as computational time and resource
consumption.

Third, the choice of 200 test runs for obtaining Figure 7.3 can be described
as a trade-off between computational time and the robustness of the results.
While the sample size is large enough to minimize the impact of random
initialization, it may not be comprehensive enough to capture the complete
behavior of the optimization algorithms in question, especially for algorithms
like Simulated Annealing, which shows only marginal improvements over
Random Search.

Lastly, the high variance observed in the library-based Bayesian Optimiza-
tion, as seen in Figure 7.5, raises questions about its suitability for this spe-
cific problem. Upon further investigation, this could also be an artifact of
the limitation in hyperparameter tuning options and may not necessarily
reflect inherent flaws in the Bayesian Optimization algorithm itself.

In summary, while the empirical results strongly support the research hy-
potheses and answer the research questions, these limitations suggest that
further investigations are warranted, especially in terms of their broader ap-
plicability and the current understanding of these optimization methods.
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8.2 Discussion of Solutions to Limitations

One way to address these limitations is by extending the dataset to include
multiple bioreactors and by incorporating flowchart sampling. Bayesian op-
timization, known for its capacity to handle noise, could be slightly adjusted
to accommodate this variability. These amendments would bolster the ro-
bustness and generalizability of the algorithm, especially in a production
environment.

Benchmarking Our custom Bayesian Optimization with Explainable AI
(BO with XAI) algorithm demonstrated superior performance when com-
pared to other tested methods, confirming Research Hypothesis 2. Specifi-
cally, the algorithm excelled in terms of accuracy, as proven with by Figure
7.3. Saliency maps, a feature of Explainable AI, served as an effective heuris-
tic guide that improved the algorithm’s speed and reliability. These results
corroborate the suitability of our BO with XAI approach for the complex
task of optimizing camera positions in bioreactors.
The algorithm also showed rapid convergence within just 10 iterations, as

depicted in Figure 7.4. This rapid convergence is especially critical in prac-
tical settings where computational resources are often limited. Meanwhile,
the algorithm’s low variance across iterations, highlighted in Figure 7.5, adds
another layer of reliability, indicating that the algorithm is not just effective
but also consistently dependable under varying conditions. Furthermore, the
library-based version of Bayesian Optimization had limitations, particularly
concerning hyperparameter tuning options, which rendered it less suitable
for the optimization task at hand. This points to the unique advantages of
the custom implementation over existing library-based solutions.
Metrics such as the R2 score, convergence rate, and result variability were

employed to rigorously compare our method’s performance against other al-
gorithms like Simulated Annealing and Random Search. These alternatives,
while noteworthy, exhibited slower convergence rates and higher variance,
which makes them less reliable for the optimization problem under investi-
gation.
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This thesis also adapts our model to mitigate the noise introduced by
the specific conditions of our bioreactor by employing polynomial regression.
This indicates that while the model is optimized for an academic setting,
further work is necessary for its adaptation to broader industrial applica-
tions. By considering these empirical observations and metrics, this thesis
offers a nuanced discussion of the limitations and strengths of the various
optimization algorithms examined in this research. The empirical evidence
strongly supports the effectiveness and reliability of our custom Bayesian
Optimization with XAI for real-world applications.

Data collection: Addressing the limitations related to data collection is cru-
cial for enhancing the robustness and generalizability of this study’s findings.
One straightforward approach to overcome the single bioreactor constraint
would be to extend the dataset to include multiple bioreactors of different
sizes and configurations. This would not only make the results more gen-
eralizable, but also introduce an additional layer of complexity that mimics
real-world conditions better.

Moreover, the issue of high noise levels could be tackled by means of a
more rigorous and comprehensive data collection methodology. Employing
a higher resolution camera or using multiple cameras at different positions
could provide a clearer and more accurate view of the bioreactor’s inter-
nal conditions, thus reducing noise. Techniques such as signal processing
or advanced filtering methods could further mitigate the impact of noise,
enhancing the reliability of the model.

The lack of flowchart sampling also represents a gap in the current method-
ology. Introducing a flowchart sampling approach would allow for a more
dynamic understanding of how different flow regimes affect the optimization
problem. This would be especially useful for creating a more adaptable model
that can handle variations in flow conditions, thus making the optimization
process more robust.

Finally, collecting more data points would also contribute to a more re-
liable evaluation of the optimization algorithms, specifically when bench-
marking their performance. A larger dataset would provide a better under-
standing of the algorithms’ behavior over a more extended range of condi-
tions, thereby offering more rigorous insights into their strengths and weak-
nesses. This could be particularly beneficial for algorithms that showed only
marginal improvements over others, as it would provide a more nuanced
understanding of where they might be more applicable.
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By systematically addressing these data collection-related limitations, the
study can significantly improve the validity of its findings, contributing to
both academic and practical knowledge in the optimization of camera posi-
tions for bioreactors.

8.3 Practice-Oriented Discussion of Findings

In this section, this thesis aims to contextualize the research findings in
practical, real-world scenarios, specifically focusing on their potential utility
in optimizing camera positions in bioreactors for industrial and research
purposes.
Firstly, the Bayesian Optimization algorithm enhanced with Explainable

AI (XAI) features, notably saliency maps, proved highly effective in our spe-
cific use-case. The algorithm’s rapid convergence, as shown in Figure 7.4,
makes it a compelling choice for scenarios where timely decisions are crucial.
This can be particularly beneficial in industrial settings where quick opti-
mization can lead to significant cost savings and enhanced process efficiency.
Secondly, the robustness of the Bayesian Optimization with XAI, evi-

denced by its low variance in Figure 7.5, adds an extra layer of reliability.
In a real-world setting where conditions can vary, the need for a robust al-
gorithm cannot be overstated. Companies and research institutions may
find this feature particularly appealing, as it lessens the chances of optimiza-
tion failure due to variations in starting conditions or environmental noise.
While the study provides a foundational understanding of the capabilities of
Bayesian Optimization with XAI for this application, further research and
tests would be required to validate its generalizability across different types
of bioreactors or even other types of optimization problems.
In addition, although the algorithm performed exceptionally well in terms

of the metrics used in this study, its computational requirements should
be assessed before deployment in real-world scenarios. Depending on the
complexity and size of the problem, specialized hardware might be needed
to run the algorithm efficiently.
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8 Discussion

To sum up, the research findings present a compelling argument for the
potential utility of Bayesian Optimization with Explainable AI in practical,
real-world applications. The demonstrated robustness, accuracy, and speed
of the algorithm make it a promising candidate for optimization tasks in
industrial bioreactors. However, the limitations noted earlier should serve as
a roadmap for future research and should be further developed to adapt and
validate this approach for a broader range of applications.
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9 Summary and Outlook

This chapter aims to wrap up the key findings and contributions of this
thesis, while also providing an outlook on future research directions. The
focus will be on summarizing the answers to the examined research questions,
highlighting the implications of these findings, and suggesting ways to extend
this research further.

The core of this thesis was centered around optimizing camera positions in
bioreactors using Bayesian Optimization and Explainable AI (XAI), particu-
larly saliency maps. The custom Bayesian Optimization with XAI algorithm
demonstrated superior performance, as evidenced by multiple metrics such
as accuracy, cumulative regret, and variance across multiple runs. The al-
gorithm was not only effective but also consistently reliable, showing a low
degree of variability and rapid convergence.

The empirical results confirmed both research hypotheses: first, that fea-
tures extracted through XAI can effectively evaluate the CNN performance
in different camera positions in bioreactor applications; second, that integrat-
ing these features into optimization algorithms leads to better performance
in terms of finding an optimal camera position for CNN classification com-
pared to non-informed optimization algorithms for this specific optimization
problem in flow regime classification. However, the limitations observed in
the dataset and benchmarking metrics suggest areas for further investigation.

Moving forward, there are several promising avenues for future research.
Extending the dataset to include multiple bioreactor models could provide
broader applicability and robustness to the algorithm. Further improvements
might include a more comprehensive set of evaluation metrics and a detailed
investigation into the algorithm’s computational requirements.

The adaptability of Bayesian Optimization to handle noise could also be
explored more in future works, especially when adding more variability to
the dataset, such as different flow regimes and additional bioreactor models.
Moreover, the role of XAI features in the optimization algorithm could be
fine-tuned to achieve even better results in terms of speed and reliability.
Lastly, the methods and findings could potentially be extended to other
optimization tasks beyond camera positioning in bioreactors, opening the
door for more versatile applications.

99



9 Summary and Outlook

Overall, while the present study offers valuable insights and a strong foun-
dation, it is a stepping stone for more advanced research in this interdisci-
plinary field of optimization and machine learning.
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Appendix





Figure 1: GP model after 6th iteration of the optimisation process
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Figure 2: GP model after 11th iteration of the optimisation process
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Figure 3: GP model after 20th iteration of the optimisation process
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Figure 4: Another Averaged GradCAM++ image with recommendation scalar
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Figure 5: Another Averaged GradCAM++ image with recommendation scalar
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Weitere Personen waren an der geistigen Herstellung der vorliegenden Diplo-
marbeit nicht beteiligt. Mir ist bekannt, dass die Nichteinhaltung dieser
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