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Short abstract 

 

In this paper we present research results with Paidiom, a text-preprocessing algorithm 

designed for 1) converting discontinuous multiword expressions (MWEs) into their 

continuous forms and 2) translemmatising them, i.e., converting source-text MWEs into 

their target-text equivalents, in order to improve the performance of current neural 

machine translation (NMT) systems. To test its effectiveness, an experiment with the 

NMT systems of VIP, Google Translate and DeepL has been carried out in the ES>EN 

translation direction with Verb-Noun Idiomatic Constructions (VNICs) in Spanish. The 

performance of Paidiom was compared to both the one of our previous algorithm (gApp) 

and to the manual conversion (our gold standard). In this regard, the promising results 

yielded by this study, the first one analysing Paidiom’s performance, will shed some light 

on new avenues for enhancing MWE-aware NMT systems. 

 

Extended abstract 

 

The recent emergence of neural networks in machine translation has represented a real 

breakthrough, bringing forth Neural Machine Translation (NMT), which has resulted in 

a considerable qualitative leap compared to previous ruled-based and statistical models 

(Bentivogli et al., 2016; Junczys-Dowmunt et al., 2016; Wang et al., 2022). 

Despite these advances, NMT systems still have an important Achilles’ heel: 

multiword expressions (MWEs). Besides their quintessential problematic features such 

as syntactic anomaly, non-compositionality, diasystematic variation and ambiguity, 

among others, a further challenge arises for NMT: MWEs do not always consist of 

adjacent tokens (e.g., You need to keep those things in mind.), which seriously hinders 

their automatic detection and translation (Constant et al., 2017; Corpas Pastor, 2013; 

Monti et al., 2018; Ramisch & Villavicencio, 2018; Rohanian et al., 2019). To overcome 

the challenges that discontinuous MWEs still pose for even the most robust NMT systems 

(cf. Colson, 2019; Zaninello & Birch, 2020), we have designed an upgraded algorithm, 

called Paidiom1, which is able not only to automatically convert discontinuous MWEs 

into their continuous form (analogously to our previous algorithm gApp2) but also to 

translemmatise them, i.e., to directly convert MWEs into their target-text equivalents in 

order to improve NMT. 

To test Paidiom’s effectiveness, the performance of VIP (Voice-text integrated 

system for interpreters, cf. Corpas Pastor, 2021), Google Translate and DeepL’s NMT 

systems was examined against a total of 400 cases, comprising 100 discontinuous forms 

(i.e., the original texts), 100 continuous forms after gApp’s conversion, 100 continuous 

 
1 A detailed explanation of Paidiom is available through this link: https://lexytrad.es/paidiom 
2 gApp is available through this link: http://lexytrad.es/gapp/app.php.  
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and translemmatised forms after Paidiom’s conversion, and 100 continuous and 

translemmatised forms after the manual conversion (our gold standard) of Spanish Verb-

Noun Idiomatic Constructions (VNICs), in the ES>EN translation direction.  

Regarding the employed evaluation method, the NMTs’ outputs for these different 

scenarios were manually assessed through an MT evaluation based on directly expressed 

judgements (DEJ-based evaluation method, cf. Chatzikoumi 2020). In this regard, for our 

study three professional ES/EN translators, with between 4 and 10 years of experience, 

were selected as annotators to directly express judgement on the translation quality of the 

different MT outputs employing a binary scale: 1 (good) or 0 (bad). After they submitted 

their judgement, final decisions on the acceptability (or not) of each specific target text 

were taken on a majority basis: for instance, if 2 or 3 of the translators had judged an MT 

output as good, then this output was also finally categorised as good for our study, and 

viceversa. 

Against such a background, for this test set, the present experiment yielded 

promising global results that, on the one hand, go in line with our previous experiments 

with gApp (Hidalgo-Ternero, 2021 and 2023; Hidalgo-Ternero & Corpas Pastor, 2020, 

2023a and 2023b; Hidalgo-Ternero, Lista & Corpas Pastor, 2023, and Hidalgo-Ternero 

& Zhou-Lian, 2022 and 2023)¸ along which we proved that NMT of discontinuous MWEs 

can overall be improved by converting them into their continuous form: in this experiment, 

NMT systems achieved an 8.3% accuracy in the discontinuous form vs. 13% in the 

continuous form after gApp, i.e., an enhancement by 4.7%. On the other hand, global 

results also confirmed our initial hypothesis: NMT systems can deliver a considerably 

better performance if MWEs are not only converted into their continuous form but also 

translemmatised prior to NMT. In the light of these results, MWEs’ conversion into their 

continuous form plus their translemmatisation with Paidiom led NMT systems to achieve 

an overall 91.7% accuracy, attaining an analogous performance to the gold standard 

(92.7%). When contrasted with the original (discontinuous) version, Paidiom could, on 

average, improve NMT by 83.4% (84.4% with the gold standard). 

In this regard, the promising results yielded by the present study invite us to 

continue evaluating Paidiom in further experiments in order to determine to what extent 

it can also improve NMT performance for other idioms, as well as for additional MWE 

typologies (collocations, verb-particle constructions, etc.), and in other translation 

directions. In addition, the present study can also constitute the basis for further research 

to assess the scalation of this model to other language-dependent text-preprocessing 

systems for the automatic translemmatisation of MWEs, with the purpose of enhancing 

MWE-aware NMT systems. 
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