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ABSTRACT 

This paper discusses the evolution of cyber ethics steered by blockchain technology (BT), artificial intelligence (AI), and, 

perhaps, Worldcoin, which is an ambitious global project to build a decentralized "proof-of-personhood" encrypted in an 

anonymous "World ID" for each human being. To investigate the digital conundrum and evaluate the ethical implications 

of BT, Explainable AI (XAI), and Worldcoin, the "Cyberethics-Mix" framework will be a compass oriented to four 

cardinal points of ethics in cyberspace: Privacy (data protection), Property (data ownership), Precision (data accuracy), 

and Pervasiveness (data access). The paper's main conclusion is the ethical desirability of an inclusive and decentralized 

policy in cyberspace. 
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1. INTRODUCTION 

Technology poses ethical challenges in today's digital landscape, requiring new ethical frameworks. 

Rodrigues's "Cyberethics-Mix" (2011) proposed a template to navigate these ethical waters, foregrounding 

four pivotal elements encapsulated by the letter "P": data's property, precision, privacy, and pervasiveness. 

Blockchain promotes decentralized trust (Rodrigues, 2021a), while AI stresses the importance of 

explainability (Gunning & Aha, 2019). Worldcoin, combining cryptography and AI, aims to balance privacy 

and convenience, including a guarantee of a worldwide equitable coin distribution (Gent, 2023, p.42).  

2. BLOCKCHAIN’S ETHICAL IMPLICATIOS AND TRUST DYNAMICS  

Historically, trust expanded from tribal groups to the nation-state "Leviathan" (Hobbes, 1996). Blockchain 
technology (BT) extends the trust genesis through distributed consensus (Xiao et al., 2020, p. 1432), 
introducing the "Internet of Value" (Lacity, 2022, pp. 326, 327). Originating decentralized (Nakamoto, 
2008), BT changes ethical dynamics and may drive innovation. The cybernetics-mix compass (Rodrigues, 
2011, 2021) underscores the following ethical challenges. 

2.1 Privacy 

Blockchain's cryptographic security ensures transparency and quasi-anonymity in transactions, though 
identities could be traced raising ethical concerns. Despite this, blockchain enhances accountability, deterring 
fraud, and strengthens privacy by safeguarding sensitive data (Zyskind & Nathan, 2015). This focus on 
privacy can be advantageous, as consumers prefer companies that manage data responsibly (Bleier et al., 
2020). 

2.2 Property 

The internet's early phase favored new intermediaries, leading to predatory digital business models 

exacerbating agency costs (Loureiro et al., 2021). As blockchain enhances property rights and eases asset 

transfers (Tan & Saraniemi, 2022), cryptocurrencies, NFTs, and smart contracts streamline intellectual 
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property monetization (De Filippi & Wright, 2018), reshaping business models and prompt an ethical 

reevaluation of ownership rights dynamics that may include monetary systems, suggesting an ethical shift to 

bridge individual goals with sustainable collective action (Rodrigues, 2021b).  

2.3 Precision  

Digital content accuracy is crucial in cyber ethics. Blockchain ensures data authenticity and integrity via 

collective validation, utilizing digital signatures and hash functions (Nakamoto, 2008; Pierro, 2017). This 

fosters trust in sectors like logistics and healthcare. Blockchain's principles align with the early internet's 

democratic ideals, reflecting Surowiecki's "crowd wisdom" (2004) and modern tools like "Twitter 

Community Notes" (Kim, 2023), emphasizing decentralized truth validation. 

2.4 Pervasiveness  

Blockchain technology (BT) brings forth transformative ethical implications, especially evident in 

decentralized finance (DeFi) sectors, which aim for broader financial inclusivity by bypassing traditional 

banking constraints (Abdulhakeem & Hu, 2021). BT's inherent features champion transparency, diversity, 

and fairness, echoing the principles of democratic systems (Gupta et al., 2023, p. 556). Rodrigues 

underscores the ethical importance of securely sharing information, highlighting that such openness fosters 

innovation (2011, p. 335). With advancements like the "Orb" eye-scanner (Worlcoin, 2023) combined with 

Privacy Preserving Cryptographic Technologies (PPCT, Gupta et al., 2023), there is an amplification in 

digital accessibility, further solidifying democratic ethical underpinnings. However, the promise of BT is 

two-sided. Its transformative potential largely depends on political will and societal understanding. Barriers 

such as the digital divide, technological illiteracy, and ambiguous regulations might limit its reach.  

3. THE ETHICAL LANDSCAPE OF EXPLAINABLE AI (XAI) 

Explainable AI (XAI) represents a paradigm shift in artificial intelligence. There were no trust concerns 

while humans operated with early hardware and software. With straightforward algorithms, these systems 

executed the tasks they were programmed to do. In a sense, they represented the purest form of trust. 

However, ethical dilemmas arose with machine learning evolution, especially with "deep learning," the 

architecture that powers advanced Generative AI and Natural Language Processing models (like the GPT 

series). 

A machine incapable of autonomy was not a threat and could be easily trusted, and people 

could easily believe more in a machine's output than human output. However, the advent of 

Machine Learning (ML) and the successful implementation of the concept of making machines 

think and perform tasks autonomously has resulted in a breach of the trust that existed, as 

machines can now operate and act independently. (Chamola et al., 2023) 

XAI seeks to ethically restore trust in mathematical models eroded by business algorithms' pragmatism by 

ensuring AI's transparency. This endeavor is a considerable challenge, and the cyberethics-mix framework 

will now be used for investigating its ethical implications. 

3.1 Privacy 

XAI aims for transparency but can expose personal data used in AI models, potentially risking  

re-identification. While useful for audits, such clarity might overshare data details. "Differential privacy" 

counters this by adding controlled noise to data, preserving individual privacy while allowing overall analysis 

(Utaliyeva et al., 2023, p. 3). "Privacy-preserving machine learning" (PPML) further enables confidential 

model training (Hulsen, 2023, p. 657). EU's GDPR strengthens the "data minimization" principle, ensuring 

only necessary data processing (Oprescu et al., 2022, p. 59). Additionally, "layered explanations" vary AI 

detail based on user access (Guesmi et al., 2022, p. 177), and "synthetic data" provides computer-generated 

data for secure AI training (Oblizanov, 2023, p. 5).  
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3.2 Property 

XAI's transparency can expose AI models to potential replication and reverse-engineering, posing intellectual 

property challenges. However, XAI can also identify possible infringements within copyrights or patents, 

allowing for rectifications. While the focus remains on AI's outputs, the intellectual property aspects of AI 

inputs, like training data, are often overlooked. Datasets may include copyrighted works, raising legal 

questions. Since AI relies on public or copyrighted data representing societal knowledge, should its creations 

be communal? Moreover, AI's inventiveness stirs debate about recognizing it as a creative entity. 

It must be kept in mind that there are also many AI systems that appear to have independent 

hypothesis generation and testing capabilities, which in patent parlance might lead to 

independent invention by the intelligent system, i.e., without any direct action by humans. The 

question here is whether the owner, user, or programmer of the robot or an AI system is 

entitled to patent protection for an invention developed directly by AI. (Laukyte & Lucchi, 

2022, p.177) 

As AI assumes new societal roles, its legal identity becomes an issue. If AI undertakes human tasks, 

should it receive similar legal rights? Intellectual property laws might expand beyond human-only 

contributions. The European Parliament's 2017 resolution suggests an "electronic personhood" for advanced 

robots (Pagallo, 2018, p. 2), and more research is needed to align machines' property rights with ethical data 

usage. 

3.3 Precision  

XAI aims for clearer AI decisions, aligning with demands for transparency (Gerlings & Constantiou, 2020,  

p. 1284). However, "post-hoc" explanations might not reflect true model logic (Vale et al., 2022, p. 826), and 

there's a risk of favoring simpler models (Rudin, 2019) or crafting explanations to fit regulations (Wachter et 

al., 2017). Thorough research and oversight are vital to ensure XAI's authenticity. 

3.4 Pervasiveness  

XAI promotes AI understanding, which invites ethical input. However, simplifying complex AI decisions 

might misrepresent their intricacy (Doshi-Velez & Kim, 2017). Geoffrey Hinton suggests valuing 

performance over explainability (Ridley, 2022a), but although unexplained practical algorithms can have 

their merits, a thorough evaluation of AI systems is still vital (Arrieta et al., 2020, p. 83).  

4. WORLDCOIN AT THE ETHICAL CONUNDRUM 

Led by OpenAI's CEO, Sam Altman, Worldcoin aims to revolutionize identity verification by combining a 

unique World ID with cryptocurrency rewards (Worldcoin, 2023). The cyberethics-mix lens will now focus 

on that. 

4.1 Privacy 

Differentiating between humans and AI is vital, making it crucial to confirm humanness online without 

exposing personal details, balancing online ease with privacy. WLD, the currency behind World ID, 

demonstrates such unique utility, which proves cryptocurrency's multidimensional value (Rodrigues, 2021b), 

emphasizing transparency and user autonomy. Worldcoin's authentication process is based on an eye scan 

that determines human uniqueness and then, allegedly, immediately erases the users' data, producing only an 

encrypted code called a zero-knowledge proof (ZKP). This method hides ledger input data while allowing 

validation (Morais et al., 2019), offering "proof of personhood" by giving each person a unique "World ID." 

Rather than verifying identity, this ID asserts its holder's digital uniqueness. Hence, users can skip password 
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memorization using their World ID to reaffirm their unique status, simplifying online interactions. The 

cyberethics-mix compass will be used to discern Worldcoin's ethical implications. 

4.2  Property 

World ID, a nuclear element of the Worldcoin project, redefines digital identity by granting human users a 

unique digital stamp, affirming their individuality. WLD tokens act as a currency and symbolize users' stake 

and involvement in the Worldcoin project. This dual approach amplifies the users' sense of ownership and 

belonging, bridging the gap between individual and collective rights. Cryptocurrency may encourage an 

organic collective action rooted in a principle of individual freedom and unique contribution, as stated by 

Rodrigues (2021a) and Worldcoin (2023). As put by George and colleagues, Worldcoin's ambition is more 

than to create a new currency; it is a pioneering endeavor to mitigate economic disparities and champion 

financial inclusion globally, regardless of an individual's location or socio-economic standing (2023, p. 136). 

4.3 Precision  

Reliance on AI underscores the need for accurate information and genuine human input verification. World 

ID counters AI-driven misinformation by confirming human authors using the iris's unique biometric traits 

(Sehrawat & Sankhyan, 2016, p. 437), ensuring unparalleled precision and preventing fraud. 

4.4 Pervasiveness  

Worldcoin aims to democratize online verification and finance access, bridging the digital divide. However, 

diverse cultural and regional trust challenges arise. Verifying individual uniqueness promotes equal digital 

access and deters abuse, emphasizing the potential for Universal Basic Income via World ID. 

5. CONCLUSION 

Distributed technologies may foster transparent, secure ecosystems to improve the world. For ethical 

engagement, user education is crucial. Worldcoin and World ID embody this digital evolution's opportunities 

and concerns. Once upholding transparency and biometric data privacy, as promised in Worldcoin's white 

paper, this worldwide initiative may result in a safe global decentralization. Thus, continuous scrutiny is 

essential. While blockchain and AI redefine cyber ethics, and Worldcoin addresses users' convenience and 

security challenges, well-informed political decisions are paramount for a promising future. 
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