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Unified Crack Phase-Field Model Enhanced by Diffusive-Discrete Crack Transition  
for Brittle, Dynamic, and Ductile Fractures 

ABSTRACT： This study aims to pave the road toward the comprehensive evaluation and prediction of 

the multistage and multiscale failure events of infrastructure facilities. To realize the purpose, a novel 
crack phase-field model is proposed, and a diffusive-discrete crack transition scheme is developed. 
   For predicting the damage evolution occurring in infrastructure facilities, the ``crack phase-field 
model (CPFM)'' is studied. The CPFM has recently received attention, which enables us to consider crack 
initiation, propagation, and bifurcation in materials as solutions to an energy minimization problem of 
potential energy based on Griffith's theory. Since the origin of the CPFM, it has been enhanced to 
describe brittle, dynamic, ductile, cohesive, fatigue, multifield fractures, and so on. In particular, when 
the failure phenomena of elastoplastic materials are targeted, several ingredients, such as the 
plasticity-induced degradation function, the plastic damage driving force, and the degrading fracture 
toughness, have been introduced into the original CPFM. Additionally, thresholds and coefficients have 
been employed by researchers for controlling the effect of the above-suggested ingredients and for 
pursuing better realizations of actual failure phenomena. Indeed, these treatments have shown the 
richness of capturing ductile fracture responses, but on the other hand, eventually, vitiate the 
variational consistency that is one of the beauties equipped to CPFMs. In the literature, this issue was 
recognized as a dilemma of the CPFMs for ductile fracture. 
   To address the issue, we propose a variationally and thermodynamically consistent CPFM for ductile 
fracture. Prior to the formulation, we review the distinctive features of the existing CPFMs for ductile 
fracture in terms of how ductile fracture is realized in previous studies. Based on the discussion, we 
propose a new model for ductile fracture equipped with two separate damage variables for elasticity and 
plasticity. Beginning with the introduction of a constitutive work density functional consisting of elastic, 
plastic hardening, and damage hardening components, we derive variationally and thermodynamically 
consistent evolution laws for plasticity and damage. The mathematical form describing the evolution 
laws of damage has been overlooked or not considered in previous studies and therefore deserves 
particular emphasis. The evolution laws for plasticity are coupled with damage, so the accumulation of 
plastic strain is ceased in the severely damaged region. Also, the proposed model is equipped with 
thresholds and coefficients to control the amount of damage driving force and thus is useful to reproduce 
actual failure events. Additionally, thanks to the introduction of both the plastic driving force and 
degrading fracture toughness, the formulation realizes both the plastic deformation-induced and 
negative hydrostatic pressure-induced damage evolutions. Therefore, the formulation unifies several of 
the existing CPFMs for ductile fracture proposed to date, including a few proposed by the authors. 
   Meanwhile, to realize explicit crack propagation, division of a base structure into multiple portions, 
and independent motions of the divided portions, a diffusive-discrete crack transition scheme is 
developed. The proposed scheme realizes the discontinuity of a state variable enjoying the feature of a 
meshfree method, the ``finite cover method''. Specifically, we determine explicit crack tips and paths by 
referring to the distribution of damage variables, which is apart from several conventional approaches 
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using the mechanical properties or the geometric information to determine crack tips and paths. Also, 
since the given crack topology is updated from diffusive to discrete intermittently during the course of 
the staggered iterative procedure in a single time step, even a curved crack path that evolves 
significantly within a single time increment can be explicitly captured. In addition, to stably update an 
explicit crack tip within the finite strain framework, we devise two stabilization techniques. Specifically, 
pseudo-stiffness is introduced to severely damaged elements around the discrete crack path for the 
quasi-static system to prevent excessively large deformations, and the damage and volume 
fraction-induced numerical damping is introduced for the dynamic problem to maintain computational 
stability and avoid distortion of the physical mesh due to the effects of stress wave propagation. 
Additionally, the corrector of the displacement increment is intentionally modified so that NR 
computations successfully converge, and the discrete crack opens in a gradual and stable manner. 
   The CPFM accommodating two damage variables for elasticity and plasticity is incorporated into the 
developed diffusive-discrete crack transition scheme, and we coin the name ``Crack phase-field enhanced 
finite cover method (CPFFCM)'' for the proposed method. The proposed method uses the derived CPFM 
as the damage computation tool to predict the crack initiation, propagation, and bifurcation, and the 
obtained diffusive crack path is transformed into the strong discontinuous representation by the 
developed diffusive-discrete crack transition scheme. Enjoying this combination, a series of failure 
events from the damage initiation to the post-failure phase, occurring in brittle and ductile materials 
under quasi-static and dynamic conditions, can be simulated. Based on the numerical simulation 
methods, we argue several advantages over previous studies: 
1. The proposed method can simulate failure phenomena more stably than the standard FEM with the 

conventional CPFM since the damaged elements are less subjected to the extremely large 
deformation and rotation that lead to the mesh distortion. 

2. The proposed method is developed within the finite strain framework, so the fracture events 
involving arbitrary crack initiation, propagation, bifurcation, division of the original object into 
multiple portions, and subsequent independent motions of the divided portions can be properly 
simulated. 

3. Thanks to the introduction of discrete crack surfaces, the crack paths and crack surfaces 
obtained by different sets of parameters can be compared to each other, which can be helpful in 
understanding the contribution of provided parameters to the fracture behavior. 
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1 Introduction

1.1 Research Background

Natural disasters, such as earthquakes, hurricanes, and floods, bring devastating effects

on local and global communities all over the world. They cause not only immediate dam-

age and loss of human life but also lead to long-term aftershocks such as infective disease

1),2), logistics disruption 3),4), and environmental pollution 5). These problems often result

from the destruction of infrastructure facilities. That is, roads, bridges, and buildings are de-

stroyed, making it difficult or impossible for people to access essential services such as food,

medication, and energy. From this perspective, a framework is needed that can evaluate or

predict how infrastructure facilities are damaged and destroyed in the event of a natural dis-

aster. With such a framework, proactive procedures, such as reinforcement and repair, can be

adequately performed, which can mitigate the degree of damage to infrastructure facilities

caused by natural disasters and, consequently, shorten post-disaster economic stagnation.

An infrastructure facility, which is called “a structure” hereafter, experiences several

“failures” before losing its functionality, as illustrated in Fig. 1.1. If the external forces

acting on the structure are small, or if the structure has been repeatedly subjected to these

forces for a long period of time, the structure experiences microscale damage. The damaged

region is often small compared with the size of the whole structure and may not be visible.

Also, the structure does not immediately lose its functionality. We call this type of failure

“segment-level fracture”. Meanwhile, if the external forces are sufficiently large to cause the

structure to lose its functionality, “structural level fracture” occurs. At this stage, the crack

1
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Fig. 1.1: Classification of failures in an infrastructure facility.

propagations occurring in the structure are visible macroscopically, and the recovery of the

structure is often impossible. Also, the structural level fracture may endanger human lives.

Additionally, if the external forces are extremely large, some segments may be separated

from the base structure and fall to the ground, or the structure itself may be collapsed. This

stage is called “collapse”, in which the structure not only loses its functionality but also drives

the secondary destruction of other structures and also becomes the obstacle to evacuation.

While several types of failures are explained above, they are all derived from the simplest

one, i.e., brittle fracture. As represented by brittle fracture, originating from the pioneering

study conducted by Griffith 6), a vast number of experimental and theoretical studies have

been dedicated to understanding failure phenomena. In a fracture process causing failure,

it is commonly understood that a set of new crack surfaces is generated if a crack opening

condition is satisfied. To be specific, if an instantaneous energy release rate G∗ is equal to

or larger than its critical value (i.e., G∗ ≥ Gc) inherent in the material under consideration,

cracks initiate brittle fracture. Meanwhile, in the case of ductile materials such as aluminum

or steel, since plastic deformation accompanied by hardening occurs before crack initiation,

another portion of energy must be dissipated by the inelastic (plastic) deformation. Accord-

ingly, the critical value Gc of elastoplastic materials is known to be larger than that of brittle

materials; see, e.g., References 7),8) for more detailed discussions.

In time with the experimental and theoretical developments, numerical simulations have
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gained popularity in predicting crack propagations or understanding the mechanisms and

physics of fracture phenomena. Today, the finite element method (FEM) is definitely the

most well-known and reliable simulation tool, which has been mainly developed in the me-

chanical and civil engineering fields. In fact, the research using the FEM has contributed

greatly to understanding the fracture behavior of materials at the specimen level geometry.

At the practical level, commercial software, such as Abaqus 9), Ansys 10), COMSOL 11), DI-

ANA 12), and Nastran 13) is known as reliable tools employing implicit schemes, which allows

engineers without advanced academic knowledge to conduct numerical simulations. How-

ever, at the current stage, a numerical simulation method (or framework) that can describe

multiple fracture scales and stages in a large structure, from the microscale crack initiation

to the final macroscale collapse, does not exist.

1.2 Previous studies for fracture simulation

In general, techniques within the FE framework to represent crack propagations are clas-

sified into two major groups, i.e., diffusive and discrete approaches. In what follows, rep-

resentative previous studies of the two approaches, their advantages and disadvantages, and

the methods chosen in this thesis are discussed.

1.2.1 Diffusive approach

The diffusive approach, which is known collectively as the “continuum damage model

(CDM) 14),15),16),17)”, pursues constitutive modeling to replace the discrete expression of frac-

ture by strain-softening behavior of finite elements. In the process of the replacement of the

crack representation, the “damage variable” was introduced, which is usually a scalar quan-

tity to represent how much of the original mechanical ability of the material has been lost

due to damage. Some of the CDMs have long histories: the Gurson-Tvergaard-Needleman

(GTN) model 18),19), the Lemaitre model 20) and the Microplane damage model 21) were first

reported in the 1980s. Today, most CDMs can be categorized into one of them.
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The CDM was originally developed as a “local approach”, in which the damage evolution

was computed locally, i.e., at each Gaussian point of a finite element, and the damage vari-

able was defined as an internal variable. However, this local approach is known to suffer from

unstable numerical solutions caused by the ill-posedness of the underlying partial differential

equation 22). This deficit eventually leads to pathological mesh-dependent solutions and even

results in divergence immediately after the onset of damage evolution. Thus, some sorts of

regularization techniques are necessarily required to overcome this issue, which originated

from non-local integral algorithms 23) and gradient-enhanced approximations 24). Accord-

ingly, the non-local modeling becomes essential for properly describing damage evolution in

materials without mesh-dependency, and a lot of advanced CDMs have been proposed in the

last two or three decades, e.g. Bažant et al. 25), Peerlings et al. 26), Reusch et al. 27), Geers

28), Golshani et al. 29), Lyakhovsky et al. 30), Waffenschmidt et al. 31), Thai et al. 32), Poh

& Sun 33), and Kurumatani et al. 34) are relatively well known in the community of damage

modeling.

Being independent of the main family of CDMs but having an equivalent concept to the

gradient-enhanced approaches, the “crack phase-field model (CPFM)” has recently received

attention. The model has a physical background inspired by Francfort & Marigo 35). That

is, crack initiation, propagation, and bifurcation in brittle materials can be represented by

solutions to an energy minimization problem of potential energy based on Griffith’s the-

ory. The geometry representation of discrete crack surfaces was subsequently regularized by

adopting a so-called phase-field approximation 36),37),38). Later, Miehe et al. 39) proposed a

thermodynamically consistent formulation within the continuum mechanics framework and

coined the term “crack phase-field” to describe diffusive crack representations. Also, Miehe

et al. 40) introduced a history variable to represent the maximum elastic strain energy in

tension ever experienced that ensures the irreversibility of crack propagation. Since then,

the CPFM has become increasingly popular, and a great deal of effort has been made on

its enhancements. For instance, the original CPFM has been enhanced to describe the dy-

namic fracture 41),42),43),44),45),46), cohesive fracture 47),48),49),50),51),52),53),54),55), fatigue fracture
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56),57),58),59),60),61),62), multifield fracture 63),64),65),66),67),68) to name only a few. For the historical

development and comprehensive understanding of the CPFM, refer to Ambati et al. 69) and

Wu et al. 70).

When particular attention is paid to the definition of the elastic damage driving force

for the elastic system, several studies are available. Henry & Levine 71) identified the crack

states by decomposing a strain tensor into tensile and compressive parts. Amor et al. 72)

proposed an energy split based on the volumetric-deviatoric decomposition. Miehe et al. 39)

defined the driving force based on the spectral split principle. Steinke & Kaliske 73) proposed

a split based on the directional stress decomposition. Storm et al. 74) has introduced a

homogenization-type approach by incorporating the concept of representative crack element

(RCE) into the CPFM.

To describe ductile fracture, the above elastic damage driving force is insufficient, and the

plasticity-induced damage driving force should be adequately introduced in damage compu-

tation. Pioneering works for CPFM of ductile fracture have been done by several different

research groups. Alessi et al. 75),76) proposed a variational elastoplastic gradient damage

model that introduces a “plastic-damage coupled dissipation potential” to realize plasticity-

dependent damage evolution. Ambati et al. 77),78) proposed a “plasticity-induced degrada-

tion function” to represent ductile fracture. Since the degradation function is determined

by both the crack phase-field variable and the plastic hardening variable relevant to plastic

deformation, the degradation of material stiffness is realized only in the region where plastic

deformation is concentrated. Also, Miehe et al. 79),80) introduced “plastic damage driving

force” into damage computation within the gradient plasticity framework 81),82). Similarly,

Borden et al. 83) introduced the effect of stress triaxiality on the plastic strain energy as a pa-

rameter to control the damage evolution. In general, under plastic deformation, the amount

of plastic work due to hardening is considerably larger than that of elastic strain energy,

resulting in crack initiation in a plastic-deformation dominant region. As an alternative con-

cept, Dittmann et al. 84) and Yin & Kaliske 85) have proposed a different “degrading fracture

toughness”, which is degraded with the accumulation of plastic strain. This concept can
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be phenomenologically regarded as fatigue damage, although only the monocycle failure is

considered. Meanwhile, as an example of rigorous mathematical descriptions, Dal Maso et

al. 86) discussed Γ-convergence properties associated with the fracture models for perfectly

plastic materials subjected to antiplane shear. Additionally, among the other models reported

are those by Kuhn et al. 87), Alessi et al. 88), Aldakheel et al. 89), Dittmann et al. 90), and Han

et al. 91).

In a review by Alessi et al. 92), some early CPFMs for ductile fracture are investigated re-

garding their responses to homogeneous and non-homogeneous deformations. In the study,

a dilemma is pointed out: the introduction of thresholds and coefficients to control damage

driving force improves the richness of capturing ductile fracture responses while vitiating

variational consistency. In fact, several CPFMs 83),93),94),91) introduce thresholds and coeffi-

cients regarding damage in the numerical implementation stage or without driving variational

consistent damage evolution law, which in nature, violates the variational structure of the

original formulation. Additionally, these newly introduced thresholds and coefficients may

lead to unreasonable mechanical responses of materials, which are not able to be explained

by physics.

1.2.2 Discrete approach

Another approach is called the “discrete approach,” which probably has a little longer

history than the diffusive approach, by which the discontinuous displacement field is incor-

porated into FE approximations. Note that the discrete approach is often called the “meshless

method” or “meshfree method”. Strictly speaking, the two methods employ different compu-

tational techniques, i.e., the meshless method does not require finite elements and only uses

nodes to solve governing equations, whereas the meshfree method uses finite elements but

relies on the partition of unity property to realize the strong discontinuity of a state variable.

As representative FEMs combined with strong discontinuity approaches, the node-releasing

FEM 95),96), the element-free Galerkin FEM 97),98), the embedded FEM 99), the partition-of-

unity-based FEM 100),101),102), the generalized or extended FEM (GFEM or XFEM, respec-
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tively) 103),104),105),106), and the numerical manifold method or the finite cover method (NMM

or FCM, respectively) 107),108),109) are well known in the field of computational mechanics.

Although the methods introduced above realize discontinuities, such as cracks, it is nec-

essary to introduce a fracture criterion when there is a need to know the crack initiation posi-

tion and its propagation direction. In many cases, the geometric information and mechanical

properties around the crack tip are employed in the fracture criterion. For instance, within

the framework of linear fracture mechanics, the stress intensity factor 110) and J-integral 111)

are commonly used; see Fleming et al. 112), Rao & Rahman 113), Liu et al. 114), Laborde et

al. 115), Ghorashi et al. 116), Rao & Rahman 117), Bechet et al. 118), Belytschko & Gracie

119), and Duflot et al. 120). While these methods represent discrete cracks with high accuracy,

their abilities to trace complex crack propagations in three-dimensional cases are limited.

Also, in some cases, the initial crack location or its propagation direction must be known in

advance to obtain appropriate simulation results. To address the inconvenience of these in-

corporations and to describe an arbitrary crack propagation problem, diffusive-discrete crack

transition techniques have been studied. They have the advantages of both diffusive and dis-

crete approaches, i.e., arbitrary crack propagation problems are solved using CDMs, and the

predicted crack paths are replaced by discrete representations. Among the diffusive-discrete

crack transition techniques, Simone et al. 121), Areias & Belytschko 122), Mediavilla et al. 123),

Comi et al. 124), Moës et al. 125), Roth et al. 126), Wang et al. 127), and Wu et al. 128) are known

as representative studies that succeeded in implementing CDMs in meshfree methods.

More recently, the candidate to be incorporated into diffusive-discrete crack transition

techniques seems to be shifting from the CDM to the CPFM. The author considers that this

trend is due to not only the popularity of the CPFM but also the origin of it. That is, the

CPFM originally stems from fracture mechanics associated with discrete cracks or, equiv-

alently, strong discontinuities. Nevertheless, the CPFM eventually performs equivalently

to other gradient-enhanced damage models since the crack surfaces were regularized to be

diffusive representations. Indeed, this approximation has facilitated the implementation of

the CPFM into the standard FEM but has provoked several problems that CDMs usually
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Table 1.1: Several CPFMs combined with strong discontinuity approaches.

Working group
Strain 2D/3D Method Crack tip Targeting problem

When and How crack paths or tips are updated

Giovanardi et al. 129) Small 2D XFEM Implicit Brittle fracture

The regions outside of crack tips are updated at the end of each time step.

Geelen et al. 130) Small 2D XFEM Explicit* Brittle fracture

Crack tips are updated by a switching criterion at the end of each time step.

Muixı́ et al. 131) Small 2D/3D XFEM Implicit Brittle fracture

The regions outside of crack tips are updated at the end of each time step.

Sun et al. 132) Small 2D/3D FEMM Explicit* Brittle fracture

Crack tips are updated by a switching criterion 130) at the end of each time step.

Hussein et al. 133) Small 2D VEM Explicit* Brittle fracture

Crack tips are updated by length minimization problems at the end of each time step.

Yang et al. 134) Small 2D NMM Explicit* Brittle fracture

Crack tips are updated by finding the farthest damaged nodes at the end of each time step.

face. For instance, severely damaged finite elements or mesh collapses cause the failure of

global Newton-Raphson (NR) computations. Additionally, a discrete crack representation

cannot be realized, so some subsequent phenomena, e.g., frictional contact between oppo-

site crack surfaces, inflow/outflow of gases and liquids within a cracked region, independent

movements of multiple portions separated by cracks, etc., are difficult to be described.

With regard to combining one of the aforementioned discrete approaches with the CPFM,

several challenges have been addressed by different groups, as listed in Table 1.1. Giovanardi

et al. 129) introduced a coupling method named “Xfield”. In this method, a discrete crack path

is realized by the XFEM, while the damage computation is conducted only for a certain

region around the crack tip, which is referred to as an overlapping subdomain. Geelen et

al. 130) proposed a continuous-discontinuous crack transition method to simulate brittle frac-

tures, in which a discrete crack path is represented by the XFEM when the increment of a

diffusive crack, ∆Γlf , reaches a predefined threshold. Muixı́ et al. 131) also proposed a cou-

pling method between the XFEM and CPF modeling, but discrete and diffusive cracks do not

overlap, unlike in the approach of Giovanardi et al. 129). Instead, a diffusive crack topology

in the CPFM is placed only in the region around a crack tip, while the XFEM is utilized to
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represent a discrete crack in the rest of the region. As a result, crack tip enrichment in the

XFEM is not required in their method. Sun et al. 132) proposed a method called “FEMM-

PF”, which combines the FE-meshfree method (FEMM) 135) with the CPFM. Employing the

same continuous-discontinuous switching criterion as that of Geelen et al. 130), they pre-

sented several three-dimensional (3D) numerical simulations to demonstrate the capability

of their method. As an alternative concept, Hussein et al. 133) proposed a method of coupling

the crack phase-field and a discrete cutting method to exploit the feature of the virtual ele-

ment method (VEM) 136),137). More recently, Yang et al. 134) extended their previous work

138) to introduce explicit crack surfaces via the NMM.

At the current stage, several unresolved problems still remain. In particular, if a crack is

supposed to propagate rapidly at once or while bending, the algorithms developed in most

of the previous studies might lead to undesirable crack paths. This is because the explicit

crack tip is updated only at the end of each pseudo-time interval in quasi-static analyses.

As a result, the crack tip representation is considered semi-explicit and is marked by an

asterisk ∗ in Table 1.1 since the crack propagating during one loading step is represented

implicitly from beginning to end. Also, all the previous methods were developed within the

small strain framework, but the finite strain assumption is required to adequately capture

the fracture problems affected by the geometrical nonlinearity, such as large deformation

and rotation. Additionally, the enhancements of the previous studies to describe dynamic

and ductile fracture have not been addressed, which are necessary to capture a series of

failure events involving arbitrary crack initiation, propagation, bifurcation, division of a base

structure into multiple portions, and independent motions of the divided portions.

1.3 Purpose of this study

Against the above-explained research background and academic agendas to be addressed,

this study aims to pave the road toward the comprehensive evaluation and prediction of the

multistage and multiscale failure events of a structure summarized in Fig. 1.1.
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The first aim is to propose a variationally and thermodynamically consistent CPFM for

ductile fracture. For the sake of formulation, we review the distinctive features of the existing

CPFMs for ductile fracture in terms of how ductile fracture is realized in previous studies.

The specific discussion is focused on the plastic driving force and degrading fracture tough-

ness in damage evolution. Also, we investigate the damage evolution tendency in terms of

the definition of yield function. Based on the discussion, we propose a new model for ductile

fracture equipped with two separate damage variables for elasticity and plasticity. Beginning

with the introduction of a constitutive work density functional consisting of elastic, plastic

hardening, and damage hardening components, we derive variationally and thermodynami-

cally consistent evolution laws for plasticity and damage. These evolution laws for plasticity

and damage are derived by using separate threshold (yield) functions while having similar

formats so that those for damage ensure variational and thermodynamic consistencies. The

mathematical form describing the evolution laws of damage has been overlooked or not con-

sidered in previous studies and therefore deserves particular emphasis. The evolution laws

for plasticity are coupled with damage, so the accumulation of plastic strain is lowered in the

severely damaged region. Also, the proposed model is equipped with thresholds and coeffi-

cients to control the amount of damage driving force and thus is useful to reproduce actual

failure events. Additionally, thanks to the introduction of both the plastic driving force and

degrading fracture toughness, the formulation realizes both the plastic deformation-induced

and negative hydrostatic pressure-induced damage evolution. Therefore, the formulation

unifies several of the existing CPFMs for ductile fracture proposed to date, including a few

proposed by the authors.

On the other hand, with almost the same mentality as the previous studies listed in Table

1.1, we propose a novel transition scheme from a diffusive crack topology in CPFM to a

discrete crack represented by a strong discontinuity approach. Specifically, the crack initi-

ation and propagation processes are determined from an energy minimization problem with

respect to the CPF modeling, and the predicted path of a diffusive crack topology is replaced

by a discrete topology by applying the FCM. The proposed scheme can trace an actual crack
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path as closely as possible and stably update its explicit crack tip even in a large deformation

regime. The features of the proposed scheme are summarized as follows:

• By developing a technique for determining explicit crack tips, the given crack topol-

ogy is updated from diffusive to discrete intermittently during the course of a staggered

iterative procedure in a single time step. This is realized by the moving circle algo-

rithm, which is conceptually equivalent to the medial-axis-based algorithm proposed

by Tamayo-Mas & Rodrı́guez-Ferran 139), thereby pursuing the evolution of explicit

crack tips. Here, the physical quantities are transferred from old to new covers within

the FCM framework during this evolution while satisfying the equilibrium condition.

With this technique, even a curved crack path that evolves significantly within a single

time increment can be explicitly captured.

• To stably update an explicit crack tip within the finite strain framework, we devise sta-

bilization techniques. Specifically, a pseudo-stiffness is introduced to severely dam-

aged elements around the discrete crack path for the quasi-static system to prevent

excessively large deformations. On the other hand, the damage and volume fraction-

induced numerical damping is introduced for the dynamic system to maintain compu-

tational stability and avoid distortion of the physical mesh due to the effects of stress

wave propagation. Additionally, the corrector of the displacement increment is in-

tentionally modified so that NR computations successfully converge, and the discrete

crack opens in a gradual and stable manner.

The CPFM accommodating two damage variables for elasticity and plasticity is incorpo-

rated into the developed diffusive-discrete crack transition scheme. Accordingly, a series of

fracture events involving arbitrary crack initiation, propagation, bifurcation, division of an

original object into multiple portions, and independent motions of the divided portions can

be investigated in the numerical simulation.
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1.4 Outline of this dissertation

Chap. 1 Introduction

Chap. 6 Conclusion

Chap. 4 Crack phase-field enhanced 

              finite cover method: CPFFCM

Chap. 5 Numerical simulations by CPFFCM

Enhancement of numerical simulation method

Chap. 2 Crack phase-field model: CPFM

Chap. 3 Numerical simulations by CPFIGA

Enhancement of crack phase-field modeling

Realize diffusive-discrete crack transition for comprehensive investigation 

from crack initiation to individual motions of divided portions after fracture.

Fig. 1.2: The outline of this dissertation.

The outline of this dissertation is summarized in Fig. 1.2. This dissertation begins with

the enhancement of CPFMs for ductile fracture in Chapter 2. After revisiting the fundamen-

tal description regarding the kinematics of continuum mechanics, the regularization of cracks

in the CPF modeling, and the formulation of the conventional CPFM for brittle and dynamic

fractures, the discussion is focused on the ingredients to realize ductile fracture in the CPF

context. Based on the review of existing models, the proposed model that accommodates

damage variables for elasticity and plasticity is derived, which is reasonable with respect to

both the variational and thermodynamic arguments. In the end, the numerical implementa-

tion of the proposed model within the framework of the isogeometric analysis (IGA) 140) is

presented.

Chapter 3 is devoted to numerical simulations to verify the performance of the proposed

model and demonstrate its ability to reproduce the typical ductile fracture behavior of elasto-

plastic materials. The first example shows the characteristic features of the proposed model

by a uni-directional uniform deformation setup, and its performance is compared with the

performance of the previous models in the literature. The second example demonstrates sev-

eral different crack initiation and propagation scenarios by providing different sets of param-

eters concerning damage evolution. Several typical ductile fractures occurring in notched

specimens are simulated here. In the third example, the cup-cone fracture is simulated,
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in which the plastic deformation-induced and negative hydrostatic pressure-induced crack

initiation and the plastic deformation-induced crack propagation around the surface of the

specimen are demonstrated. In the last example, the characteristic crack initiation and prop-

agation trends of advanced high strength steel materials are simulated, where the role of the

degrading fracture toughness is reconsidered by reference to simulation results.

To realize a series of fracture events involving crack initiation at an arbitrary location,

propagation, and bifurcation in arbitrary directions, arbitrary divisions of an original object

into multiple portions, and independent motions of divided portions, the numerical algorithm

for realizing the diffusive-discrete crack topological transition is presented in Chapter 4. The

proposed scheme determines the crack initiation, propagation, and bifurcation processes of

brittle, dynamic, and ductile fractures from an energy minimization problem relevant to the

CPF theory. Additionally, the predicted path in a diffusive crack topology is replaced by its

discrete representation by the application of the finite cover method (FCM). Several algo-

rithms to realize the diffusive-discrete crack topological transition, as well as the spatial and

temporal discretizations, are explained step by step by reference to graphical explanations.

Chapter 5 proposes a novel simulation method called “Crack phase-field enhanced finite

cover method (CPFFCM)”. The proposed method uses the derived CPFM in Chapter 2

as the damage computation tool to predict the crack initiation, propagation, and bifurcation,

and the obtained diffusive crack path is replaced by the developed diffusive-discrete crack

transition scheme in Chapter 4. Enjoying this combination, a series of failure events from the

damage initiation to the post-failure phase, occurring in brittle and ductile materials under

quasi-static and dynamic conditions, can be simulated. In the first section regarding brittle

fracture, the basic performance of the CPFFCM is investigated. In particular, for compari-

son, we conduct simulations using the CPFFCM and the standard FEM with the conventional

CPFM. The following section demonstrates the dynamic fractures involving arbitrary crack

initiation, propagation, bifurcation, division of the original object into multiple portions, and

subsequent independent motions of the divided portions. In the last section, several ductile

fracture patterns involving the negative hydrostatic pressure-induced damage are computed
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by the CPFFCM. Specifically, as a three dimensional example, the cup-cone failure simula-

tion is conducted to reproduce the explicit cup-cone crack surfaces.

In Chapter 6, the implications of the obtained research outcomes are analyzed, and the

future direction of research is discussed.



2 Crack phase-field model: CPFM

This chapter summarizes the fundamentals of the CPFM and presents a novel model for duc-

tile fracture. The basic descriptions regarding the kinematics of continuum mechanics are

first presented and followed by the regularization of cracks in the CPF modeling and the

formulation of the conventional CPFM for brittle and dynamic fractures. Subsequently, the

several ingredients to realize ductile fracture in the CPFM are summarized, where the discus-

sion is focused on the plastic driving force, degrading fracture toughness, and yield function.

Based on the discussion, the proposed model that accommodates damage variables for elas-

ticity and plasticity is derived. In the end, the numerical implementation of the proposed

model within the framework of the isogeometric analysis (IGA) 140) is presented.

2.1 Kinematics

Let us consider an arbitrary continuum body within the finite deformation framework.

The initial and current configurations are denoted by B0 ⊂ Rs and Bt ⊂ Rs with dimension

s ∈ {2, 3}, and their boundaries are denoted by ∂B0 ⊂ Rs−1 and ∂Bt ⊂ Rs−1, respectively.

Here, the boundary is a set of two types of partial boundaries, i.e., the Neumann and Dirichlet

boundaries (∂B0 = ∂BN
0 ∪ ∂BD

0 and ∂Bt = ∂BN
t ∪ ∂BD

t ).

At time t ∈ T = [0,T ], points denoted by X ∈ B0 are mapped onto x ∈ Bt by the

mapping function x = φ (X , t) : B0 × T → Rs. Here, u = x − X denotes the total

displacement. To describe the deformation of the body, the deformation gradient F := ∇φ =

∂x/∂X is introduced, which is decomposed into the elastic and plastic parts, F e and F p, so

that F = F e ·F p. Hereafter, the operators ∇ and ∇x denote, respectively, the spatial gradients

15



16

with respect to the initial configuration B0 and the current configuration Bt.

Meanwhile, to describe the hardening caused by plastic deformation, the local and global

plastic hardening variables, ᾱ : B0 × T → R and α : B0 × T → R, are introduced within the

framework of micromorphic plasticity 141),142).

In addition, to regularize the crack surfaces, the crack phase-field (CPF) variable d :

B0 × T → R is introduced. Similarly to the concept of continuum damage mechanics

(CDM) 17), d = 1 indicates the fully broken state, whereas the sound state corresponds to

d = 0. Additionally, we postulate the irreversible condition ḋ > 0 for damage evolution.

2.2 Phase-field approximation

x

(a) Discrete crack

x

(b) Diffusive crack

Fig. 2.1: Diffusive crack topology in CPF modeling.

Francfort and Marigo 35) first derived the crack initiation followed by propagation as

an optimization problem of the energy function, which consists of the elastic strain energy

and the energy needed for crack surface generation. Their formulation was subsequently

regularized by adopting a diffusive topological approximation by Bourdin et al. 38), and the

initial CPFM was born. In the last one or two decades, the crack phase-field model has

gained popularity in the community of computational mechanics.

In the CPF modeling, the discrete crack surfaces Γ in a continuum body are numerically
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approximated as a diffusive crack topology Γlf by introducing a phase-field approximation as

shown in Fig. 2.1. As mentioned above, a scalar-valued variable d, called the “crack phase-

field (CPF) variable”, is introduced as a damage variable to connect two physical states of

the material smoothly; intact state d = 0 and fully broken state d = 1. To briefly review

the phase-field approximation for discrete crack surfaces, let us take a one-dimensional bar

in tension as an example, which is assumed to have an infinite length L ∈ [−∞,+∞] and

discrete crack surfaces at x = 0.

The diffusive crack distribution in second-order phase-field approximation theory is given

as

d (x) = exp
(
−|x|

lf

)
, (2.1)

where lf is the crack length scale parameter to represent the width of the diffusive crack.

By taking the limit lf → 0, the diffuse crack converges to the original discrete crack, as

illustrated in Fig. 2.1(a). On the other hand, the exponential function in Eq. (2.1) is known

to be a solution to the following differential equation:

d − l2
f
d2d
dx2 = 0, (2.2)

which is also identified with the Euler equation of the following variational problem:

d = arg
{

inf
d∈W

I (d)
}

with I (d) :=
1
2

∫
B0

{
d2 + l2

f d′2
}
dV, W := {d | d (0) = 1, d (±∞) = 0} .

(2.3)

Under the one-dimensional setup, the volume integration is equivalent to dV = Γdx, so that

the substitution of Eq. (2.1) into Eq. (2.3) yields I (d) = Γlf . Here, the discrete crack Γ is

found to be approximately equivalent to Γlf , i.e.,

Γ ≈ Γlf :=
I (d)

lf
=

∫
B0

1
2lf

{
d2 + l2

f d′2
}
dV , (2.4)

where the integrand is identified with the crack surface density and expressed as

γlf
(
d, d′

)
=

1
2lf

(
d2 + l2

f d′2
)
. (2.5)
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The multi-dimensional extension of this crack surface density straightforwardly reads

γlf (d,∇d) =
1

2lf

(
d2 + l2

f |∇d|2
)
. (2.6)

Here, for the details concerning the phase-field approximation, refer to Bourdin et al. 38),

Miehe et al. 39), and Borden et al. 143) to name a few. It is worth mentioning that Eq. (2.6)

is well-known as the crack surface density of the “AT2 model”, which is probably the most

used in the community of CPFM. Also, other CPFMs are available, but let us ask readers to

refer to Reference 70).

2.3 CPFM for quasi-static and dynamic brittle fractures

Before presenting the proposed model for ductile fracture, let us revisit the conventional

CPFM for quasi-static and dynamic brittle fractures. Based on the first law of thermody-

namics, the following energy conservation relation holds for the motion of the continuum

body:

E +K +D = P , (2.7)

where E, K , D, and P denote the constitutive work, kinetic energy, dissipation energy due

to numerical damping, and external work, respectively. Here, these energy terms are defined

as follows:

E =
∫
B0

ΨdV =
∫
B0

{
Ψe (F , d) + Ψf (d,∇d)

}
dV , (2.8)

K =
∫
B0

KdV =
∫
B0

1
2
ρ0∥u̇∥2dV , (2.9)

D =
∫
B0

DdV =
∫
B0

∫
t

(
C : Ḟ

)
: Ḟ dtdV, (2.10)

and

P =
∫
B0

PbdV +
∫
∂B0

PtdA =
∫
B0

∫
t
B · u̇dtdV +

∫
∂B0

∫
t
T · u̇dtdA , (2.11)
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where Ψ, K, D, Pb, and Pt are the constitutive work density, kinetic energy density, dissipa-

tion energy density due to numerical damping, and external work densities of the body and

traction forces, B and T , respectively.

The constitutive work density Ψ is further decomposed into the elastic strain energy

density Ψe and the crack generation energy density Ψf , whose specific forms are given as,

respectively,

Ψe =



g (d)
(
Ψe

0,dev + Ψ
e
0,vol

)︸             ︷︷             ︸
Ψe+

0

+ 0︸︷︷︸
Ψe−

0

for J ≥ 1

g (d)Ψe
0,dev︸︷︷︸
Ψe+

0

+ Ψe
0,vol︸︷︷︸
Ψe−

0

for J < 1
with


Ψe

0,vol =
κ

2

(
J2 − 1

2
− lnJ

)
Ψe

0,dev =
µ

2
(Ib̄ − 3)

(2.12)

and

Ψf = Gcγlf = Gc
d2 + lf∥∇d∥2

2lf
. (2.13)

Here, J = det [F ] denotes the determinant of the deformation gradient F , Ib̄ is the first

invariant of the second-order tensor defined as b̄ = J−2/3b with b = F · F T being the left

Cauchy-Green tensor, and µ & κ are the shear and bulk elastic moduli, respectively. Also,

Ψe
0,dev & Ψe

0,vol are the deviatoric and volumetric components of the elastic strain energy, and

Ψe+
0 & Ψe−

0 denote the damage driving part and the remaining part that does not contribute

to damage evolution. In addition, g (d) is the degradation function used to represent the

deterioration of the material, for which the following two forms are employed in this study:

Quadratic form: g (d) = (1 − d)2

Cubic form: g (d) = (s − 2) (1 − d)3 + (3 − s) (1 − d)2 ,

(2.14)

where s is a constant to ensure the condition ∂dg (d)|d=0 < 0, whose value is fixed at s = 0.1

in this study. Furthermore, Gc and lf are the fracture toughness and the crack length scale

parameter.

Meanwhile, the kinetic energy density K is computed from the mass density ρ0 and the

velocity vector u̇. The dissipation energy density due to numerical damping, D, is supposed
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to be a material-specific quantity but is introduced for numerical damping to ensure compu-

tational stability in this study. The fourth-order damping tensor C will be explained later. In

addition, the external work densities, Pb and Pt, are computed from the body force B and the

traction force T , respectively, the former of which is exclusively due to gravity. Note that the

constitutive work density Ψ and the kinetic energy density K are state functions, so they are

path-independent and can be computed only from the state variables, u and d, at the current

time. In contrast, the remaining two components, i.e., the dissipation energy density D and

the external work densities Pb and Pt, are path-dependent quantities and are thus expressed

in time–integral forms.

The time derivative of Eq. (2.7) leads to the following power balance equation:

Ė + K̇ + Ḋ = Ṗ , (2.15)

where

Ė =
∫
B0

Ψ̇dV =
∫
B0

(
∂Ψe

∂F
: Ḟ +

∂Ψe

∂d
ḋ +
∂Ψf

∂d
ḋ +
∂Ψf

∂∇d
· ∇ḋ

)
dV , (2.16)

K̇ =
∫
B0

K̇dV =
∫
B0

ρ0ü · u̇dV , (2.17)

Ḋ =
∫
B0

ḊdV =
∫
B0

(
C : Ḟ

)
: Ḟ dV, (2.18)

and

Ṗ =
∫
B0

ṖbdV +
∫
∂B0

ṖtdA =
∫
B0

B · u̇dV +
∫
∂B0

T · u̇dA . (2.19)

The substitution of Eqs. (2.16)–(2.19) into Eq. (2.15) yields

−
∫
B0

(
∇ · P + ∇ ·

(
C : Ḟ

)
+B − ρ0ü

)
· u̇dV −

∫
B0

(
−∂g (d)
∂d
Ψe+

0 −
Gc

lf

(
d − l2

f∇2d
))

ḋdV

+

∫
∂BN

0

(
P ·N +

(
C : Ḟ

)
·N − T̄

)
· u̇dA +

∫
∂BD

0

(
P ·N +

(
C : Ḟ

)
·N − T

)
· u̇dA

+

∫
∂B0

Gclf∇d ·N ḋdA = 0.

(2.20)
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Similarly, the first-order stability condition for any possible admissible variations {δu, δd} is

given as

−
∫
B0

(
∇ · P + ∇ ·

(
C : Ḟ

)
+B − ρ0ü

)
· δudV −

∫
B0

(
−∂g (d)
∂d
Ψe+

0 −
Gc

lf

(
d − l2

f∇2d
))
δddV

+

∫
∂BN

0

(
P ·N +

(
C : Ḟ

)
·N − T̄

)
· δudA +

∫
∂B0

Gclf∇d ·NδddA ≥ 0,

(2.21)

in which the variation δu vanishes on the Dirichlet boundary ∂BD
0 . From these equations and

the prescribed condition ḋ ≥ 0, the governing equations of the mechanical and damage fields

are derived in strong form as follows:

• Equilibriums for the mechanical field:

∇ · P + ∇ ·
(
C : Ḟ

)
+B = ρ0ü in B0,

P ·N +
(
C : Ḟ

)
·N = T̄ on ∂BN

0 ,

u = ū on ∂BD
0 .

(2.22)

• Threshold function for the crack phase-field with loading/unloading conditions:

Φf = −∂g (d)
∂d
Ψe+

0 −
Gc

lf

(
d − l2

f∇2d
)
≤ 0, ḋ ≥ 0, Φf ḋ = 0 in B0,

Gclf∇d ·N = 0 on ∂B0.

(2.23)

2.4 Review of distinctive features in CPFM for ductile frac-

ture

This section presents a review of distinctive features in CPFM for ductile fracture. Specif-

ically, the emphasis is placed on the plastic driving force and degrading fracture toughness

that enable CPFM to represent damage evolution in elastoplastic materials. Attention is also

paid to the damage evolution tendency in terms of the definition of the yield function.
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2.4.1 Concise summary of CPFM for brittle fracture

Recently, the so-called “AT2 model” is widely used and known to correspond to an expo-

nential diffusive crack topology expressed as d = exp (−|x|/lf) in a one-dimensional case. As

explained in Section 2.3, the constitutive work densityΨ in CPF modeling for brittle fracture

consists of the elastic and damage contributions as follows:

Ψ = Ψe + Ψf , Ψe = g (d)Ψe+
0 + Ψ

e−
0 , Ψ

f = Gc γlf︸︷︷︸
Eq. (2.6)

. (2.24)

Based on the variational principle, two governing equations are derived as

∇ · σ = 0 and − ∂g (d)
∂d
Ψe+

0 −
Gc

lf

(
d − lf

2∆d
)
= 0, (2.25)

where σ is the stress tensor in general description, and ∆ = ∇2 denotes the Laplacian oper-

ator. Here, we have neglected the body and traction forces imposed on the continuum body

for convenience. When a uniform deformation is considered (∆d = 0), an analytical solution

for the crack phase-field variable is derived as follows:

d =
2lfΨ

e+
0

Gc + 2lfΨ
e+
0
, (2.26)

in which we have assumed the quadratic form for the degradation function g (d) = (1 − d)2.

Eq. (2.26) eventually implies that the damage evolves along with the increase of the tensile

component of the elastic strain energy Ψe+
0 . In fact, this property holds regardless of the

model type, such as AT1 and AT2 models, the function form of degradation function g (d),

and the values of material parameters, Gc & lf .

2.4.2 Issue inherent in conventional CPFM for brittle fracture

When an elastoplastic material is targeted, damage evolution cannot be predicted by the

straightforward incorporation of an elastoplastic constitutive law with conventional CPFM

for brittle fracture. To clarify the issue inherent in the models, let us consider the one-

dimensional problem of a uniformly deforming bar subjected to monotonic loading in its

tensile direction, whose geometric setup and material parameters are provided in Table 2.1.
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Table 2.1: Geometric setup and material parameters for the one-dimensional bar.

Parameter Value Unit

Length of one-dimensional bar L 10 [mm]

Total displacement u - [mm]

Young’s modulus E 200000 [MPa]

Initial yield stress y0 1000 [MPa]

Linear hardening parameter h 1000 or 0 [MPa]

Fracture toughness Gc 500 [N/mm]

Crack length scale parameter lf 1 [mm]

When linear elastoplasticity under the small strain assumption is assumed, the total stain ε,

plastic strain εp and elastic strain εe can be written, respectively, as

ε =
u
L
, εp =

⟨Eε − y0⟩
E + h

and εe = ε − εp, (2.27)

where ⟨•⟩ = (• + | • |) /2 is the Macaulay bracket. Here, E, y0, and h denote Young’s mod-

ulus, initial yield stress, and linear hardening parameter. Assuming that ε̇p = α̇ in the one-

dimensional setting, we will not make a distinction between the plastic strain εp and the

plastic hardening variable (denoted by α) in the following description. Also, the constitutive

work density functional, which consists of elastic, plastic, and damage parts, yields

Ψ = Ψe + Ψp + Ψf︸︷︷︸
Eq. (2.24)

with Ψe = g (d)
1
2

Eεe2︸ ︷︷ ︸
Ψe

0

, σ = g (d) Eεe︸︷︷︸
σ0

, and Ψp = y0α +
1
2

hα2︸        ︷︷        ︸
Ψ

p
0

.
(2.28)

From this setup, the following governing equations are derived based on the variational prin-

ciple:

∇ · σ = 0 and − ∂g (d)
∂d
Ψe

0 −
Gc

lf

(
d − lf

2∆d
)
= 0. (2.29)

Then, similar to Eq. (2.26), the damage variable d is given as

d =
2lfΨ

e
0

Gc + 2lfΨ
e
0
. (2.30)
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Here, the quadratic form g (d) = (1 − d)2 introduced in the above equation allows softening

behavior before reaching peak stress. To avoid such an undesirable response, we replace Ψe
0

by
〈
Ψe

0 − Ψe
cr

〉
as

d =
2lf

〈
Ψe

0 − Ψe
cr

〉
Gc + 2lf

〈
Ψe

0 − Ψe
cr

〉 , (2.31)

where Ψe
cr is a threshold to activate the damage driving force, and Ψe

cr → ∞ corresponds to

an elastoplastic deformation without damage.
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Fig. 2.2: Stress–total strain curves for the incorporation of the elastoplastic constitutive law

and conventional CPF brittle modeling.

Using Ψe
cr = 2.5, we obtain the stress-total strain curves as shown in Fig. 2.2. The black

and gray solid lines represent the elastoplastic responses without damage computation for

linear hardening (h = 1000) and perfectly plastic (h = 0) cases, respectively. In contrast, the

red and blue dashed lines represent those with damage. As can be seen in this figure, only

a small reduction of material stiffness is seen in the linear hardening case, and no damage

evolution is seen in the perfectly plastic case. This issue arises from the straightforward

incorporation of an elastoplastic constitutive law with the conventional CPF modeling for

brittle fracture. In fact, using Eq. (2.28), Eq. (2.29), and Eq. (2.31), the total strain εquad at
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peak stress reads

εquad = εequad
+ εpquad

=

√
Gc

3Elf
− 2Ψe

cr

3E
+

(
Eεquad − y0

)
E + h

⇒ εquad =
E + h

h


√

Gc

3Elf
− 2Ψe

cr

3E
− y0

E + h

 .
(2.32)

Substituting the values for the linear hardening case in Table 2.1 into the last equation above,

we have

εquad =
E + h

h


√

Gc

3Elf
− 2Ψe

cr

3E
− y0

E + h

 ≈ 4.7732.

This means that about 477% strain is required to reach peak stress with (1 − dcr)2 = 9/16.

From a common-sense standpoint, such an extremely large deformation with only 25% dam-

age (dcr = 0.25) is impossible, especially for metallic materials. While the amount of defor-

mation at peak stress in the linear hardening case becomes smaller when the value of fracture

toughness, Gc, is lower, this is unlikely in actual situations. More emphasis should be placed

on the fact that damage evolution cannot be realized regardless of the material parameters

used in the perfectly plastic case because the rate of change of elastic strain energy Ψ̇e
0 is

zero during plastic deformation. In a similar model proposed by Duda et al. 144), an elasto-

plastic constitutive law was employed, but the damage computation only relied on the elastic

response. From the above discussion, it is clear that an appropriate theory to describe the

ductile fracture of elastoplastic materials by CPF modeling is needed.

2.4.3 Plastic driving force for damage computation

The first component is the plastic driving force introduced for damage computation. The

original idea was proposed by Alessi et al. 75),76),88) who introduced a plasticity-dependent

damage dissipation potential for perfectly plasticity and Miehe et al. 79),80) who assumed

a pseudo plastic strain energy density. As is well known, the amount of plastic work due

to hardening is larger than that of elastic strain energy under the plastic state. Hence, it

is reasonably assumed that the increase in plastic work promotes damage evolution, and
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the numerical simulation results are therefore expected to be consistent with actual failure

phenomena to some extent. Some other models adopting the plastic driving force were

proposed around the same time as the above groups. Among them, Kuhn et al. 87) proposed

a model in the small strain framework, and Borden et al. 83) introduced two coefficients

βe ∈ [0, 1] and βp ∈ [0, 1] to control the portion of thermodynamic force associated with

damage evolution (damage driving force). Also, several models with a similar setup for

the damage driving force were reported. Choo and Sun et al. 145) developed a model for

geological materials, and Rodriguez et al. 146) proposed a model describing coupling with

non-local plasticity. Huang and Gao et al. 147) presented another model by introducing a

plastic adjustment function for the damage driving force, and Fang et al. 148) proposed a

model to incorporate multi-surface plasticity.

Now, let us compare the models with and without a plastic driving force, as discussed in

the previous subsection. Similarly to the setup in Section 2.4.1, we define the constitutive

work density functional for the current case as

Ψ = Ψe + Ψp + Ψf︸︷︷︸
Eq. (2.24)

with Ψe = g (d)
1
2

Eεe2︸ ︷︷ ︸
Ψe

0

and Ψp = g (d)
(
y0α +

1
2

hα2
)

︸           ︷︷           ︸
Ψ

p
0

.
(2.33)

Then, the application of a variational statement to Eq. (2.33) provides the damage variable

as

d =
2lf

(
Ψe

0 + Ψ
p
0

)
Gc + 2lf

(
Ψe

0 + Ψ
p
0

) . (2.34)

Similar to Eq. (2.31), we introduce another threshold Ψp
cr to activate the plastic driving force,

so that Eq. (2.34) is modified as follows:

d =
2lf

{〈
Ψe

0 − Ψe
cr

〉
+

〈
Ψ

p
0 − Ψ

p
cr

〉}
Gc + 2lf

{〈
Ψe

0 − Ψe
cr

〉
+

〈
Ψ

p
0 − Ψ

p
cr

〉} . (2.35)

Here, along with the values of parameters provided in Table 2.1, Ψe
cr = 2.5 and Ψp

cr = 500

are given to avoid softening behavior in elastic and early plastic states.
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Fig. 2.3: Stress–total strain curves with plastic driving force.

Fig. 2.3 shows the stress-total strain curves for this setup. Here, the black and gray

solid lines are the same as those in Fig. 2.2, which are the elastoplastic responses without

damage computation for the linear hardening (h = 1000) and perfectly plastic (h = 0) cases,

respectively. Also, the red and blue dashed lines show the corresponding responses when the

plastic driving force is used. As can be seen from Fig. 2.3(a), damage evolutions are observed

in both the linear hardening and perfectly plastic cases. It should be noted that stress is a

monotonically decreasing function of plastic deformation, and its maximum appears as soon

as the plastic driving force is activated. This fact can be better understood by neglecting

Macaulay brackets in Eq. (2.35). That is, Fig. 2.3(b) shows the stress responses of the cases

“Ψ̇e
0 > 0, without” and “Ψ̇e

0 = 0, without”, both of which represent the pure mathematical

results without Macaulay brackets in Eq. (2.35), whereas the other two curves are the same

as those in Fig. 2.3(a).

2.4.4 Degrading fracture toughness for damage computation

As an alternative concept for the CPF modeling for ductile fracture, degrading fracture

toughness was introduced by several researchers to represent the deterioration of material

due to plastic deformation; see, e.g., Dittmann et al. 84), Yin & Kaliske 85), Zhao et al. 149),
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Hu et al. 150), and Han et al. 91). Although the function forms of degrading fracture toughness

in these studies differ from each other, the underlying concept is the same in that the amount

of fracture toughness decreases with the accumulation of plastic deformation. Endowed with

this property, the models enable us to realize crack initiation, propagation, and bifurcation in

a region where plastic strain is severely accumulated.

A. Void nucleation B. Void coalescence C. Crack propagation D. Separation

σ

ε

C
B

A

O

D

σ

Fig. 2.4: Micro-mechanisms of ductile fracture and its numerical approximation.

It should be noted that introducing degrading fracture toughness in the CPF modeling is a

phenomenological approach. As discussed in Han et al. 91), within the process zone, which is

formed around the fracture surface due to plastic deformation, the apparent or macroscopic

material properties gradually decrease due to void nucleation and evolution. The situation

is schematically shown in Fig. 2.4. As can be seen from this figure, within the region of

localized plastic deformation, the evolution of small defects causes a reduction in the effec-

tive surface at the micro-scale, which results in the corresponding reduction of macroscopic

load-bearing capacity. This kind of phenomenon is commonly represented by the reduction

of material properties according to the effective stress concept in conventional continuum

damage mechanics (CDM) 17). A similar phenomenological description for degrading frac-

ture toughness has been recently reported in Hu et al. 150). It is, therefore, reasonable to

assume that the fracture toughness also gradually decreases with the increase in accumu-

lated plastic strain. However, it is well known that ductile failure involves the degradation of

material stiffness not only as a result of plastic deformation but also owing to the negative

hydrostatic pressure (mean stress) in the transitional process, whose fracture trend was in-

deed confirmed in recent experiments 151). Based on these observations and considerations,
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our recent work 152) is the first to propose a degrading fracture toughness reflecting both the

effects of the plastic deformation and the negative hydrostatic pressure.

To illustrate the effect of degrading fracture toughness, let us take the same setup as

before. Assuming a linearly decreasing function such that Gc = ⟨Gc0−hGε
p⟩, the constitutive

work density functional and damage variable can be expressed, respectively, as

Ψ = Ψe + Ψp + Ψf

with Ψe = g (d)
1
2

Eεe2︸ ︷︷ ︸
Ψe

0

, Ψp = y0α +
1
2

hα2︸        ︷︷        ︸
Ψ

p
0

, Ψf =

∫ t

0
⟨Gc0 − hGε

p⟩
dḋ + l2

f∇d · ∇ḋ
lf

dt

(2.36)

and

d =
2lf

〈
Ψe

0 − Ψe
cr

〉〈
Gc0 − hG

⟨Eε − y0⟩
E + h

〉
+ 2lf

〈
Ψe

0 − Ψe
cr

〉 , (2.37)

where Gc0 and hG denote the initial fracture toughness and the linear degrading parameter,

respectively. Note that the damage part Ψf has been modified in Eq. (2.36), reflecting a

history-dependent property of the dissipated energy due to damage. This modification was

utilized by Alessi et al. 56) and Carrara et al. 58) to describe fatigue problems, while not

considered in Dittmann et al. 90) and Yin & Kaliske 85).
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Fig. 2.5: Stress–total strain curves with degrading fracture toughness.
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The red-colored and blue-colored curves in Fig. 2.5 correspond to the above setup, while

the black and gray solid curves are the same as those in Fig. 2.2. Here, Gc0 = 500, hG = 600

andΨe
cr = 0 have been used. As can be seen from this figure, damage evolutions are observed

for both the linear hardening and perfectly plastic cases, Ψ̇e
0 > 0 and Ψ̇e

0 = 0. However, the

decreasing trends of stress are quite different from the cases with a plastic driving force

shown in Fig. 2.3. To be specific, while the stress does not reach the maximum for the

perfect plastic case, there is a peak stress for the linear hardening case.

2.4.5 Yield function for CPFM with plastic damage driving force

The third component in CPF modeling for ductile fracture is yield function. Although

some early CPF ductile models have been investigated in a review by Alessi et al. 92) in terms

of their ability to represent homogeneous and non-homogeneous deformations, there is no

elaborate study for the effect of defining yield criteria on the performance of the correspond-

ing models. In what follows, we borrow the manner of verification presented by Grassl &

Jirásek 153) and investigate the responses obtained by different setups for yield function.

Generally, the form of a yield function coincides with the energetic ingredients in CPF

modeling. For instance, when both the elastic and plastic damage driving forces are consid-

ered, the yield function is often defined by the nominal stress and nominal hardening force;

see References 80),83),91). An equivalent setup to these studies in a one-dimensional system is

assumed as

Setup A:



ϕAp = (1 − d)2 {E (ε − εp) − (y0 + hεp)}

with ϕAp ≤ 0, ε̇p ≥ 0 and ϕApε̇p = 0

ϕAf = 2 (1 − d)
(〈

1
2

E (ε − εp)2 − Ψe
cr

〉
+

〈
y0ε

p +
1
2

hεp2 − Ψp
cr

〉)
− Gc

lf
d

with ϕAf ≤ 0, ḋ ≥ 0 and ϕAfḋ = 0.

(2.38)

Here, ϕAp is the yield function for plasticity, and linear hardening is employed for the sake

of simplicity. Meanwhile, ϕAf is the yield function for damage, for which neither the plastic
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driving force nor the degrading fracture toughness is introduced here (Ψp
cr = +∞ and Gc =

const.) to see the distinctive difference between the material responses realized by Setups A

and B, the latter of which will be discussed in the next subsection. Note that •̇ indicates the

material time derivative of •. Then, the analytical solution for the damage variable is again

expressed by Eq. (2.31).

Meanwhile, we make further reference to the loading/unloading conditions. If the yield

function is negative at the current state, the deformation state is elastic, implying ε̇p = 0. On

the other hand, if the yield function is zero, ε̇p either becomes positive or remains zero for the

plastic or elastic unloading states. Thus, if the current deformation state is plastic, the next

state remains plastic or becomes elastic unloading. Exactly the same argument can be made

for damage. Therefore, for Setup A defined by Eq. (2.38), the following conditions must be

satisfied for the time rate of change of accumulated plastic strain (hardening variable) and

the damage variable as well as those of the yield and threshold functions:
ϕ̇Ap ≤ 0, ε̇p ≥ 0 and ϕ̇Apε̇p = 0,

ϕ̇Af ≤ 0, ḋ ≥ 0 and ϕ̇Afḋ = 0.
(2.39)

Here, the material time derivatives of ϕ̇Ap and ϕ̇Af can be expressed in matrix notation as

 ϕ̇
Ap

ϕ̇Af

︸  ︷︷  ︸
δϕA

=


∂ϕAp

∂ε
ε̇ +
∂ϕAp

∂εp ε̇
p +
∂ϕAp

∂d
ḋ

∂ϕAf

∂ε
ε̇ +
∂ϕAf

∂εp ε̇
p +
∂ϕAf

∂d
ḋ

 =

∂ϕAp

∂ε
ε̇

∂ϕAf

∂ε
ε̇

︸      ︷︷      ︸
δεA

−


−∂ϕ

Ap

∂εp −∂ϕ
Ap

∂d

−∂ϕ
Af

∂εp −∂ϕ
Af

∂d

︸                   ︷︷                   ︸
KA

·


ε̇p

ḋ

︸︷︷︸
δγA

,

(2.40)

where

− ∂ϕ
Ap

∂εp = (1 − d)2 (E + h) , −∂ϕ
Ap

∂d
= 2 (1 − d) {E (ε − εp) − (y0 + hεp)}︸                         ︷︷                         ︸

=0 Eq. (2.38)

− ∂ϕ
Af

∂εp = 2 (1 − d) E (ε − εp) and − ∂ϕ
Af

∂d
= 2

(
1
2

E (ε − εp)2 − Ψe
cr

)
+

Gc

lf
,

(2.41)

in which we have assumed ⟨•⟩ > 0 in Eq. (2.38) because only the elastic driving force

invokes damage evolution in this setup. Using the expressions in Eq. (2.40), we rewrite Eq.
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(2.39) in direct notation as

δεA − KA · δγA ≤ 0, δγA ≥ 0 and δγAT ·
(
δεA − KA · δγA

)
= 0. (2.42)

This is the so-called linear complementarity problem as elaborated in References 154),155), for

which the following conditions must be satisfied:

KA
11 > 0, KA

22 > 0 and KA
11KA

22 − KA
12KA

21 > 0, (2.43)

whose mathematical justification is discussed in Reference 156). Substituting Eq. (2.41) into

Eq. (2.43), we find that Setup A with 0 ≤ d < 1 always fulfills the following conditions

unless the unrealistic case h ≤ −E holds:

KA
11 = (1 − d)2 (E + h) > 0, KA

22 = 2
(
1
2

E (ε − εp)2 − Ψe
cr

)
+

Gc

lf
> 0,

and KA
11KA

22 − KA
12KA

21 > 0.
(2.44)

Therefore, it is found that K12 = 0 in Eq. (2.41) implies that the evolution of plastic strain is

independent of the evolution of damage.

2.4.6 Yield function for CPFM without plastic damage driving force

On the other hand, some studies 78),84),85),150),152) have defined the yield function using

nominal stress and effective hardening force because the plastic damage driving force is not

considered. A one-dimensional setup equivalent to these studies is as follows:

Setup B:



ϕBp = (1 − d)2 E (ε − εp) − (y0 + hεp)

with ϕBp ≤ 0, ε̇p ≥ 0 and ϕBpε̇p = 0

ϕBf = 2 (1 − d)
〈

1
2

E (ε − εp)2 − Ψe
cr

〉
− Gc

lf
d

with ϕBf ≤ 0, ḋ ≥ 0 and ϕBfḋ = 0

, (2.45)

where ϕBp and ϕBf are the yield functions for plasticity and damage, respectively. As dis-

cussed in the previous subsection, the following conditions must be satisfied:
ϕ̇Bp ≤ 0, ε̇p ≥ 0 and ϕ̇Bpε̇p = 0

ϕ̇Bf ≤ 0, ḋ ≥ 0 and ϕ̇Bfḋ = 0
. (2.46)



33

Here, the material time derivatives, ϕ̇Bp and ϕ̇Bf, can be written in matrix notation as ϕ̇
Bp

ϕ̇Bf

︸  ︷︷  ︸
δϕB

=


∂ϕBp

∂ε
ε̇ +
∂ϕBp

∂εp ε̇
p +
∂ϕBp

∂d
ḋ

∂ϕBf

∂ε
ε̇ +
∂ϕBf

∂εp ε̇
p +
∂ϕBf

∂d
ḋ

 =

∂ϕBp

∂ε
ε̇

∂ϕBf

∂ε
ε̇

︸      ︷︷      ︸
δεB

−


−∂ϕ

Bp

∂εp −∂ϕ
Bp

∂d

−∂ϕ
Bf

∂εp −∂ϕ
Bf

∂d

︸                   ︷︷                   ︸
KB

·


ε̇p

ḋ

︸︷︷︸
δγB

,

(2.47)

where

− ∂ϕ
Bp

∂εp = (1 − d)2 E + h, −∂ϕ
Bp

∂d
= −∂ϕ

Bf

∂εp = 2 (1 − d) E (ε − εp) ,

and − ∂ϕ
Bf

∂d
= 2

(
1
2

E (ε − εp)2 − Ψe
cr

)
+

Gc

lf
.

(2.48)

Here, we have assumed ⟨•⟩ > 0 for convenience. Using the expressions in Eq. (2.47), we

rewrite Eq. (2.46) as

δεB − KB · δγB ≤ 0, δγB ≥ 0 and δγBT ·
(
δεB − KB · δγB

)
= 0. (2.49)

To fulfill the requirements for this linear complementarity problem with non-negative com-

ponents in δγB, the following conditions must be satisfied:

KB
11 > 0, KB

22 > 0 and KB
11KB

22 − KB
12KB

21 > 0. (2.50)

The first and second conditions can easily be confirmed to hold for the hardening case (h ≥

0):

KB
11 = (1 − d)2 E + h > 0 and KB

22 = 2
(
1
2

E (ε − εp)2 − Ψe
cr

)
+

Gc

lf
> 0. (2.51)

On the other hand, the third condition is expanded as

KB
11KB

22 − KB
12KB

21

=
{
(1 − d)2 E + h

} {
2
(
1
2

E (ε − εp)2 − Ψe
cr

)
+

Gc

lf

}
− {2 (1 − d) E (ε − εp)}2 > 0.

(2.52)

Subsequently, after some mathematical manipulation, the following inequality is obtained:

(1 − d)2 >

h
{

Eεe2 −
(
2Ψe

cr −
Gc

lf

)}
E

{
3Eεe2 +

(
2Ψe

cr −
Gc

lf

)} . (2.53)
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The left-hand side must be equal to or less than one for d ∈ [0, 1], whereas the right-hand

side becomes larger than one if the elastic strain satisfies the following condition:

εe >

√
(E + h)

E (h − 3E)

(
2Ψe

cr −
Gc

lf

)
︸                            ︷︷                            ︸

εecr

. (2.54)

When this condition holds or, equivalently, when the elastic strain becomes larger than the

critical value εe
cr, proper evolutions of the accumulated plastic strain and damage variable,

δγB ≥ 0, are not ensured. In addition, since the critical value is determined only by the

material parameters, there is no way to avoid this issue.

Fig. 2.6 shows the variations of stress, elastic strain, plastic strain, and the crack phase-

field variable with respect to the total strain for both Setups A and B, for which Ψe
cr =

2.5 is again given. Here, the black-colored solid line in each of the figures indicates the

response of the “intact” state without damage evolutions, and the red dashed line indicated

by “effective” represents the result of Setup A, in which the effective stress is employed in

the yield function. Also, the blue and magenta dashed lines, indicated by “nominal (m)” and

“nominal (s)” , correspond to the results of Setup B by using the monolithic and staggered

algorithms, respectively, which adopt the nominal stress in the yield function. As can be

seen from Fig. 2.6(a), the stress response of “effective” shows a gradual decrease but never

declines drastically. In contrast, the stresses of “nominal (m)” and “nominal (s)” are almost

the same as the “intact” state until reaching their peaks and exhibit different trends in the

rapid drops immediately after the peaks. See also the enlarged view around the peak stresses

in Fig. 2.6(b). As mentioned above, since the accumulation of plastic strain computed by the

“effective” case equivalent to Setup A is independent of damage evolution, the evolution of

elastic and plastic strains match those of the “intact” case; see Fig. 2.6(c)∼(e), where the red

dashed lines overlap with the black-colored solid lines, so the black-colored solid lines are

barely visible.

Meanwhile, in the “nominal (m)” case corresponding to Setup B, an abrupt increase in

elastic strain and a sudden decrease of plastic strain are seen at ε ≈ 2.32, which corresponds

to the instance when the elastic strain reaches εe
cr. In fact, by using the parameters listed in
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Fig. 2.6: Stress, elastic strain, plastic strain and crack phase-field variable–total strain curves

with effective/nominal stress (“effective” and “nominal (m)” are equivalent to Setup A and

Setup B).
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Table 2.1 in Eq. (2.54), we can compute the critical value of elastic strain εe
cr as

εe
cr =

√
(E + h)

E (h − 3E)

(
2Ψe

cr −
Gc

lf

)
≈ 0.02882,

which is exactly the same amount of increase/decrease in elastic strain/plastic strain indicated

by the blue dashed lines in Fig. 2.6(d) and (e). As a result, the damage variable instantly

approaches to one due to the rapid increase in elastic strain energy, as shown in Fig. 2.6(f).

Also, during this process, the plastic strain becomes negative, as can be seen from Fig. 2.6(e).

The situations for Setups A and B can be adequately explained by depicting the plastic strain

surfaces defined as functions of the total strain and crack phase-field variable, which are

obtained, respectively, as

ε
p
Setup A =

Eε − y0

E + h
and ε

p
Setup B =

(1 − d)2 Eε − y0

(1 − d)2 E + h
. (2.55)

Fig. 2.7 shows the corresponding surfaces. The plastic strain surface of Setup B exhibits
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Fig. 2.7: Surfaces of plastic strain determined by crack phase-field variable and total strain.

a depression with minus values of plastic strain (Fig. 2.7(b)), whereas that of Setup A does

not (Fig. 2.7(a)). Also, the three lines indicate the paths of the “effective”, “nominal (m)”,

and “nominal (s)” cases. As can be seen from Fig. 2.7(a), the plastic strain is constant with

respect to the crack phase-field variable, and the actual path indicated by the red line on
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the surface monotonically increases. In contrast, as illustrated in Fig. 2.7(b), the plastic

strain surface attains the minimum of εp = −1 at d = 1, and the blue line, representing the

“nominal (m)” case, varies from the origin (d, ε, εp) = (0, 0, 0) and moves in a single bound

from a certain point to the minimum. Thus, it is concluded that the combined use of nominal

quantities in the yield function and the monolithic algorithm (Setup B) leads to physically

unacceptable updates of the state variables.

On the other hand, as can be seen from the magenta dashed line in Fig. 2.7(b), the stag-

gered algorithm may be used to achieve physically acceptable constitutive updates. That is,

at least, the values of plastic strain are kept positive. As suggested by Miehe et al. 40) and

Ambati et al. 77), converged solutions can be obtained stably to some extent by the staggered

algorithm even for unstable crack growths. We guess that this algorithm is also effective for

stabilizing elastoplastic constitutive responses. In short, every time the mechanical field is

solved, the deformation state must be determined by reference to the yield function. Since

the equivalent stress is multiplied by the degradation function in the yield function, the defor-

mation state inevitably becomes elastic when the damage variable d reaches a certain value.

A comprehensive explanation of this situation can be found in ϕBp of Eq. (2.45). Owing to

this property, the magenta dashed line in Fig. 2.6(e), which represents the evolution of plastic

strain for the “nominal (s)” case, does not exhibit negative values. Also, the damage variable

gradually reaches one, as can be indicated by the blue dotted line in Fig. 2.6(f), while that of

the “nominal (m)” case instantaneously becomes one. In addition, as can be seen from the

magenta dashed line of Fig. 2.6(c) and (e), after the yield function returns to negative, the

evolution of the plastic strain ceases, and any additional deformation is considered elastic

deformation.

This transition in the deformation state from elastic to plastic and again to elastic states

seems to be physically inappropriate, but it brings computational stability. That is, since

the region with severe damage exhibits an elastic state, it is unnecessary to execute the re-

turn mapping calculations, which leads to computational instability caused by the excessive

amount of softening of finite elements. However, it should be noted that the solution after the
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cessation of plastic deformation is just “a solution of either the governing equations for dis-

placement or damage variable” but does not necessarily satisfy both of them. In other words,

the intermediate solution in the staggered algorithm does not represent an actual physical

state. This can be visually understood from the magenta dashed line in Fig. 2.7(b), which

deviates from the surface.

2.5 Proposed model

As suggested in the previous section, to describe ductile fracture by CPFM, the plasticity-

induced damage driving force should be involved in the formulation. In this section, based

on the study of characteristic features of existing CPFM for ductile fracture, we propose a

new model 157) endowed with elastic and plastic damage variables. Its constitutive work den-

sity consists of the elastic, plastic hardening, and damage hardening components. Evolution

laws for plasticity and damage are derived by using separate threshold (yield) functions while

having similar formats so that those for damage hold variational and thermodynamic consis-

tencies. Also, the proposed model is equipped with thresholds and coefficients to control the

amount of damage driving force.

2.5.1 Constitutive work density functional

In line with the previous studies 142),91), we define the following constitutive work density

functional to describe the energy state of the continuum body:

Ψ := Ψe (F ,F p, de) + Ψp (ᾱ, α,∇α, dp) + Ψf (F ,F p, α, d,∇d), (2.56)

whereΨe,Ψp, andΨf denote the elastic strain energy density, the plastic strain energy density

(stored energy due to plastic hardening) and the energy density due to crack surface gener-

ation (stored energy due to damage hardening), respectively. Also, de : B0 × T → R and

dp : B0 × T → R are the elastic and plastic damage variables, whose evolution laws will be

presented later. In the following, specific function forms of these energy density functionals

are provided in order.
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Similar to Eq. (2.12), we employ a Neo-Hookean hyperelastic constitutive law 158),159)

with a volumeric-deviatoric split 72) of the elastic strain energy density as

Ψe =



g (de)
(
Ψe

0,dev + Ψ
e
0,vol

)︸             ︷︷             ︸
Ψe+

0

+ 0︸︷︷︸
Ψe−

0

for Je ≥ 1

g (de)Ψe
0,dev︸︷︷︸
Ψe+

0

+ Ψe
0,vol︸︷︷︸
Ψe−

0

for Je < 1
with


Ψe

0,vol =
κ

2

(
Je2 − 1

2
− lnJe

)
Ψe

0,dev =
µ

2
(Ib̄e − 3)

,

(2.57)

where Ib̄e is the first invariant of the second-order tensor defined as b̄e = Je−2/3be with be =

F e ·F eT being the elastic left Cauchy-Green tensor. Additionally, Je denotes the Jacobian of

the elastic deformation gradient F e. When the plastic incompressibility, namely det [F p] =

1, is assumed, Je = J = det [F ] is ensured. Moreover, g (de) is an elastic degradation

function to describe the degradation of material stiffness, for which the following two forms

are employed:

Quadratic form: g (de) = (1 − de)2

Cubic form: g (de) = (s − 2) (1 − de)3
+ (3 − s) (1 − de)2 .

(2.58)

In a one-dimensional elastic case, the theoretical peak stress and strain for Eq. (2.58)2 are

given, respectively, as

lim
s→0
σcubic

cr =
81
50

√
2EGc

15lf
and lim

s→0
εecubic

cr =

√
10Gc

27Elf
, (2.59)

Using σcubic
cr = g (de) Eεecubic

cr , we have g (de) = 243/250, which means only 2.8% of Young’s

modulus degrades before the stress attains its peak. Thus, one beauty of this function is that

it provides an almost linear stress-strain response up to the peak stress.

Second, the plastic strain energy density (stored energy due to plastic hardening) is de-

fined as

Ψp := g (dp)


∫ ᾱ

0
Ĥ

( ˜̄α
)

d ˜̄α + y0
l2
p

2
∥∇α∥2 +

pp

2
(ᾱ − α)2

 , (2.60)

where Ĥ (ᾱ), y0, lp and pp are the plastic hardening function at material points, the initial

yield stress, the plastic length scale parameter, and the penalty parameter to link ᾱ to α in
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the micromorphic regularization, respectively. Also, g (dp) is a plastic degradation function,

which assumes the same function form as in Eq. (2.58). Here, the spatial gradient of the

global hardening variable has been introduced to smooth the distribution of plastic harden-

ing energy spatially. Without the spatial gradient term for damage computations, we may

encounter strong nonuniform distribution of damage variables even in one element. This is

an inappropriate situation because the fully damaged element still has resistance to loading.

Note that if a large value of the penalty parameter pp is taken, the connection between α

and ᾱ becomes stronger, but the convergence property of the Newton-Raphson procedure

is reduced or lost. So, relatively small values of the penalty parameter will be used in our

numerical examples, with priority given to ensuring convergence.

Lastly, we borrow the idea from References 56),58) to define the energy density due to

crack surface generation (stored energy due to damage hardening) as

Ψf :=
∫ t

0
Gc

(
α∗, τ∗p

) dḋ + l2
f∇d · ∇ḋ
lf

 dt. (2.61)

Here, Gc denotes the degrading fracture toughness and is defined in this study as

∂Gc

(
α∗, τ∗p

)
∂α∗

≤ 0,
∂Gc

(
α∗, τ∗p

)
∂τ∗p

≤ 0 with α∗ = ⟨α − αcr⟩ , τ∗p =
〈

1
3

tr [τ0]︸  ︷︷  ︸
τp

−τcr

〉
, (2.62)

in which the degradation effects are determined by both the plastic hardening variable α and

the negative hydrostatic pressure τp. The concept of degrading fracture toughness stems from

the macroscopic and phenomenological viewpoints for the failure of elastoplastic materials,

as explained in References 91),152). Here, we have used two variables with different units (α∗

& τ∗p) to define the degrading fracture toughness by directly extending the previous studies

84),85),91). Nevertheless, another choice of arguments having the same unit can be taken for

the degrading fracture toughness; for example, G∗c
(
∥τ0,dev∥, τp

)
or G∗c (α, Je) may be possible.

Note that the degrading fracture toughness is introduced to describe monocyclic fracture in

this study, though it can be extended to reproduce fatigue problems by introducing the kine-

matic hardening for plasticity and the cyclic history variable for degrading fracture toughness

as proposed by Alessi et al. 56), Carrara et al. 58), and Ulloa et al. 62).
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Remark 1 Since Eq. (2.61) is a time integral form, the constitutive work density functional

Ψ is history-dependent with respect to α∗ and τ∗p. Then, Eq. (2.56) is no longer a state func-

tional, and we thus proceed with our discussion by using the power density Ψ̇ to circumvent

this history-dependent problem in what follows. Note that Eq. (2.56) is a state functional

only when the fracture toughness is assumed constant (Gc = const.) as to be done in general

CPF brittle and ductile models.

Remark 2 One may argue that Eq. (2.56) is unacceptable in terms of the principle in

physics because it is regarded as “free energy density” but involves plastic and damage

dissipation terms Ψp and Ψf . However, such a manner of incorporating Ψp and Ψf into the

free energy (or stored energy) density is widely accepted in the existing plasticity/damage

modeling; see, for example, 160),158),161),17). Specifically, for the modeling in plasticity, the en-

ergy due to plastic hardening is commonly considered as a “pseudo” energetic component

of free energy density. In this context, we are also able to assume the existence of pseudo

energy due to damage hardening and consider it as a part of free energy. In short, the argu-

ment is whether or not possible to assume the dissipations relevant to plasticity and damage

hardenings as energy components of the free energy (stored energy).

2.5.2 Thermodynamic consistency

Based on the first principle of thermodynamics, the energy conservation law is written as

dK
dt
+

dD
dt
= fext · u̇ − fint · u̇, (2.63)

where fext and fint are the external and internal forces. Here, to confirm the thermodynamic

consistency of the proposed model, we define the energy dissipation rate as

fext · u̇ −
d
dt

(Ψ + K) = fint · u̇ − Ψ̇ (2.64)

where

fint · u̇ = τ : d,

Ψ̇ =
∂Ψe

∂be : ḃe +
∂Ψe

∂de ḋe +
∂Ψp

∂ᾱ
˙̄α +
∂Ψp

∂α
α̇ +
∂Ψp

∂∇α · ∇α̇ +
∂Ψp

∂dp ḋp +
∂Ψf

∂d
ḋ +
∂Ψf

∂∇d
· ∇ḋ.

(2.65)
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The rate of deformation tensor d and the material time derivative of the elastic left Cauchy-

Green tensor, ḃe, are given, respectively, as

d = sym [l] =
1
2

(
l + lT

)
with l = Ḟ · F −1 = Ḟ e · F e−1︸     ︷︷     ︸

le

+F e ·
Lp︷     ︸︸     ︷

Ḟ p · F p−1 ·F e−1︸                    ︷︷                    ︸
lp

,

(2.66)

and

ḃe = l · be + be · lT + F · Ċp−1 · F T. (2.67)

Thus, for a scalar quantity •, the following relation holds:

∂•
∂be : ḃe =

(
2
∂•
∂be · b

e
)

: (d − dp) , (2.68)

where dp denotes the rate of plastic deformation tensor defined as

dp := F e · sym
[
Lp] · F e−1 = −1

2
F · Ċp−1 ·Cp · F −1. (2.69)

After some mathematical manipulation for Eq. (2.64), we obtain a more explicit form of the

energy dissipation rate as

τ : dp − rp ˙̄α + τfeḋe + τfpḋp − rfḋ, (2.70)

where τ , rp, τfe, τfp, and rf are the driving force for plasticity conjugated to dp, plastic dis-

sipative resistance force (plastic hardening force) associated with ᾱ, elastic damage driving

force conjugated to de, plastic damage driving force conjugated to dp, and damage dissipative

resistance force (damage hardening force) associated with d, respectively. They are defined

as

τ := 2
∂Ψe

∂be · b
e =


g (de)

κ

2

(
Je2 − 1

)
1 + g (de) µdev

[
b̄e

]
for Je ≥ 1

κ

2

(
Je2 − 1

)
1 + g (de) µdev

[
b̄e

]
for Je < 1

, (2.71)

rp :=
∂Ψp

∂ᾱ
= g (dp)

{
Ĥ (ᾱ) + pp (ᾱ − α)

}
, (2.72)
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τfe := −∂Ψ
e

∂de = −
∂g (de)
∂de Ψ

e+
0 , (2.73)

τfp := −∂Ψ
p

∂dp = −
∂g (dp)
∂dp Ψ

p
0, (2.74)

and

rf :=
∂Ψf

∂d
− d

dX
· ∂Ψ

f

∂∇d
= Gc

(
α∗, τ∗p

) (d − l2
f∆d

lf

)
. (2.75)

Note that during the derivation process from Eq. (2.64) to Eq. (2.70), we have assumed

δαΨ = 0 based on the micromorphic regularization. Thus, the terms involving α vanish. In

addition, owing to the plastic incompressibility, i.e., det [F p] = 1, assumed in this study, we

have

d
dt

det
[
Cp] = 1

2
det

[
F p]︸   ︷︷   ︸
=1

Cp−1 :
{
F pT ·

(
Lp +LpT

)
· F p

}
= 0 ⇒ tr

[
sym

[
Lp]] = 0.

(2.76)

Considering this property, we can use the relation τ : dp = τdev : dp, and Eq. (2.70)

eventually yields

τdev : dp − rp ˙̄α + τfeḋe + τfpḋp − rf ḋ. (2.77)

In order to prescribe the admissible stress field for plasticity, we define the threshold

function (the yield function in J2 plasticity) as

Φp (τdev, rp) :=
∥τdev∥
g (de)

−
√

2
3
g (dp) y0 + rp

g (dp)
= ∥τ0,dev∥ −

√
2
3

(
y0 + rp

0

)
≤ 0, (2.78)

in which the effective stress τ0 and effective hardening force rp
0 are used. Note that the set

of τ and rp (or τ0 and rp
0) for the threshold function Eq. (2.78) is convex and define the

admissble space such that Kp := {τdev, rp | Φp ≤ 0}. It should also be noted that Eq. (2.78)

does not lead to the improper plasticity/damage responses as demonstrated in Section 2.4.5

and matches the concept of the effective area in CDM, as established by Kachanov 162),

Rabotnov 163), and Murakami 17).
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Similarly, to define the admissible stress field for damage, another threshold function is

defined as

Φf
(
τfe, τfp, rf

)
:= τfe* + τfp* − rf ≤ 0

with
τfe* = −∂g (de)

∂de ⟨Ψ
e+
0 − Ψe

cr⟩ζe = τfeζeχe − τfe
crζ

eχe,

τfp* = −∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζp = τfpζpχp − τfp

crζ
pχp
,

(2.79)

where τfe* and τfp* are the “modified” elastic and plastic damage driving forces. To acti-

vate these driving forces, two threshold parameters Ψe
cr and Ψp

cr have been introduced. Also,

inspired by Borden 164), two coefficients ζe ∈ [0, 1] and ζp ∈ [0, 1] have been introduced

to control the contributions of elastic and plastic strain energies for damage evolution, re-

spectively. From the phenomenological viewpoint for failure in elastoplastic materials, the

two threshold parameters, Ψe
cr and Ψp

cr, realize the behavior such that “the deterioration of

material initiates after experiencing a certain amount of elastic and/or plastic deformations”,

while the two coefficients ζe and ζp realize the behavior such that “not all the portion of the

thermodynamic forces τfe and τfp contribute to the damage evolution”. Similarly to plasticity,

the set of τfe, τfp, and rf (or τfe*, τfp*, and rf) in the threshold function Eq. (2.79) is convex

and define the admissble space such that Kf :=
{
τfe, τfp, rf | Φf ≤ 0

}
. In addition, χe and χp

are step functions defined as, respectively,

χe =


1 if Ψe+

0 − Ψe
cr > 0

0 otherwise
and χp =


1 if Ψ

p
0 − Ψ

p
cr > 0

0 otherwise
. (2.80)

Now, for the given rates
{
dp, ˙̄α, ḋe, ḋp, ḋ

}
, we postulate the dissipation potential Υ as

Υ = sup
{τdev,rp}∈Kp, {τfe,τfp,rf}∈Kf

[
τdev : dp − rp ˙̄α + τfeḋe + τfpḋp − rf ḋ

]
, (2.81)

This optimization problem is a particular case of the principle of maximum dissipation and

can be rewritten in an equivalent form:

Υ = sup
{τdev,rp,τfe,τfp,rf}

sup
{λp,λf}

[
τdev : dp − rp ˙̄α + τfeḋe + τfpḋp − rfḋ − λpΦp − λfΦf

]
, (2.82)
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where λp ≥ 0 and λf ≥ 0 are Lagrange multipliers, i.e., the plastic multiplier in the theory

of plasticity and the damage multiplier in the crack phase-field description. Then, we find

the stationary conditions of the Lagrangian in Eq. (2.82) with respect to
{
τdev, rp, τfe, τfp, rf

}
and

{
λp, λf

}
to derive the following five evolution laws accompanied by the corresponding

loading/unloading conditions:

dp = λp ∂Φ
p

∂τdev
=
λp

g (de)
τ0,dev

∥τ0,dev∥

˙̄α = −λp∂Φ
p

∂rp =

√
2
3
λp

g (dp)

ḋe = λf ∂Φ
f

∂τfe = λ
fζeχe

ḋp = λf ∂Φ
f

∂τfp = λ
fζpχp

ḋ = −λf ∂Φ
f

∂rf = λ
f

with


λp ≥ 0, Φp ≤ 0, and λpΦp = 0

λf ≥ 0, Φf ≤ 0, and λfΦf = 0

. (2.83)

Since ∥dp∥ = λp/g (de) and ḋ = λf, the second, third and fourth evolution laws in Eq. (2.83)

yield, respectively,

˙̄α =
g (de)
g (dp)

√
2
3
∥dp∥, ḋe = ζeχeḋ, ḋp = ζpχpḋ. (2.84)

Following these relations, ᾱ & be (or dp) are updeted according to Algorithm 1 in Section

2.6.1, and de & dp are updated by Eq. (2.122) in Section 2.6.2, respectively.

The thermodynamic consistency can be confirmed for all variations
{
dp, ˙̄α, ḋe, ḋp, ḋ

}
as

follows:

Υ = sup
{τdev,rp}∈Kp, {τfe,τfp,rf}∈Kf

[
τdev : dp − rp ˙̄α + τfeḋe + τfpḋp − rfḋ

]
= sup

τdev,rp,τfe,τfp,rf

√2
3
g (de) y0∥dp∥ + rp

g (de)
g (dp)

√
2
3
∥dp∥ − ˙̄α


−∂g (de)
∂de Ψ

e
crḋ

e − ∂g (dp)
∂dp Ψ

p
crḋp +

rfe

ζe

(
ḋe − ζeḋ

)
+

rfp

ζp

(
ḋp − ζpḋ

)]
,

(2.85)

in which we have reflected the assumptions such that χe = χp = 1, rf = rfe + rfp, τfe* ≤ rfe,

and τfp* ≤ rfp for convenience. For the hardening materials (rp ≥ 0), the dissipation potential
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Eq. (2.85) eventually takes the closed form as follows:

Υ =



√
2
3
g (de) y0∥dp∥ − ∂g (de)

∂de Ψ
e
crḋ

e − ∂g (dp)
∂dp Ψ

p
crḋp

if ˙̄α ≥ g (de)
g (dp)

√
2
3
∥dp∥, ḋe ≤ ζeḋ, and ḋp ≤ ζpḋ

+∞ otherwise

. (2.86)

To the best of our knowledge, the present study is the first among the models equipped

with the thresholds and coefficients used to control the damage driving forces to derive the

variationally consistent evolution laws for damage variables (the third, fourth, and fifth equa-

tions in Eq. (2.83)) in CPF modeling. As mentioned in Section 2.4.3, while thresholds and

coefficients to delay the activation or control the contribution of plastic driving forces have

been introduced in earlier studies 83),147),91), the variational structure of the evolution of the

damage variable appears to have been overlooked. As a result, the damage variables, de, dp,

and d, have not been differentiated. For brittle fracture, dp does not exist, and de is naturally

equal to d. On the other hand, when the ductile fracture accompanied by plastic deformation

is considered, the term τfp* in Eq. (2.79) has no effect until it is activated, and ḋp = 0 while

ḋe > 0 with τfe* > 0. Therefore, since the evolution tendencies in de and dp are different, the

evolution laws for plasticity (the first and second equations in Eq. (2.83)) are separately af-

fected by g (de) and g (dp). Further explanation about the motivation to introduce two damage

variables is given in Appendix A.1.

Remark 3 As suggested by Miehe et al. 80), as long as the same degradation function g (d)

acts on both the stress and hardening components, the evolution of plastic deformation is

independent of that of damage. That is because of the relation ϕp = g (d) ϕp
0, and it is indeed

demonstrated in Section 2.4.3. However, once the different forms of degradation function or

evolution tendencies of damage variables are assumed, as discussed in this thesis, we may

encounter improper plasticity/damage responses as shown in Section 2.4.6. For instance, if

we assume the yield function as ϕp = g (de) ∥τ0,dev∥ − g (dp)
(√

2/3
(
y0 + rp

0

))
, there exists a

critical amount of elastic strain similar to Eq. (2.53).
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Remark 4 The plasticity modeling and damage modeling have similar mathematical struc-

tures, as recognized from Eq. (2.78), Eq. (2.79), Eq. (2.83), and Eq. (2.86). That is, each

has a threshold function & appropriate loading/unloading conditions and eventually leads

to a similar form of dissipation (initial yield value multiplied by a rate of the conjugating

variable). This manner of formulation is sometimes called “two-surface formulation” as in

Brepols et al. 165),166) and is commonly seen in Literature for CPF modeling.

Remark 5 Unlike some CPF ductile models introducing the plastic damage driving force

80),83),91), the proposed model does not involve the damage driving force due to the initial

yield stress (−∂g (dp) /∂dpy0ᾱ). In the case of perfectly plastic materials, this setup makes

the damage driving force zero. In such a case, the degrading fracture toughness plays the

role of promoting damage evolution.

2.5.3 Verification of the positivity of λp and λf

The positivities of the Lagrange multipliers λp and λf for the novel evolution laws Eq.

(2.83) are confirmed in this subsection. As discussed in Section 2.4.5 and Section 2.4.6,

the following conditions must be satisfied under the plastic/damaged state in addition to the

loading/unloading conditions in Eq. (2.83):
λp ≥ 0, Φ̇p ≤ 0 and λpΦ̇p = 0

λf ≥ 0, Φ̇f ≤ 0 and λfΦ̇f = 0
. (2.87)

To simplify the discussion, both the elastic and plastic driving forces are inactivated in what

follows. Then, Φ̇p and Φ̇f are expanded as, respectively,

Φ̇p =
∂Φp

∂be : ḃe +
∂Φp

∂ᾱ
α̇ +
∂Φp

∂ᾱ
˙̄α

=

(
2
∂Φp

∂be · b
e
)

: d +
∂Φp

∂α
α̇ −

 1
g (de)

(
2
∂Φp

∂be · b
e
)

:
τ0,dev

||τ0,dev||
−

√
2
3

1
g (dp)

∂Φp

∂ᾱ

 λp
(2.88)
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and

Φ̇f =
∂Φf

∂be : ḃe +
∂Φf

∂α
α̇ +
∂Φf

∂ᾱ
˙̄α +
∂Φf

∂de ḋe +
∂Φf

∂dp ḋp +
∂Φf

∂d
ḋ +
∂Φf

∂∆d
∆ḋ

=

(
2
∂Φf

∂be · b
e
)

: d +
∂Φf

∂α
α̇ −

 1
g (de)

(
2
∂Φf

∂be · b
e
)

:
τ0,dev

∥τ0,dev∥
−

√
2
3

1
g (dp)

∂Φf

∂ᾱ

 λp

−
(
−∂Φ

f

∂de ζ
e − ∂Φ

f

∂dp ζ
p − ∂Φ

f

∂d
− d2

dX2

∂Φf

∂∆d

)
λf .

(2.89)

These expressions of the material time derivatives, Φ̇p and Φ̇f, can be written in matrix

notation as

 Φ̇
p

Φ̇f

︸ ︷︷ ︸
δΦ

=


(
2
∂Φp

∂be · b
e
)

: d +
∂Φp

∂α
α̇(

2
∂Φf

∂be · b
e
)

: d +
∂Φf

∂α
α̇

︸                              ︷︷                              ︸
δε

−


K11 K12

K21 K22

︸           ︷︷           ︸
K

·


λp

λf

︸︷︷︸
δγ

,
(2.90)

where we have defined

K11 =
1
g (de)

(
2
∂Φp

∂be · b
e
)

:
τ0,dev

∥τ0,dev∥
−

√
2
3

1
g (dp)

∂Φp

∂ᾱ
,

K12 = 0,

K21 =
1
g (de)

(
2
∂Φf

∂be · b
e
)

:
τ0,dev

∥τ0,dev∥
−

√
2
3

1
g (dp)

∂Φf

∂ᾱ
,

K22 = −
∂Φf

∂de ζ
e − ∂Φ

f

∂dp ζ
p − ∂Φ

f

∂d
− d2

dX2

∂Φf

∂∆d
.

(2.91)

The substitution of Eq. (2.90) into Eq. (2.87) yields the following conditions:

δε − K · δγ ≤ 0, δγ ≥ 0 and δγT · (δε − K · δγ) = 0. (2.92)

Similarly to the discussions in Section 2.4.5 and Section 2.4.6, we have the following condi-

tions 154),155) to satisfy the positivity of Lagrange multipliers δγ:

K11 > 0, K22 > 0 and K11K22 − K12K21 > 0. (2.93)
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The first condition is satisfied for an arbitrary material with hardening behavior (∂ᾱr
p
0 ≥ 0).

That is,

K11 =
1
g (de)

(
2
∂Φp

∂be · b
e
)

:
τ0,dev

∥τ0,dev∥
−

√
2
3

1
g (dp)

∂Φp

∂ᾱ

=
1
g (de)

(
2
∂∥τ0,dev∥
∂be · be

)
:

τ0,dev

∥τ0,dev∥︸                                    ︷︷                                    ︸
>0

+
2
3

1
g (dp)

∂rp
0

∂ᾱ︸︷︷︸
≥0

> 0.
(2.94)

The component K22 is rewritten as

K22 = −
∂Φf

∂de ζ
e − ∂Φ

f

∂dp ζ
p − ∂Φ

f

∂d
− d2

dX2

∂Φf

∂∆d

=
∂2g (de)
∂de2

(
Ψe+

0 − Ψe
cr
)
ζe2
+
∂2g (dp)
∂dp2

(
Ψ

p
0 − Ψ

p
cr

)
ζp2
+

Gc

lf
− d2

dX2

∂Gclf∆d
∂∆d

> 0.
(2.95)

Here, the quadratic forms, g (de) = (1 − de)2 and g (dp) = (1 − dp)2, always guarantee the

second condition in Eq. (2.93), namely K22 > 0, because they are convex with respect to

the damage variables, de and dp. That is, both the second derivatives become ∂2
de2g (de) =

∂2
dp2g (dp) = 2 > 0. Nevertheless, if the cubic form is employed, ∂2

de2g (de) = ∂2
dp2g (dp)

may have negative values. To be precise, ∂2
de2g (de) = (12 − 6s) de + 4s − 6 and ∂2

dp2g (dp) =

(12 − 6s) dp + 4s − 6 are zero or positive only when de ≥ 0.5 and dp ≥ 0.5 for any s ≥ 0, so

that K22 > 0. If either de < 0.5 or dp < 0.5, an additional procedure is necessary to confirm

the inequality condition in Eq. (2.95), as explained in detail in Appendix A.2. Finally, from

Eq. (2.94), Eq. (2.95), and K12 = 0, the third condition is verified, which confirms that two

Lagrange multipliers, λp and λf, are positive.

2.5.4 Governing equations

To derive governing equations, we consider the power balance equation such that

Ė + Ḋ = Ṗ, (2.96)
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where Ė, Ḋ, and Ṗ are the internal power, dissipation power, and external power defined,

respectively, as

Ė =
∫
B0

Ψ̇︸︷︷︸
Eq. (2.65)2

dV, Ḋ =
∫
B0

Υ︸︷︷︸
Eq. (2.86)

dV,

and Ṗ =
∫
B0

B · u̇dV +
∫
∂BN

0

T N · u̇dA +
∫
∂BD

0

T D · u̇DdA.
(2.97)

Here, B is the body force in the initial configuration, and T N & T D denote the traction forces

acting on the Neumann and Dirichlet boundaries, ∂BN
0 & ∂BD

0 , in the initial configuration.

The substitution of Eq. (2.97) into Eq. (2.96) yields∫
B0

(
∂Ψe

∂be : ḃe +
∂Ψe

∂de ḋe +
∂Ψp

∂ᾱ
˙̄α +
∂Ψp

∂α
α̇ +
∂Ψp

∂∇α · ∇α̇ +
∂Ψp

∂dp ḋp +
∂Ψf

∂d
ḋ +
∂Ψf

∂∇d
· ∇ḋ

)
dV

+

∫
B0

√2
3
g (de) y0∥dp∥ − ∂g (de)

∂de Ψ
e
crḋ

e − ∂g (dp)
∂dp Ψ

p
crḋp

 dV

−
∫
B0

B · u̇dV −
∫
∂BN

0

T N · u̇dA −
∫
∂BD

0

T D · u̇DdA

= −
∫
B0

(∇ · P +B) · u̇dV +
∫
∂BN

0

(
P ·N − T N

)
· u̇dA +

∫
∂BD

0

(
P ·N − T D

)
· u̇DdA

−
∫
B0

√
3
2
g (dp)

∥τ0,dev∥ −
√

2
3

(
y0 + rp

0

)︸                           ︷︷                           ︸
Φp≤0

˙̄αdV

+

∫
B0

(
pp (α − ᾱ) − y0lp

2∆α
)
α̇dV +

∫
∂B0

(
y0lp

2∇α ·N
)
α̇dA

−
∫
B0

(
−∂g (de)
∂de ⟨Ψ

e+
0 − Ψe

cr⟩ζe − ∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζp −Gc

(
α∗, τ∗p

) (d − l2
f∆d

lf

))
︸                                                                                           ︷︷                                                                                           ︸

Φf≤0

ḋdV

+

∫
∂B0

(
Gc

(
α∗, τ∗p

)
lf∇d ·N

)
ḋdA = 0,

(2.98)

in which we have used the relations in Eq. (2.66), Eq. (2.67), Eq. (2.68), Eq. (2.84) as well

as P = ∂FΨe and the Gaussian divergence theorem.

Meanwhile, the first-order stability condition for any possible variations {δu, δᾱ, δα, δd}
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can be written in a similar form as

−
∫
B0

(∇ · P +B) · δudV +
∫
∂BN

0

(
P ·N − T N

)
· δudA

−
∫
B0

√
3
2
g (dp)

∥τ0,dev∥ −
√

2
3

(
y0 + rp

0

)︸                           ︷︷                           ︸
Φp≤0

δᾱdV

+

∫
B0

(
pp (α − ᾱ) − y0lp

2∆α
)
δαdV +

∫
∂B0

(
y0lp

2∇α ·N
)
δαdA

−
∫
B0

(
−∂g (de)
∂de ⟨Ψ

e+
0 − Ψe

cr⟩ζe − ∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζp −Gc

(
α∗, τ∗p

) (d − l2
f∆d

lf

))
︸                                                                                           ︷︷                                                                                           ︸

Φf≤0

δddV

+

∫
∂B0

(
Gc

(
α∗, τ∗p

)
lf∇d ·N

)
δddA ≥ 0.

(2.99)

Finally, from Eq. (2.98) and Eq. (2.99), the governing equations of the proposed model are

derived as follows:

• Equilibrium for mechanical field:

∇ · P +B = 0 in B0, P ·N = T N on ∂BN
0 , u = ū on ∂BD

0 , (2.100)

• Equilibrium for micromorphic plastic field:

pp (α − ᾱ) − y0lp
2∆α = 0 in B0, ∇α ·N = 0 on ∂B0, (2.101)

• Threshold function for plasticity with loading/unloading conditions:

Φp = ∥τ0,dev∥ −
√

2
3

(
y0 + rp

0

)
≤ 0, ˙̄α ≥ 0, Φp ˙̄α = 0 in B0, (2.102)

• Threshold function for damage with loading/unloading conditions:

Φf = −∂g (de)
∂de ⟨Ψ

e+
0 − Ψe

cr⟩ζe − ∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζp −Gc

(
α∗, τ∗p

) (d − l2
f∆d

lf

)
≤ 0,

ḋ ≥ 0, Φfḋ = 0 in B0, ∇d ·N = 0 on ∂B0,

(2.103)
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2.5.5 Equivalence and novelty

To close this section, we remark on the unified nature of the proposed model by reference

to several recently developed CPFMs.

As suggested in Section 2.4, the plastic driving force and the degrading fracture tough-

ness are the two major elements for realizing the ductile fracture of elastoplastic materials

within the CPF framework. For instance, suppose we consider only the elastic and plastic

driving forces while assuming constant fracture toughness. Then, this setup is equivalent to

that of Miehe et al. 80) by activating the damage thresholds, Ψe
cr and Ψp

cr, simultaneously and

setting the damage coefficients at ζe = 1 and ζp = 1. Also, if Ψe
cr = 0 is assumed, and if any

values are given forΨp
cr, ζe and ζp, the same damage driving force as in Borden 164) is realized

by the proposed model. Similarly, our model is capable of realizing the assumptions on the

damage driving force made in the other models 87),146),167),91), as described in Section 2.4.3.

The difference between these models and ours is the origin of the evolution laws of damage

variables. The novelty of our proposed model is clear; that is, it is the first model to derive

the damage evolution laws in Eq. (2.83) as a consequence of the variational formulation,

whereas they were not properly considered in previous studies in spite of the introduction of

the thresholds and coefficients.

On the other hand, if a degrading fracture toughness is utilized without introducing a plas-

tic driving force, i.e., Ψp
cr → ∞, the proposed model is equivalent to the models proposed

by Dittmann et al. 84), Yin & Kaliske 85), Hu et al. 150), as described in Section 2.4.4. Here,

“equivalent” means that each model has the same degrading tendency for fracture toughness.

That is, severe plastic deformation provokes damage, because the value of fracture tough-

ness decreases as plastic strain accumulates. Also, it should be noted that the degrading

fracture toughness introduced in the proposed model decreases not only by the accumulation

of plastic strain but also by the increase in the negative hydrostatic pressure. Therefore, the

degradation tendency can manifest the effect of stress triaxiality in addition to that of plastic

deformation. This idea was originally proposed by Han et al. 152) in their study designed to

experimentally validate the failure tendency of advanced high strength steel (AHSS) 151).
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In this context, the proposed model 157) can be regarded as a unification of several of the

existing CPFMs for ductile fracture, as summarized in Table 2.2, where each model can be

regarded as a specific case of the proposed model employing a set of parameters.

Table 2.2: Unified nature of the proposed model by reference to several recently developed

CPFMs.

Working group Ψe
cr Ψ

p
cr ζe ζp Gc

Alessi et al. 75),76) = 0 = 0 = 1 = 1 = const.

Kuhn et al. 87) = 0 = 0 = 1 = 1 = const.

Miehe et al. 80) , 0 , 0 = 1 = 1 = const.

Borden et al. 164) = 0 , 0 ∈ [0, 1] ∈ [0, 1] = const.

Dittmann et al. 84) = 0 = 0 = 1 = 1 , const.

Yin & Kaliske 85) = 0 = 0 = 1 = 1 , const.

Hu et al. 150) , 0 , 0 = 1 = 1 , const.

Han et al. 91) , 0 , 0 = 1 = 1 , const.

Furthermore, another difference worthy of remark is the definition of yield function.

The yield function in the proposed model is true to the theory of CDM 20),168),17), while

being defined to coincide with the form of energies in previous studies. Consequently, the

evolution laws for plastic deformation become equivalent to those in CDM for plasticity,

and the evolutions of plastic strain and the plastic hardening variable are influenced by the

corresponding damage variables, de and dp.

Thus, the proposed model has the versatility to become equivalent to various models by

turning the components relevant to damage modeling either on or off.

2.6 Numerical implementation of the proposed model

The return mapping algorithm for local plasticity and spatial discretization by Isogeo-

metric analysis (IGA) 140) are presented in this section. For detailed forms of vectors and

tensors, refer to Appendix A.3.
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2.6.1 Return mapping algorithm for internal variables

Algorithm 1 Return mapping algorithm.
1: (% At time step tn+1, the variables Fn+1, Cp−1

n and rp
0,n are known.)

2: Compute the following stress tensor for the trial state: τ tr
0,dev,n+1 = µdev

[
b̄e,tr

n+1

]
with be,tr

n+1 = Fn+1 ·Cp−1
n · F T

n+1

3: Check the deformation state by the yield function: Φp
(
τ tr

0,dev,n+1, r
p
0,n

)
= ||τ tr

0,dev,n+1 || −
√

2
3

(
y0 + rp

0,n

)
4: if Φp ≤ 0 then

5: (% Elastic state)

6: (∗)n+1 = (∗)tr
n+1

7: else

8: (% Plastic state)

9: Solve λp
n+1 and nn+1 from two local governing equations, ||τ0,dev,n+1 || −

√
2
3

(
y0 + rp

0,n+1

)
= 0 and

τ0,dev,n+1

||τ0,dev,n+1 ||
− nn+1 = 0,

10: where be
n+1 = exp

−2
λ

p
n+1

g (de)
∆tn+1nn+1

 · be,tr
n+1 and ᾱn+1 = ᾱn +

√
2
3

λ
p
n+1

g (dp)
∆tn+1

11: end if

A pseudo-code for the local return mapping algorithm is shown in Algorithm 1. Here,

the plastic multiplier λp and flow tensor n are internal variables to be determined. Also, to

ensure the incompressibility of the plastic deformation, exponential mapping is adopted.

The residuals of two local differential equations are expressed as

rλ
p

k = −
||τ0,dev,k|| −

√
2
3

(
y0 + rp

0,k

) (2.104)

rnk = −
(
τ0,dev,k

||τ0,dev,k||
− nk

)
, (2.105)

where the index k represents the iteration of the local Newton-Raphson scheme. By lin-

earization, its tangent matrix yields

k =

 kλpλp kλpn

knλp knn

 (2.106)

with diagonal components

kλpλp =
∂||τ0,dev,k||
∂be :

∂ exp
(
−2
λ

p
k

g (de)
∆tn+1nk

)
· be,tr

n+1

∂λp −
√

2
3

∂rp
0,k

∂ᾱ

∂

ᾱn +

√
2
3
λ

p
n+1

g (dp)
∆tn+1


∂λp ,

(2.107)
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knn =
1

||τ0,dev,k||
∂τ0,dev,k

∂n
− τ0,dev,k

||τ0,dev,k||2
⊗ ∂||τ0,dev,k||

∂n
− 1sym

=

(
1

||τ0,dev,k||
∂τ0,dev,k

∂be − τ0,dev,k

||τ0,dev,k||2
⊗ ∂||τ0,dev,k||

∂be

)
:
∂ exp

(
−2
λ

p
k

g (de)
∆tn+1nk

)
· be,tr

n+1

∂n
− 1sym

(2.108)

and off-diagonal components

kλpn =
∂||τ0,dev,k||
∂be :

∂ exp
(
−2
λ

p
k

g (de)
∆tn+1nk

)
· be,tr

n+1

∂n
,

(2.109)

knλp =
1

||τ0,dev,k||
∂τ0,dev,k

∂λp − τ0,dev,k

||τ0,dev,k||2
∂||τ0,dev,k||
∂λp

=

(
1

||τ0,dev,k||
∂τ0,dev,k

∂be − τ0,dev,k

||τ0,dev,k||2
⊗ ∂||τ0,dev,k||

∂be

)
:
∂ exp

(
−2
λ

p
k

g (de)
∆tn+1nk

)
∂λp · be,tr

n+1,

(2.110)

where

∂ exp
(
−2
λ

p
k

g (de)
∆tn+1nk

)
· be,tr

n+1

∂λp =

{
D exp

(
−2
λ

p
k

g (de)
∆tn+1nk

)
:
(
−2

1
g (de)

∆tn+1nk

)}
· be,tr

n+1

(2.111)

∂ exp
(
−2
λ

p
k

g (de)
∆tn+1n

)
· be,tr

n+1

∂n
=

{
D exp

(
−2
λ

p
k

g (de)
∆tn+1n

)
:
(
−2
λ

p
k

g (de)
∆tn+11sym

)}
︸                                                          ︷︷                                                          ︸

iakl

∗ be,tr
n+1︸︷︷︸
a j

.

(2.112)

Here, D exp denotes the derivative of the second order exponential tensor, and 1sym is the

fourth order symmetric identity tensor. Also, to show formulations explicitly in tensor no-

tation, we define an operator ∗ that represents a contraction of the second basis of a fourth-

order tensor X and the first basis of a second-order tensor Y , which corresponds to the index

notation Xia jkYa j.
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2.6.2 Spatial discretization

After some mathematical manipulation, the weak forms in the current configuration for

the mechanical field, micromorphic plastic field, and crack phase-field yield∫
Bt

τ

J
: ∇xδudv −

∫
Bt

b · δudv −
∫
∂BN

t

t · δuda = 0, (2.113)

∫
Bt

1
J

(α − ᾱ) δα +
y0l2

p

pp
∇α · ∇δα

 dv = 0, (2.114)

and∫
Bt

1
J

{
−∂g (de)
∂de ⟨Ψ

e+
0 − Ψe

cr⟩ζeδd − ∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζpδd − Gc

lf

(
dδd + l2

f∇d · ∇δd
)}

dv = 0.

(2.115)

Here, b and t are the body and traction forces in the current configuration defined as

b =
B

J
and t =

T

J
√
N ·C−1 ·N

. (2.116)

The state variables (u, α and d) and their variations (δu, δα and δd) are approximated in

a general manner by using second-order NURBS basis functions RI as

u ≈ uh =

nnode∑
I=1

R
IuI , δu ≈ δuh =

nnode∑
I=1

R
IδuI ,

α ≈ αh =

nnode∑
I=1

R
IαI , δα ≈ δαh =

nnode∑
I=1

R
IδαI ,

d ≈ dh =

nnode∑
I=1

R
IdI , δd ≈ δdh =

nnode∑
I=1

R
IδdI ,

(2.117)

Additionally, the element-level residual vectors corresponding to the weak forms Eq.

(2.113), Eq. (2.114) and Eq. (2.115) are given as, respectively,

RI
ui
= −

∫
Bt

τia
h

J
∂RI

∂xa
dv, (2.118)

RI
α = −

∫
Bt

1
J

(αh − ᾱh
n+1

)
R

I +
y0l2

p

pp

∂αh

∂Xa

∂RI

∂Xa

 dv, (2.119)
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and

RI
d = −

∫
Bt

1
J

−∂g
(
deh

)
∂de H eh

n+1ζ
e
R

I −
∂g

(
dph

)
∂dp Hph

n+1ζ
p
R

I −
Gh

c,n+1

lf

(
dh
R

I + l2
f
∂dh

∂Xa

∂RI

∂Xa

) dv.

(2.120)

Here, we have introduced the history variables H e and Hp to ensure the irreversibility of

damage evolution, which was initially proposed by Miehe et al. 40) and is defined in this

study as follows:

H eh
n+1 =


⟨Ψe+h

0, n+1 − Ψe
cr⟩ if ⟨Ψe+h

0, n+1 − Ψe
cr⟩ > H e

n

H eh
n otherwise

Hph
n+1 =


⟨Ψph

0, n+1 − Ψ
p
cr⟩ if ⟨Ψph

0, n+1 − Ψ
p
cr⟩ > Hp

n

Hph
n otherwise

.

(2.121)

Furthermore, the two damage variables, deh
n+1 and dph

n+1, at current time step are, respectively,

updated by

deh
n+1 =

nnode∑
I=1

R
I
{(

dI
n+1 − dI

n

)
ζeχe

n+1 + deI
n

}︸                          ︷︷                          ︸
de I

n+1

and dph
n+1 =

nnode∑
I=1

R
I
{(

dI
n+1 − dI

n

)
ζpχ

p
n+1 + dpI

n

}︸                          ︷︷                          ︸
dp I

n+1

with χe =


1 if Ψe+h

0, n+1 − Ψe
cr > 0

0 otherwise
and χp =


1 if Ψph

0, n+1 − Ψ
p
cr > 0

0 otherwise
.

(2.122)

The tangent matrices are obtained by differentiating the residual vectors with respect to

the state variables. In this study, we introduce the staggered scheme 77) for stable damage

computation. That is, instead of solving three state variables simultaneously, we solve the

mechanical/micromorphic fields and crack phase-field alternately. Then, the original tangent

matricesK yields two blocks,Kep andK f, as follows:

K =


Kuu Kuα Kud

Kαu Kαα Kαd

Kdu Kdα Kdd

 ⇒ Kep =

 Kuu Kuα

Kαu Kαα

 and K f =

[
Kdd

]
, (2.123)
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where

K IJ
uiu j
=

∫
Bt

{
∂RI

∂xa
Ch

ia jb
∂RJ

∂xb

}
dv with Ch

ia jb =
1
J

(
∂τh

ia

∂F jc
Fbc − τib

hδ ja

)
, (2.124)

K IJ
αα =

∫
Bt

1
J


(
1 −
∂ᾱh

n+1

∂α

)
R

I
R

J +
y0l2

p

pp

∂RI

∂Xa

∂RJ

∂Xa

 dv, (2.125)

K IJ
uiα
=

∫
Bt

1
J

∂τ∗iah

∂α

∂RI

∂xa
R

J

 dv, (2.126)

K IJ
αu j
=

∫
Bt

1
J

{
−RI ∂ᾱ

h
n+1

∂F ja

∂RJ

∂Xa

}
dv, (2.127)

and

K IJ
dd =

∫
Bt

1
J

−∂
2g

(
deh

)
∂de2 H eh

n+1ζ
e2
R

I
R

J −
∂2g

(
dph

)
∂dp2 Hph

n+1ζ
p2
R

I
R

J −
Gh

c,n+1

lf

(
R

I
R

J + l2
f
∂RI

∂Xa

∂RJ

∂Xa

) dv.

(2.128)

In order to obtain converged solutions, the staggered iterative process 77) should be con-

ducted, whose specific algorithm is omitted here but is explained in Chapter 4 along with the

proposed diffusive-discrete crack transition scheme.



3 Numerical simulations by CPFIGA

Several numerical examples are presented to demonstrate the ability and performance of the

proposed model. The simulations are conducted using our in-house isogeometric analysis

(IGA) 140) program, which is referred to as “CPFIGA”. For the degrading fracture toughness,

the following two forms are proposed:

Cosinusoidal form: Gc

(
α∗, τ∗p

)
:= (Gc0 −Gc∞) cosp1

(
βG1α

∗

2

)
cosp2

(
βG2τ

∗
p

2

)
+Gc∞

Exponential form: Gc

(
α∗, τ∗p

)
:= (Gc0 −Gc∞) exp (−βG1α

∗) exp
(
−βG2τ

∗
p

)
+Gc∞

with α∗ = ⟨α − αcr⟩ , τ∗p =
〈

1
3

tr [τ0]︸  ︷︷  ︸
τp

−τcr

〉
.

(3.1)

Here, Gc0 and Gc∞ are the initial and critical values. The degradation effects are determined

by both the plastic hardening variable α and the negative hydrostatic pressure τp, for which

saturation parameters, βG1 and βG2, and thresholds, αcr and τcr, are appropriately given. Also,

p1 and p2 are the parameters to determine the slope of cosine functions. Note that the cosi-

nusoidal form is used in the second and third numerical examples, while the exponential one

is used in the last example.

3.1 Exmaple 3-1: Tensile failure of a square element

The first example shows the characteristic features of the proposed model, and its per-

formance is compared with that of the previous models in the literature. Uni-directional

uniform deformation is imposed on a two-dimensional square element with a side length of

he = 1 [mm]. For simplicity, the isotropic linear hardening law Ĥ (ᾱ) = hᾱ is adopted, and

59
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the material parameters for elastoplasticity and damage are listed in Table 3.1.

Table 3.1: Material parameters for the square element.

Parameter Value Unit

Young’s modulus E 200000 [MPa]

Poisson’s ratio ν 0.3 [-]

Initial yield stress y0 1000 [MPa]

Linear hardening parameter h 1000 [MPa]

Plastic length scale parameter lp 5 [mm]

Penalty parameter pp 10000 [-]

Crack length scale parameter lf 5 [mm]

Elastic damage threshold Ψe
cr 0 [MPa]

3.1.1 Parameter study for plastic damage threshold Ψp
cr

First, we present the evolution tendencies relevant to two damage variables, de and dp,

by changing the plastic damage threshold Ψp
cr. Fig. 3.1 shows the stress–total strain curves

as well as the evolutions of damage and hardening variables with respect to the total strain.

Here, two different values of constant fracture toughness, Gc = 100 and Gc = 500, are used,

while ζe = 1 and ζp = 1 are fixed.

As can be seen from Fig. 3.1(a) and Fig. 3.1(b), the stress drop mainly depends on the

threshold value Ψp
cr. Specifically, the larger the threshold value Ψp

cr is, the larger deformation

the material sustains against external loading before exhibiting a rapid stress drop. Also,

while all the cases with Gc = 500 hardly show a decrease in material stiffness before the

rapid stress drop, the cases with Gc = 100 exhibit some decrease from the early stage of

plastic deformation. This is because the amount of elastic strain energy Ψe+
0 is sufficiently

large compared to the smaller value of fracture toughness Gc = 100 and thus able to promote

damage evolution. In fact, for the case with Ψp
cr = 150 & Gc = 100, the elastic damage

variable has already reached de ≈ 0.5 when the plastic damage variable starts to evolve, as

shown in Fig. 3.1(c).
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Fig. 3.1: Stress, damage variables, and hardening variable–total strain curves for the single

square element: Comparisons of the value of threshold Ψp
cr.

In contrast, for all the cases with Gc = 500, the amount of elastic strain energy Ψe+
0 is

relatively small compared to the value of fracture toughness. As a result, damage evolutions

are hardly seen before the plastic damage driving force is activated. Then, the plastic driving

force becomes dominant for damage evolutions, and due to the relation λfζeχe = λfζpχp,
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both the elastic and plastic damage variables have almost the same value, as shown in Fig.

3.1(d). Strictly speaking, however, de = dp is not realized because de also evolves in a purely

elastic state.

In addition, as can be seen from the last graphs in Fig. 3.1(c) and Fig. 3.1(d), the evolution

rate of hardening variable ᾱ is smaller less than the intact case. This is because the two

degradation functions, g (de) and g (dp), are active in the evolution laws of the rate of plastic

deformation dp and the hardening variable ᾱ in Eq. (2.83)1,2. While each case with Gc = 500

exhibits almost the same evolution tendency, the value of hardening variable ᾱ becomes

smaller with smaller plastic threshold Ψp
cr for the cases employing Gc = 100.

3.1.2 Parameter study for plastic damage coefficient ζp

Next, we explore the evolution tendencies of de and dp by changing the plastic damage

coefficient ζp. Fig. 3.2 shows the effect of the coefficient on the stress–total strain curves and

the evolutions of the elastic and plastic damage variables and hardening variable with respect

to the total strain. Again, two different values of the constant fracture toughness, Gc = 100

and Gc = 500, are used, while ζe = 1 and Ψp
cr = 50 are employed for all the cases.

It can be seen from Fig. 3.2(a) and Fig. 3.2(b) that, as ζp is reduced from one, the curves

after the stress drops become gentle. Particularly for some cases with relatively small values

of the plastic damage coefficient ζp, the curves become downwardly concave. This is because

smaller values of ζp are associated with smaller amounts of the plastic driving force and have

been used for damage computation.

In the meantime, as can be seen from Fig. 3.2(c) and Fig. 3.2(d), the evolution tendencies

of de and dp are different from those in the previous investigations in Section 3.1.1. Specif-

ically, only the cases with ζp = 1.0 exhibit the same tendency of damage evolution as those

of Fig. 3.1(c) and Fig. 3.1(d). For all the other cases, the evolution of dp is slower than that

of de because the increasing rates for the elastic and plastic damage variables are not the

same: that is, λfζeχe , λfζpχp reflecting the condition ζe = 1 > ζp. For instance, for the case

“ζp = 0.50” corresponding to the blue dashed line in Fig. 3.2(c), when dp reaches about 0.25
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Fig. 3.2: Stress, damage variables, and hardening variable–total strain curves for the single

square element: Comparisons of the value of coefficient ζp.

at a total strain 0.6, de has already reached about 0.85. It should be noted that dp cannot reach

one with the coefficient ζp < 1. Still, this setup does not contradict the concept of the damage

model, since de ∈ [0, 1] is used to represent the actual material deterioration, as considered in

Eq. (2.57) via the degradation function g (de). On the other hand, in the concept of the crack
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phase-field model, d = 1 represents the crack surfaces. In this context, it is reasonable to

accept d = de when considering actual phenomena even though d and de are independently

determined in the present formulation. Otherwise, an inadequate stress transfer or unrealistic

elastoplastic constitutive response would occur in the region where d = 1 but de , 1.

In the end, as can be seen from the last graphs in Fig. 3.2(c) and Fig. 3.2(d), for all the

cases, the evolution rates of hardening variable ᾱ are smaller than that of the intact case

indicated by the black line. These results are similar to those in the previous parameter study

shown in Section 3.1.1. However, while the value of hardening variable ᾱ becomes smaller

with larger plastic coefficient ζp for the cases with Gc = 100, a simple relation is not found

for the cases with Gc = 500. This is because, for each case with different ζp, the evolution

laws for the rate of plastic deformation dp and hardening variable ᾱ have nonlinear properties

with respect to the degradation functions, g (de) and g (dp), and the relationship between dp

and ᾱ is also nonlinear as can be seen in Eq. (2.84).

3.1.3 Comparison of evolution laws

We compare the responses determined by the evolution laws employed in the proposed

model and those employed in the previous studies 80),83),91). For the previous studies, the

following relationships holds:

dp = λp τ0,dev

∥τ0,dev∥

˙̄α =

√
2
3
λp

ḋe = ḋp = ḋ = λf

with


λp ≥ 0, Φp ≤ 0 and λpΦp = 0

λf ≥ 0, Φf ≤ 0 and λfΦf = 0

. (3.2)

Fig. 3.3 shows the stress–total strain, damage, and hardening variables–total strain curves,

in which the prefix character “o” indicates the results obtained by using Eq. (3.2), while

the curves with the prefix character “n” are obtained by the use of the evolution laws of the

proposed model. Again, we consider two different values of constant fracture toughness,

Gc = 100 and Gc = 500, and ζe = 1 and ζp = 1, for all the cases.
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Fig. 3.3: Stress, damage variables, and hardening variable–total strain curves for the single

square element: Comparisons of the evolution laws.

Fig. 3.3(a) shows the apparently different responses between the two sets of evolution

laws. That is, the green dashed line indicated by “o:Ψp
cr = 100” exhibits a more rapid soften-

ing behavior than the blue dashed line indicated by “n:Ψp
cr = 100”. The difference is due to

the different evolution laws for plasticity. Specifically, the damage evolution does not affect
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the evolution of plastic strain or, equivalently, the plastic hardening variable in the evolution

laws employed in the previous studies represented by Eq. (3.2). This is evidently shown

in the last figure in Fig. 3.3(c). That is, the evolutions of the hardening variable for cases,

“o:Ψp
cr = 0” and “o:Ψp

cr = 100”, are exactly the same as that without damage computation.

Meanwhile, from the same figure, the other two cases “n:Ψp
cr = 0” and “n:Ψp

cr = 100” show

more gentle evolutions of hardening variable. As explained in Section 3.1.1 and Section

3.1.2, these result from the damage variable-dependent evolution laws in Eq. (2.83)1,2. Phe-

nomenologically, the evolution laws of the proposed model appear to be physically reason-

able since the cracked region does not have additional plastic deformation. On the contrary,

in some existing models employing Eq. (3.2), the evolution of plastic deformation affects

damage evolution, but the opposite does not hold. In short, even though d ≈ 1, as shown in

Fig. 3.3, a cracked region still exhibits plastic deformation, which is not physically reason-

able.

On the other hand, as can be seen from Fig. 3.3(b) and Fig. 3.3(d), both sets of evolution

laws lead to almost the same damage evolution regardless of the values of plastic damage

threshold Ψp
cr. As described in Section 3.1.1, for the cases employing Gc = 500, the amount

of elastic driving force is too small to contribute to the damage evolution. Therefore, we may

conclude that when a fracture in the material under consideration exhibits severe dependency

on plasticity or, equivalently when the damage evolution prior to the activation of the plastic

driving force is small, the proposed model performs equivalently to the previous studies

80),83),91).

3.2 Exmaple 3-2: Tensile failure of symmetrically notched

specimen

The second example is devoted to demonstrating the ability of the proposed method to

represent crack initiation and propagation in a two-dimensional structure. For that purpose,

the symmetrically notched tensile specimen illustrated in Fig. 3.4 is taken as a target struc-
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Fig. 3.4: Geometry and boundary conditions for the symmetrically notched specimen.

Table 3.2: Material parameters for the symmetrically notched specimen.

Parameter Value Unit

Young’s modulus E 200000 [MPa]

Poisson’s ratio ν 0.3 [-]

Strength coefficient ya 1169 [MPa]

Pre-strain parameter αb 0.0033 [-]

Hardening parameter βc 0.1 [-]

Plastic length scale parameter lp 0.2 [mm]

Penalty parameter pp 1000 [MPa]

Initial fracture toughness Gc0 500 [N/mm]

Critical fracture toughness Gc∞ 5 [N/mm]

Crack length scale parameter lf 0.2 [mm]

ture. A fine mesh having an element size of he ≈ 0.06 is used for the potentially damaged

region. In this particular example, the Swift hardening function y0 + Ĥ (ᾱ) = ya (ᾱ + αb)βc is

adopted for the hardening behavior. The material properties and other parameters for dam-

age computations are provided in Table 3.2. We consider five analysis cases listed in Table

3.3 with different sets of material parameters for the driving force and the degrading fracture

toughness with the intention of indicating the likelihood of different crack patterns.

The load-displacement curves for five cases are shown in Fig. 3.5. First, let us discuss the
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Table 3.3: Five cases under consideration for the symmetrically notched specimen.

Parameter Case I II III IV V Unit

Elastic damage coefficient ζe 1.0 1.0 1.0 1.0 1.0 [-]

Elastic damage threshold Ψe
cr 0 0 0 0 0 [MPa]

Plastic damage coefficient ζp 1.0 1.0 1.0 0.5 0.5 [-]

Plastic damage threshold Ψ
p
cr 0 0 0 0 100 [MPa]

Saturation parameter βG1 10 15 15 10 5 [-]

Degradation threshold αcr 0 0 0 0 0 [-]

Slope parameter p1 2 2 2 2 2 [-]

Saturation parameter βG2 0.002 0.002 0.0025 0.002 0.002 [1/MPa]

Degradation threshold τcr 300 300 300 300 800 [MPa]

Slope parameter p2 2 2 2 2 2 [-]
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Fig. 3.5: Load-displacement curves for the symmetrically notched specimen.

results for the first three cases, for which the detailed evolutions of elastic & plastic damage

variables and degrading fracture toughness are shown in Fig. 3.6, Fig. 3.7, and Fig. 3.8, re-

spectively. For Case I, a slanted crack path is observed. Specifically, the crack initiates from

the two notch surfaces, and these initial cracks propagate to form a single crack path. It is

instructive that a similar crack propagation behavior is reported in Yin & Kaliske 85). Mean-
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while, with a larger saturation parameter βG1 for ᾱ, a different crack path is found for Case II.

That is, the crack initiates from the middle of two notch surfaces and propagates horizontally

toward the center of the specimen. This is because the accumulation of plastic strain is first

concentrated near the notch surfaces. Also, the material can sustain only a small amount

of deformation before crack initiation due to the larger saturation parameter βG1 compared

to Case I. In addition, as can be seen from Fig. 3.7(f), the leftward crack propagates in an

oblique direction because the accumulation of plastic strain is distributed in that direction.

This tendency is also reported in Ambati et al. 77), Miehe et al. 80), and Aldakheel et al. 89)

with a smaller notch size or a different notch geometry. Here, the asymmetric crack patterns

are due to numerical errors. Moreover, with a larger value for the saturation parameters βG2

and βG1, the crack path for Case III tends to be straight, as shown in Fig. 3.8(i). This is due to

the degrading effect of fracture toughness produced by the negative hydrostatic pressure. To

be specific, the value of βG2τ
∗
p is larger near the center of the specimen than in other regions,

as can be found by comparing the center of the specimen in Fig. 3.9(e) and (h).

On the other hand, Fig. 3.10 and Fig. 3.11 show the detailed evolutions of the elastic &

plastic damage variables and degrading fracture toughness for Cases IV & V, respectively.

For both of these two cases, the plastic damage driving force is decreased, and the degrading

effect of fracture toughness is lowered. Specifically, a smaller plastic damage coefficient

ζp = 0.5 is given for Case IV compared to Case I. Also, in addition to ζp, a plastic damage

threshold Ψp
cr, a smaller saturation parameter βG1, and a larger degradation threshold τcr are

given for Case V. As can be seen in Fig. 3.10 and Fig. 3.11, slanted crack paths are observed

similar to Case I in Fig. 3.6, but the crack initiation mechanism is different. Indeed, the

current two cases provide shear band-induced cracks; that is, the specimen first shows a

necking behavior, then forms a shear band, and the crack eventually initiates from the center

of the specimen, as explained in Han et al. 91) with experimental investigations. For instance,

as can be seen from Fig. 3.10 obtained for Case IV, a distinctive crack initiates at the center of

the specimen and propagates at an angle to form a slanted crack path. It is worth mentioning

that similar failure characteristics are also found in Ambati et al. 77) and Aldakheel et al.



70

(a) u = 1.354 [mm] (b) u = 1.355 [mm] (c) u = 1.356 [mm]
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Fig. 3.6: Detailed evolution of elastic & plastic damage variables and degrading fracture

toughness: Case I.

89). Meanwhile, this type of failure mechanism is also applied to Case V. However, since

the plastic damage driving force or the degrading effect of fracture toughness is decreased,

the crack propagates horizontally to some extent and then bends obliquely. Also, the crack

propagation tends to be more stable than the previous four cases, which can be observed

from the load-displacement curves in Fig. 3.11 as well as the values of displacement in Fig.

3.6, Fig. 3.7, Fig. 3.8, and Fig. 3.10. Although the crack path is not symmetrical due to

the numerical errors, the proposed model is expected to reproduce a crack path similar to a

cup-cone-like failure thanks to the novel degrading fracture toughness involving the effect of

stress triaxiality. Therefore, it is safe to conclude that the proposed model is regarded as a

unification of the existing CPFMs and can mimic various fracture behavior of elastoplastic

materials by adjusting the parameters related to damage.
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(d) u = 1.012 [mm] (e) u = 1.092 [mm] (f) u = 1.099 [mm]

0.0

1.0

0.5

0.0

1.0

0.5

500

0

300

100

Fig. 3.7: Detailed evolution of elastic & plastic damage variables and degrading fracture

toughness: Case II.

3.3 Exmaple 3-3: Cup-cone failure of notched round bar

The third example aims to realize the “cup-cone” failure of a notched round bar (NRB)

subjected to tensile loading. The geometry information with boundary conditions is illus-

trated in Fig. 3.12, and the experimental result is borrowed from Li et al. 169). We conduct

numerical simulations for a 1/8 model to account for the symmetry of the NRB, and a fine

mesh having an element size of he ≈ 0.07 [mm] is used for the potentially damaged region.

In this particular example, the Swift hardening function y0 + Ĥ (ᾱ) = ya (ᾱ + αb)βc is adopted

for the hardening behavior. The material properties are provided in Table 3.4, in which those

for elastoplastic deformation are also taken from Li et al. 169). To demonstrate the character-

istic feature of the proposed model, we consider three analysis cases listed in Table 3.5 with

different sets of material parameters for the damage driving forces and degrading fracture



72

(g) u = 1.012 [mm] (h) u = 1.020 [mm] (i) u = 1.021 [mm]
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Fig. 3.8: Detailed evolution of elastic & plastic damage variables and degrading fracture

toughness: Case III.

Table 3.4: Material parameters for the notched round bar.

Parameter Value Unit

Young’s modulus E 68900 [MPa]

Poisson’s ratio ν 0.33 [-]

Strength coefficient ya 561 [MPa]

Pre-strain parameter αb 0.015 [-]

Hardening parameter βc 0.11 [-]

Plastic length scale parameter lp 0.10 [mm]

Penalty parameter pp 1000 [MPa]

Initial fracture toughness Gc0 20 [N/mm]

Critical fracture toughness Gc∞ 0.50 [N/mm]

Crack length scale parameter lf 0.15 [mm]
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(e) u = 1.092 [mm] (f) u = 1.099 [mm] (h) u = 1.020 [mm] (i) u = 1.021 [mm]
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Fig. 3.9: Detailed evolution of parameters, βG2τ
∗
p and βG1α

∗, in degrading fracture toughness:

Case II and Case III.

Table 3.5: Three cases under consideration for the notched round bar.

Parameter Case I II III Unit

Elastic damage coefficient ζe 1.0 1.0 1.0 [-]

Elastic damage threshold Ψe
cr 0 0 0 [MPa]

Plastic damage coefficient ζp 1.0 0.75 0.50 [-]

Plastic damage threshold Ψ
p
cr 0 6.5 10 [MPa]

Saturation parameter βG1 20 20 20 [-]

Degradation threshold αcr 0 0.005 0.005 [-]

Slope parameter p1 3 2 1 [-]

Saturation parameter βG2 0.02 0.02 0.02 [1/MPa]

Degradation threshold τcr 450 450 450 [MPa]

Slope parameter p2 1 1 1 [-]

toughness.

Fig. 3.13 shows the load-displacement curves, where the experiment result (Exp.169)), a

simulation result without damage (Intact), and three simulation results (Cases I∼III) with

damage are provided. Here, the value of displacement is taken at half the height of the
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(j) u = 1.504 [mm] (k) u = 1.505 [mm] (l) u = 1.505 [mm]
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Fig. 3.10: Detailed evolution of elastic & plastic damage variables and degrading fracture

toughness: Case IV.

1/8 model so that it is equivalent to the gauge displacement measured in the experiment.

As shown in this figure, the curve of Case II is in agreement with experiment one, which

shows a rapid drop of load as soon as the gauge displacement reaches u ≈ 0.57 [mm].

Meanwhile, Case I & Case III exhibit hastened and delayed drops of load compared to Case

I, respectively. This is because the plastic damage threshold & coefficient are not given (or

set Ψp
cr = 0 & ζp = 1.0) for Case I, and the threshold/coefficient is larger/smaller for Case III

than Case II, as shown in Table 3.5. In short, the effect of plastic deformation contributing

to damage evolution is reduced in the order of Case I, II, and III.

Fig. 3.14, Fig. 3.15, and Fig. 3.16 show the detailed evolutions of elastic & plastic dam-

age variables, degrading fracture toughness along with two different cosine functions in Eq.

(3.1). From the distribution of the elastic damage variable de, Case I & Case II show a typ-
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(m) u = 2.180 [mm] (n) u = 2.245 [mm] (o) u = 2.280 [mm]
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Fig. 3.11: Detailed evolution of elastic & plastic damage variables and degrading fracture

toughness: Case V.
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Fig. 3.12: Geometry and boundary conditions for the notched round bar.

ical failure mechanism in cup-cone failure, while Case III has an almost flat crack surface.

Specifically for the first two cases, the crack initiates from the center of the NRB, which is
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Fig. 3.13: Load-displacement curves for the notched round bar.

caused by both the plastic deformation and the negative hydrostatic pressure; see the distri-

butions of two cosine functions cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
in Fig. 3.14(a) and Fig.

3.15(e). Subsequently, as the crack propagates toward the surface of the NRB, the effect

of the plastic deformation-induced damage becomes more prominent than that of the nega-

tive hydrostatic pressure-induced damage, as shown in Fig. 3.14(c) and Fig. 3.15(g). Thus,

the crack eventually becomes inclined. Meanwhile, the slant cracked region becomes less

distinctive in the order of Case I, II, and III. This is because some parameters in Table 3.5

are set to reduce the plastic damage driving force in this order. Therefore, we conclude that

the proposed model can control the relative degree of contribution of damage driving forces

caused by plastic deformation and the negative hydrostatic pressure.

In addition, for better visualization, the crack surface of cup-cone failure is shown in Fig.

3.17, where the region having de ≤ 0.99 is removed, and the outline reveals the fractured

geometry of the NRB. The crack surface is in agreement with the experimental one reported

in Li et al. 169), and therefore, we may argue that the proposed model is able to reproduce the

actual failures of elastoplastic materials.
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(a) u = 0.430 [mm] (b) u = 0.440 [mm] (c) u = 0.462 [mm] (d) u = 0.473 [mm]
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Fig. 3.14: Detailed evolutions of elastic & plastic damage variables, degrading fracture

toughness, and two cosine functions: Case I.

3.4 Exmaple 3-4: Tensile failure of notched specimens (AHSS

sheet)

This section is devoted to demonstrating the ability of the proposed model to predict the

breaking elongation, the transitional behavior from unstable to stable crack propagations,

the load-displacement curves, and the crack initiation positions for single notched specimens

subjected to tensile loading. The numerical results are compared with the experimental ones

obtained by the corresponding tensile tests 151) we have conducted for the purpose of verifi-

cation.
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(e) u = 0.570 [mm] (f) u = 0.576 [mm] (g) u = 0.602 [mm] (h) u = 0.610 [mm]
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Fig. 3.15: Detailed evolutions of elastic & plastic damage variables, degrading fracture

toughness, and two cosine functions: Case II.

3.4.1 Experimental setup and classification of crack growth behavior

A specimen is made of advanced high strength steel sheet (AHSS sheet) “JSC1180” or

“JSC980”. Here, the number after “JSC” refers to its tensile strength in MPa units. The

appearance of the experimental setup is shown in Fig. 3.18(a), in which the specimen is

fixed to the tension testing machine (MTS-810) by two jigs. Photos are taken by a high-speed

camera (NAC MEMRECAM AC-1) and a CCD camera (Ximea MQ042MG-CM), focusing

on the region where the crack initiates and propagates. As illustrated in Fig. 3.18(b), two

specimens with different notch geometries (R = 5.0 [mm] and R = 0.5 [mm]) are used,

and the dark-gray region outside the parallel portion is sandwiched by two plate-like jigs.
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(i) u = 0.685 [mm] (j) u = 0.690 [mm] (k) u = 0.713 [mm] (l) u = 0.723 [mm]
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Fig. 3.16: Detailed evolutions of elastic & plastic damage variables, degrading fracture

toughness, and two cosine functions: Case III.

During experiments, a rate of forced displacement of 1/6 [mm/s] is applied to the entire

surface of the topside jigs, while the downside jigs are immovably fixed; hereafter, this

forced displacement is called “stroke displacement” and is denoted by us. On the other hand,

the relative displacement between the two points shown in Fig. 3.18(b), which is measured

by the CCD camera, is called “gauge displacement” and denoted by ug.

In general, crack propagation behavior can be classified into two states: “stable” and

“unstable” 170). These can be used to classify the observed crack growth behavior in the ex-

periments described above. When the crack growth does not continue without any external

energy supply, it is called “stable crack propagation”, in which the crack resistance increases

with crack propagation (R-curve). Since the speed of stable crack growth is relatively slow,
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(e) u = 0.570 [mm] (f) u = 0.576 [mm] (g) u = 0.602 [mm] (h) u = 0.610 [mm]

Fig. 3.17: Crack propagation of the NRB: Case II (The region having de ≤ 0.99 is removed,

and only the 3/4 crack surface is shown).
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Fig. 3.18: Experimental setup for single notched specimen.

the kinetic energy component may be insignificant. On the other hand, when the crack grows

without any external energy supply, it is called “unstable crack propagation”. The material

acquires kinetic energy from the inertia of the material surrounding the rapidly separating
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crack walls 171). In such dynamic cases, the static equilibrium conditions of Griffith and

Irwin-Orowan no longer apply. Subsequent theoretical works done by Mott 172), Yoffe 173),

and Broberg 174) extended Griffith’s concept by adding the kinetic energy term in the expres-

sion of the total energy balance and exploring the terminal velocity in linear elastodynamics.

Also, see Reference 175).

From the above-described perspective, the crack propagation speed is a possible indicator

for the purpose of classification. In our measurement, the shutter speed of the CCD camera

is set at five fps, and one point for a load-displacement curve is plotted in every frame. In the

following discussions, whether a crack growth is stable or unstable will be determined by the

clearance between two adjacent points in the load-displacement curve, which corresponds to

0.2 seconds. That is, if the clearance is sufficiently large so that curve plotted by points

looks discontinuous, then the crack growth is regarded as an “unstable” state. Otherwise, it

represents a “stable” crack propagation.

3.4.2 Experimental result

First, we summarize the experimental results for JSC1180. Fig. 3.19 shows the load-

displacement curves and snapshots of crack growths for the specimens with notch radii of

R = 5.0 [mm] and R = 0.5 [mm], respectively. Here, the black and gray plots in Fig. 3.19(a)

and (b) indicate the gauge and stroke displacements, respectively. As can be seen from these

figures, a characteristic response is observed for each of the specimens. Specifically, the load

suddenly drops after the peak. During this decrease in load, the gauge displacement increases

significantly from ug ≈ 0.37 [mm] to ug ≈ 1.31 [mm] for the specimen with R = 5.0 [mm]

and ug ≈ 0.24 [mm] to ug ≈ 1.05 [mm] for the specimen with R = 0.5 [mm], while the

stroke displacements us hardly increase. These tendencies result from the crack initiation and

subsequent rapid growth, as can be recognized from Fig. 3.19(c) and (d). Thus, the crack

propagation can be categorized as an unstable crack growth. To be specific, within the time

interval (about 0.2 seconds) starting from (C) to (D) for R = 5.0 [mm] specimen and (I) to

(J) for R = 0.5 [mm] specimen, the crack initiates near the notch, propagates horizontally to
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(d) Crack growth in time series for R = 0.5 [mm]

Fig. 3.19: Experimental results for JSC1180.
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(d) Crack growth in time series for R = 0.5 [mm]

Fig. 3.20: Experimental results for JSC980.
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Fig. 3.21: Various crack initiation positions depending on different tensile strength and notch

geometry.

the right and stops at about 3/4 of the width of specimen.

After the first unstable crack growth, a relatively stable crack growth is observed until

each of the two specimens is finally broken. That is, the load versus stroke and gauge dis-

placements show almost the same tendency right after the peak load. During the stable crack

growth, the load attains “the second peak” for both cases. This is surely due to the rotation

of jigs since it allows the specimen to bend along with the crack growth. In fact, Fig. 3.19(c)

and (d) show that the specimen is moving horizontally to the left; see the transitions from

(C) to (D) and (I) to (J). As the bending mode reduces the effect of tensile loading around

the right portion, it is considered that an increase in tensile load is required for subsequent

crack propagation.

Next, let us describe the experimental results for JSC980. As for the case with JSC1180,

Fig. 3.20 shows the load-displacement curves and snapshots of crack growths for the spec-

imens with two different notch radii. It should be noted here that, unlike JSC1180, JSC980

shows different tendencies depending on the notch radius. That is, for the larger notch radius

(R = 5.0 [mm]), unstable crack growth is confirmed like the results for JSC1180, while

the R = 0.5 [mm] specimen reveals a stable crack propagation throughout the experiment.

Specifically, as can be seen from Fig. 3.20(a) and (b), a rapid drop in the load is observed for

R = 5.0 [mm] but not for R = 0.5 [mm]. These tendencies are also evident in the photos in

Fig. 3.20(c) and (d). To be more specific, in the case of R = 5.0 [mm], the crack initiates and
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propagates horizontally to the right until it extends to about 1/3 of the width of the specimen

within the 0.2 seconds; see the transition from (O) to (P). On the other hand, from (U) to (X),

such a rapid crack growth does not appear, and only a gradual crack propagation is observed.

It can be inferred from these results that the notch radius is also an influential factor in the

crack growth behavior as well as the tensile strength.

Additionally, the crack initiation positions for the four test cases should be noted. The

photographs in Fig. 3.21 show the enlarged views near the notches right after crack initiation.

Here, we have added the results of two JSC590 specimens with the same set of notch radii,

both of which were confirmed to exhibit stable crack growths. As can be seen from these

photos, the position of crack initiation varies depending on both the tensile strength and

notch radius. To be specific, in the case of the specimens with a larger notch radius, the

crack initiates inside the specimen, and a higher tensile strength tends to be associated with

the crack initiation occurring at a position away from the tip of the notch. This difference in

crack initiation position is probably due to the difference in the relative magnitude of failure

resistances against the plastic deformation and the negative hydrostatic pressure. Detailed

discussions will be made later, along with numerical investigations. Meanwhile, the crack

initiation position in the specimen with a notch radius of R = 0.5 [mm] hardly can be

identified from the photos in Fig. 3.21 and therefore would be a suitable target for prediction

by the proposed model.

3.4.3 Exemplification

To exemplify the performance of the proposed model, we first identify the material pa-

rameters in the employed elastoplastic constitutive law. For that purpose, tensile tests were

conducted on an I-shaped flat specimen made of JSC1180 and JSC980 using the same test-

ing machine. Fig. 3.22(a) shows the experimentally obtained relationships between the true

stress and equivalent plastic strain (drawn with black and gray markers) that have been con-

verted from the relationships between the load and gauge displacement. By conducting

calibration, we determined the material parameters as provided in Table 3.6 and obtained
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Table 3.6: Material parameters for single notched specimens.

Parameter Value Unit

JSC1180

Young’s modulus E 196500 [MPa]

Poisson’s ratio ν 0.27 [-]

Strength coefficient ya 1828 [MPa]

Pre-strain parameter αb 0.00053 [-]

Hardening parameter βc 0.11 [-]

Initial fracture toughness Gc0 2000 [N/mm]

Critical fracture toughness Gc∞ 10 [N/mm]

Crack length scale parameter lf 0.6 [mm]

JSC980

Young’s modulus E 196600 [MPa]

Poisson’s ratio ν 0.28 [-]

Strength coefficient ya 1572 [MPa]

Pre-strain parameter αb 0.00055 [-]

Hardening parameter βc 0.14 [-]

Initial fracture toughness Gc0 2000 [N/mm]

Critical fracture toughness Gc∞ 10 [N/mm]

Crack length scale parameter lf 0.6 [mm]

Pseudo-arm

Young’s modulus E 210000 [MPa]

Poisson’s ratio ν 0.30 [-]

the fitted curves (the red and blue solid lines) in the same figure. Here, the Swift hardening

function rp (α) = ya (αb + α)βc is adopted for the hardening behavior of plastic deformation,

and local plasticity is adopted in this example.

As can be seen from Fig. 3.19 or Fig. 3.20, the stroke displacement is much larger than

the gauge displacement, which indicates the stiffness of the testing machine is evidently

reflected. It should also be noted that the bending of specimens is accompanied by the

rotation of jigs. Thus, both the stiffness and rotational effects should be taken into account



87

Table 3.7: Two cases under consideration for single notched specimens.

Parameter Case JSC980 JSC1180 Unit

Elastic damage coefficient ζe 1.0 1.0 [-]

Elastic damage threshold Ψe
cr 0 0 [MPa]

Plastic damage coefficient ζp 0.0 0.0 [-]

Plastic damage threshold Ψ
p
cr +∞ +∞ [MPa]

Saturation parameter βG1 8.5 11 [-]

Degradation threshold αcr 0 0 [-]

Saturation parameter βG2 0.008 0.008 [1/MPa]

Degradation threshold τcr 400 400 [MPa]

in our numerical simulations so that both the load versus the stroke and gauge displacements

individually coincide with experimental results using the same set of material parameters.

Otherwise, the relationship between the load and time would become unrealistic because the

tensile loading (forced displacement) is in accord with time advance. However, modeling

the actual jigs and other parts of the testing machine is not only unnecessarily cumbersome

but also computationally expensive. Thus, to accommodate those effects, a “pseudo-arm”

is attached to each of the ends of the numerical model of the specimen as shown in Fig.

3.22(b) along with the boundary conditions. This pseudo-arm is assumed to be a purely

elastic material, and Young’s modulus and Poisson’s ratio are arbitrarily set at 210 GPa

and 0.3. Then, its geometry is determined by trial and error so that the numerical results

can reasonably be consistent with the experimental ones provided in Fig. 3.19(a) & (b) and

Fig. 3.20(a) & (b) for all four cases. The fitted curves are shown in Fig. 3.22(c) for the

purpose of comparison with the experimentally obtained curves. Note here that no damage

computations have been conducted in this calibration process.

Next, the material parameters for damage computation are determined so that the sim-

ulated load versus the stroke and gauge displacements matches as closely as possible with

those of Fig. 3.19(a) & (b) and Fig. 3.20(a) & (b). Here, the crack length scale parameter

is fixed at lf = 0.6 [mm], so that the element size in the potentially damaged region is set
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Fig. 3.22: Numerical setups for single notched specimens.

to be he ≈ 0.25 ∼ 0.30 [mm]. A trial-and-error procedure is again carried out to finally

determine the parameters provided in Table 3.7. Note that the plastic damage driving force

is not considered in this example, so only the local plasticity is employed.

The numerical results for JSC1180 shown in Fig. 3.23 indicate that the simulated failure

responses conform to the experimental ones. As can be seen from Fig. 3.23(a) for the case

of R = 5.0 [mm], the load exhibits a sudden drop from its peak to about 15 [kN]. During

this decrease in load, the gauge displacement significantly increases from ug ≈ 0.47 to ug ≈

1.48 [mm], whereas only a small increase in the stroke displacement us is obtained. Also, it
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Fig. 3.23: Numerical results for JSC1180.
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Fig. 3.26: Various crack initiation positions (left: before crack initiation, right: after crack

initiation) depending on the degradation of degrading fracture toughness for R = 0.5 [mm].

can be seen from (B)∼(D) in Fig. 3.23(c) that the crack rapidly grows right after the initiation.

After this unstable crack growth, the fracture behavior becomes stable, and the crack grows
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with tensile loading, as indicated from (D)∼(F) in this figure. By using the same set of

material parameters, almost the same tendency of the fracture behavior can be simulated

for the case of R = 0.5 [mm] as can be seen from Fig. 3.23(d). Specifically, within the

time interval (about 0.27 seconds) starting from (H) to (J), the crack initiates near the notch,

propagates horizontally to the right, and stops when it reaches about 3/4 of the width of the

specimen. After this point, the crack grows with tensile loading; see (J)∼(L).

Meanwhile, Fig. 3.24 shows the simulation results for JSC980, which are also in close

agreement with the experimental results. For the case of R = 5.0 [mm], unstable crack

growth is again confirmed to be consistent with the experimental results. To be specific, the

load significantly decreases from the peak to about 30 [kN], and the crack initiates near the

edge of the notch and propagates to about 1/3 of the width of the specimen; see (N)∼(O) in

Fig. 3.24(c). After this period of unstable crack growth, the stable crack growth is simulated

until the specimen finally breaks. In contrast, the result for the case of R = 0.5 [mm]

indicates stable crack growth throughout the numerical simulation. It is confirmed from

Fig. 3.24(d) that the crack inconsiderably propagates after its initiation; see (T) and (U) in

particular. This is probably due to the fact that the specimen with R = 0.5 [mm] attains less

negative hydrostatic pressure and exhibits more ductility than that of R = 5.0 [mm].

In the above discussion, we have demonstrated that the proposed model successfully re-

produces the failure behavior of AHSS sheets. In what follows, its prediction ability for a

crack initiation position is examined. As mentioned in relation to Fig. 3.21, the crack initiates

inside the specimen but not on the notch surface in the case of R = 5.0 [mm]. This is proba-

bly due to the effect of negative hydrostatic pressure developed away from the notch surface,

although the position of the maximum negative hydrostatic pressure and its magnitude seem

to depend on the tensile strength as well as the notch size. Fig. 3.25(a) shows the enlarged

views around the obtained crack initiation position for the JSC1180 specimen using the de-

grading fracture toughness that is degraded only by the accumulated plastic strain, which

is conceptionally equivalent to the results of previous studies 84),85). Note that the damage

evolves in the order from the left view to the right view. As can be seen, the crack initiates
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from the edge of the notch, which is thought to have experienced the most significant plastic

deformation. Additionally, Fig. 3.25(b) shows the corresponding results with the degrad-

ing fracture toughness that is degraded only by the negative hydrostatic pressure. Since the

damage contribution of plastic deformation is neglected in this case, the crack initiates at a

position further away from the notch surface than the actual crack in the experiments. In this

way, neither result is realistic nor consistent with the experimental results.

On the other hand, Fig. 3.25(c) and (d) show enlarged images of the vicinity of the crack

initiation position for the specimen with a R = 5.0 [mm] notch taken from the numeri-

cal results, which correspond to the simulated fractures shown in Fig. 3.23(c) and 3.24(c),

respectively. In the cases of JSC1180 and JSC980, crack initiation occurred at almost the

same position as those of the experiments. It is thus concluded that to accurately predict

crack initiation, at least the damage contribution from both plastic deformation and negative

hydrostatic pressure should be properly taken into consideration. It should also be noted

that since several previous models for ductile fracture 77),79),84),85) focus only on the plastic

deformation-induced damage evolution, they are unable to reproduce this kind of character-

istic feature of crack initiation.

Additionally, Fig. 3.26 shows the enlarged views around the crack initiation positions for

the specimen with R = 0.5 [mm], which correspond to the simulated fractures shown in

Fig. 3.23(d) and 3.24(d). Again, for each figure, the damage evolves in order from the left

view to the right view. As can be seen from these results, the crack initiates slightly inside

the specimen for each of the cases. It should be remembered that we could not identify

the crack initiation position from the experiments because the phenomenon occurred within

a very short period of time, and the notch radius is small. Given that the crack initiation

positions are well reproduced for JSC1180/980 with R = 5.0 [mm], those obtained here can

be presumed to be correct.

Finally, let us summarize our experimental and numerical simulation results. In our ex-

periments, the transitions from unstable to stable crack propagations are observed for AHSS

sheets JSC1180/980. Also, we could observe crack initiation positions for JSC1180/980 with



94

R = 5.0 [mm] but not for JSC1180/980 with R = 0.5 [mm]. Meanwhile, in numerical simu-

lations, we successfully simulated the failure tendency for JSC1180/980 with R = 5.0 [mm]

after conducting calibration. Also, we simulated crack initiations from almost the same

positions as in the experiments for them. Then, by conducting numerical simulations for

JSC1180/980 with R = 0.5 [mm] using the same set of parameters, we found that the crack

propagations, as well as the load-displacement curves, agreed with the experimental results.

Therefore, we concluded that the simulated crack initiation positions for JSC1180/980 with

R = 0.5 [mm] are also correct, even though they were not confirmed in our experiments.



4 Crack phase-field enhanced finite cover

method: CPFFCM

The finite cover method (FCM) 108),109) is a generalization of the FEM and is considered as

an alias for the numerical manifold method (NMM) 107). In the first half of this chapter, the

fundamentals of the FCM are explained, and the spatial and temporal discretizations of the

governing equations derived in Section 2 are presented. Subsequently, in the second half, the

numerical algorithm for realizing the diffusive-discrete crack topological transition, which

we have named “Crack phase-field enhanced finite cover method (CPFFCM)”, is explained

step by step along with graphical explanations.

It is worth mentioning that while the original theory of the FCM is different from that of

the XFEM 105),106), which is also called the GFEM 103),104), the two methods have equivalent

capabilities for capturing the strong discontinuity of a state variable.

4.1 Finite cover method

4.1.1 Mathematical and physical covers

In the FCM, we define two separate domains as shown in Fig. 4.1(a) & (b). One is the

mathematical domainM that is independent of physics, and the other is the physical domain

B that accommodates physical quantities. In what follows, we suppose that the physical

domain is divided into two subdomains B = B[1] ⋃B[2], as shown in Fig. 4.1(b), and that

the mathematical domainM is constructed as a union of a finite number of “mathematical

95
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(a) Mathematical domain (b) Physical domain (c) Mathematical covers (d) Physical covers

Fig. 4.1: Definitions of mathematical and physical covers.

covers”MI:

M =
nM⋃
I=1

MI , (4.1)

where nM is the total number of mathematical covers. Here, the mathematical covers can

be either partially or totally overlapped, as illustrated in Fig. 4.1(c). Additionally, from the

same figure, when describing a physical problem, the mathematical domain does not have to

coincide with the physical domain, although it covers the whole physical domain. Then, the

common region shared by a mathematical coverMI and a physical domain B[α] is called the

“physical cover”, which is denoted by P[α]I . For instance, as shown in Fig. 4.1(d), the two

mathematical covers cover the two physical domains, so four physical covers are defined.

4.1.2 Finite cover approximation

I J

KL

Fig. 4.2: Definition of a mathematical element and weight functions for PU approximation.

The finite cover approximation for a state variable is made over the physical domain

using the partition of unity (PU) property. For each mathematical cover, the corresponding
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(b) Pattern 2

Fig. 4.3: Definition of physical elements.

weight function is defined as follows:

wI (X) ≥ 0 for X ∈ MI

wI (X) = 0 for X <MI
with PU:

nM∑
I=1

wI (X) = 1 on M (4.2)

Then, the common domain of mathematical covers is called the “mathematical element”, and

the union of mathematical elements is called an FCM mesh. Fig. 4.2 illustrates the definition

of mathematical element Bme, which is expressed as

Bme =
⋂

β=I,J,K,L

Mβ. (4.3)

Furthermore, the physical domain is covered by the FCM mesh, and a “physical ele-

ment” is defined as the common domain of the physical covers. Fig. 4.3 shows two patterns

of physical elements for the physical domain B = B[1] ⋃B[2]. In Pattern 1, the FCM mesh

coincides with the physical domain so that the mathematical elements and physical elements

are identical, which is recognized as the discretization of the standard FEM. On the other

hand, in Pattern 2, although the FCM mesh covers the whole physical domain, each math-

ematical element does not need to be compatible with the physical domain. For instance,

the mathematical element Bme partially covers the physical domain B[2], and the common

domain is defined as the physical element B[2]
pe . This is the feature of the FCM and character-
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izes it as a generalized version of the FEM. Additionally, due to the definition of the physical

element in the FCM, an arbitrary discontinuity can be represented.

4.2 Spatial discretization by FCM

The spatial discretization of the FCM is almost the same as that of the FEM. First, let us

postulate the following governing equations, which consider damage evolution in a dynamic

elastoplastic system within the finite strain framework:

• Equilibrium for mechanical field:

∇ · P + ∇ ·
(
C : Ḟ

)
+B = ρ0ü in B0,

P ·N +
(
C : Ḟ

)
·N = T̄ on ∂BN

0 ,

u = ū on ∂BD
0 ,

(4.4)

• Equilibrium for micromorphic plastic field:

pp (α − ᾱ) − y0lp
2∆α = 0 in B0,

∇α ·N = 0 on ∂B0,

(4.5)

• Threshold function for plasticity with loading/unloading conditions:

Φp = ∥τ0,dev∥ −
√

2
3

(
y0 + rp

0

)
≤ 0, ˙̄α ≥ 0, Φp ˙̄α = 0 in B0, (4.6)

• Threshold function for damage with loading/unloading conditions:

Φf = −∂g (de)
∂de ⟨Ψ

e+
0 − Ψe

cr⟩ζe − ∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζp −Gc

(
α∗, τ∗p

) (d − l2
f∆d

lf

)
≤ 0,

ḋ ≥ 0, Φf ḋ = 0 in B0,

∇d ·N = 0 on ∂B0.

(4.7)

Here, one may notice that the above equations combine two models independently explained

in Section 2.3 and Section 2.5. Multiplying the governing equations Eq. (4.4), Eq. (4.5), and

Eq. (4.7) by the corresponding variations {δu, δα, δd}, the weak forms of the mechanical,



99

micromorphic plastic, and damage fields are derived as follows:∫
B0

P :
∂δu

∂X
dV +

∫
B0

ρ0ü · δudV +
∫
B0

(
C : Ḟ

)
:
∂δu

∂X
dV

−
∫
B0

B · δudV −
∫
∂BN

0

T̄ · δudA = 0
(4.8)

∫
B0

(α − ᾱ) δα +
y0l2

p

pp
∇α · ∇δα

 dV = 0, (4.9)

and∫
B0

{
−∂g (de)
∂de ⟨Ψ

e+
0 − Ψe

cr⟩ζeδd − ∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζpδd − Gc

lf

(
dδd + l2

f∇d · ∇δd
)}

dV ≤ 0.

(4.10)

Here, the displacement vector, hardening and damage variables, as well as their variations,

are approximated at the physical element level in a general manner by using the shape func-

tion N I as follows:

u ≈ uh =

npe∑
I=1

N IuI , α ≈ αh =

npe∑
I=1

N IαI , d ≈ dh =

npe∑
I=1

N IdI

δu ≈ δuh =

npe∑
I=1

N IδuI , δα ≈ δαh =

npe∑
I=1

N IδαI , δd ≈ δdh =

npe∑
I=1

N IδdI ,

(4.11)

where N I is the shape function at the global level and is identical to the weight function wI ,

and npe is the number of physical covers constructing a physical element.

Substituting Eq. (4.11) into the weak forms Eqs. (4.8), (4.9), (4.10), we derive the

following node-level (physical cover-level) residuals:

RI
ui,n+1 = −

{∫
B0

(
Ph

ia,n+1
∂N I

∂Xa
+ ρ0üh

i,n+1N I +Ch
iacd,n+1Ḟh

cd,n+1
∂N I

∂Xa
− ρ0g

h
iN I

)
dV

−
∫
∂BN

0

T̄ h
i,n+1N IdA

 ,
(4.12)

RI
α,n+1 = −

∫
B0

(αh
n+1 − ᾱh

n+1

)
N I +

y0l2
p

pp

∂αh
n+1

∂Xa

∂N I

∂Xa

 dV, (4.13)
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and

RI
d,n+1 = −

∫
B0

−∂g
(
deh

n+1

)
∂de H eh

n+1ζ
eN I −

∂g
(
dph

n+1

)
∂dp Hph

n+1ζ
pN I

−
Gh

c,n+1

lf

(
dh

n+1N I + l2
f

∂dh
n+1

∂Xa

∂N I

∂Xa

) dV,

(4.14)

where a subscript n + 1 on a quantity indicates that it is evaluated at time tn+1. Here, to ensure

the irreversibility of the damage evolution, two history variables in Eq. (2.121) have been

introduced.

The tangent matrices in the corresponding linearized equations are obtained by differen-

tiating the residuals with respect to the state variables {u, α, d} as follows:

Kn+1 =


Kuu,n+1 Kuα,n+1 Kud,n+1

Kαu,n+1 Kαα,n+1 Kαd,n+1

Kdu,n+1 Kdα,n+1 Kdd,n+1

 (4.15)

where the components of each block matrix are given as

K IJ
uiu j,n+1 =

∫
B0

∂N I

∂Xa

∂Ph
ia,n+1

∂F jb

∂N J

∂Xb
+ ρ0

∂üh
i,n+1

∂X j
N IN J

+
∂N I

∂Xa

∂Ch
iacd,n+1

∂F jb
Ḟh

cd,n+1 +Ch
iacd,n+1

∂Ḟh
cd,n+1

∂F jb

 ∂N J

∂Xb

 dV,

(4.16)

K IJ
uiα,n+1 =

∫
B0

∂N I

∂Xa

∂Ph
ia,n+1

∂α
N J

 dV, (4.17)

K IJ
uid,n+1 =

∫
B0

∂N I

∂Xa

∂Ph
ia,n+1

∂de ζ
eN J

 dV, (4.18)

K IJ
αu j,n+1 =

∫
B0

{
−
∂ᾱh

n+1

∂F jb
N I ∂N J

∂Xb

}
dV, (4.19)

K IJ
αα,n+1 =

∫
B0


(
1 −
∂ᾱh

n+1

∂α

)
N IN J +

y0l2
p

pp

∂N I

∂Xa

∂N J

∂Xa

 dV, (4.20)
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K IJ
αd,n+1 =

∫
B0

{
−
∂ᾱh

n+1

∂d
N IN J

}
dV, (4.21)

K IJ
du j,n+1 =

∫
B0

−∂g
(
deh

n+1

)
∂de

∂H eh
n+1

∂F jb
ζeN I ∂N J

∂Xb
−
∂Gh

c,n+1

∂F jb

∂N J

∂Xb

1
lf

(
dh

n+1N I + l2
f

∂dh
n+1

∂Xa

∂N I

∂Xa

) dV.

(4.22)

K IJ
dα,n+1 =

∫
B0

−∂g
(
dph

n+1

)
∂dp

∂Hph
n+1

∂α
ζpN IN J −

∂Gh
c,n+1

∂α
N J 1

lf

(
dh

n+1N I + l2
f

∂dh
n+1

∂Xa

∂N I

∂Xa

) dV,

(4.23)

K IJ
dd,n+1 =

∫
B0

−∂
2g

(
deh

n+1

)
∂de2 H eh

n+1ζ
e2N IN J

−
∂2g

(
dph

n+1

)
∂dp2 Hph

n+1ζ
p2N IN J −

Gh
c,n+1

lf

(
N IN J + l2

f
∂N I

∂Xa

∂N J

∂Xa

) dV,

(4.24)

4.3 Temporal discretization by Newton method

By adopting the Newmark method 176), the acceleration and velocity vectors, ün+1 and

u̇n+1, at time tn+1 can be written as

ün+1 =
1

β∆t2
n+1

(un+1 − un − u̇n∆tn+1) − 1 − 2β
2β

ün,

u̇n+1 = u̇n + ∆tn+1 {(1 − γ) ün + γün+1} ,
(4.25)

where β and γ are parameters that determine the ratio of the contributions of the quantities

at consecutive times, tn and tn+1.

On the other hand, the standard numerical damping tensor consists of two terms as fol-

lows:

Cn+1 = cmM n+1 + ckKn+1, (4.26)

where M n+1 and Kn+1 represent the mass and stiffness matrices in this general description

and cm and ck, respectively, are their coefficients. However, in this study, the introduction of
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Fig. 4.4: Drawings of the pseudo damping function.

this matrix is not intended to have the usual damping effect in dynamic problems. Instead, the

damping effect is limited only to damaged physical elements whose mathematical elements

are only partially occupied by the physical domain. Specifically, the following numerical

damping matrix is proposed:

Cn+1 = c∗n+1

(
d̄n, feff

)
K∗. (4.27)
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Here, c∗n+1 is the damping function to be evaluated element by element and is defined as

c∗n+1 = exp
(
−ζ ( feff) g

(
d̄n

))
,

with ζ = min
[
ζmin + exp (ζcof feff) , ζmax

]
, d̄n =

∑npe

I=1 dI
n

npe
, feff = min

V1/s
phy

h̄e
, 1.0

,
(4.28)

where d̄n is the damage variable averaged over a mathematical element and feff is the volume

fraction of the physical domain within a mathematical element. Here, Vphy and h̄e denote

the volume occupied by the physical domain within a mathematical element and the rep-

resentative size of the mathematical element, respectively. Additionally, the coefficient ζ

is computed using three constants, ζmin, ζmax, ζcof, and feff. Since both the averaged dam-

age variable d̄n and the volume fraction feff are independent of the physical quantities at the

current time step tn+1, ∂dc∗n+1 = 0 and ∂uc∗n+1 = 0 hold. It should also be noted that the pro-

posed damping function is defined to have a decreasing property such that ∂g(d̄n)c
∗
n+1 ≤ 0 and

∂ feffc
∗
n+1 ≤ 0; for a better understanding, see Fig. 4.4, which is drawn using the parameters

ζmin = 10, ζmax = 1000, and ζcof = 30. This figure shows that the damping becomes effec-

tive only when the volume fraction of the physical domain is small and the mathematical

element is severely damaged. Additionally, K∗ denotes the pseudo stiffness matrix, whose

tensor components are set to be constant, so that ∂Ch
iacd,n+1/∂F jb = 0 holds in Eq. (4.16). At

a local level, this matrix is defined as

K∗ia jb = λpseδiaδ jb + µpse

(
δi jδab + δibδa j

)
, (4.29)

where λpse and µpse are pseudo material constants.

Substituting Eq. (4.25) and Eqs. (4.27)–(4.29) into Eqs. (4.12) and (4.16), we obtain the

time–discretized residual vector and tangent matrix for the mechanical field as follows:

RI
ui,n+1 = −

{∫
B0

{
Ph

ia,n+1
∂N I

∂Xa
+ ρ0

(
üh

i,n+1 − gh
i

)
N I

+c∗n+1K∗hiacd

∂u̇h
c,n

∂Xd
+ ∆tn+1

(1 − γ) ∂üh
c,n

∂Xd
+ γ
∂üh

c,n+1

∂Xd

 ∂N I

∂Xa

 dV

−
∫
∂BN

0

T̄ h
i,n+1N IdA


(4.30)
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and

K IJ
uiu j,n+1 =

∫
B0

∂N I

∂Xa

∂Ph
ia,n+1

∂F jb

∂N J

∂Xb
+

1
β∆t2

n+1

ρ0δi jN IN J +
γ

β∆tn+1
c∗n+1
∂N I

∂Xa
K∗hia jb

∂N J

∂Xb

 dV.

(4.31)

4.4 Numerical algorithm

Algorithm 2 FC-based staggered iterative algorithm.
1: (% At time step tn, un,k=0 = un−1, αn,k=0 = αn−1, ᾱn,k=0 = ᾱn−1, and dn,k=0 = dn−1 are known.)

2: Update the old velocity and acceleration for the Newmark method: u̇n−1 = u̇n,k=0 and ün−1 = ün,k=0

3: while norm
[
resstag,k

]
> TOLst. do

4: k = k + 1 (% FC-based staggered iteration)

5: NR loop: Compute the damage dn,k with the fixed displacement un,k−1 and the global and local hardening variables αn,k−1 & ᾱn,k−1

6: NR loop: Compute the displacement un,k and the global and local hardening variables αn,k & ᾱn,k with the fixed damage dn,k

7: Update the configuration for computing the deformation gradient: Xn,k+1 = xn,k

8: Compute the staggered iterative residual via Eq. (4.32)

9: if norm
[
resstag,k

]
> TOLst. then

10: Check whether a transition from diffusive to discrete cracks is needed; See Section 4.5 and Reference 177)

11: end if

12: end while

Algorithm 2 presents an overview of the enhanced staggered iterative algorithm to realize

the transition from diffusive to discrete cracks. This algorithm was originally developed for

quasi-static crack propagation problems by Han et al. 177) but can be applied to dynamic and

elastoplastic problems without much modification. Note that the algorithm takes advantage

of both the CPFM and the strong discontinuity of the FCM, allowing a discrete crack path to

propagate and even curve within a short time interval within the finite strain framework.

According to the algorithm, in each FC-based staggered iteration k, the damage field and

the mechanical and plastic fields are alternately computed. When both fields are determined,

the configuration for computing the deformation gradient is updated. Subsequently, the norm

of the error resstag,k, which has a dimensionality equal to the total number of nodes, is

computed as

norm
[
resstag,k

]
with resI

stag,k =
EI

k +K I
k − EI

k−1 − K I
k−1

EI
k +K I

k

, (4.32)
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where •I denotes the value of • at node I. If the value of this norm is smaller than a prescribed

threshold TOLst., the two fields are considered to have converged in the current loading step,

and a new displacement/force increment is imposed for the next loading step. Otherwise, the

necessity of updating explicit crack tips is checked before proceeding to the next FC-based

staggered iteration k + 1.

It is noted that the configuration for computing the deformation gradient Fn,k is updated at

the end of every FC-based staggered iteration. That is, the deformation gradient at the time

step tn is modified at the k-th FC-based staggered iteration using the updated deformation

gradient during the staggered iterative procedure such that

Fn,k = ∆Fn,k · Fn,k−1

= ∆Fn,k · ∆Fn,k−1 · Fn,k−2

= ∆Fn,k · ∆Fn,k−1 · ... · ∆Fn,k=2 · ∆Fn,k=1︸                                         ︷︷                                         ︸
=∆Fn

·Fn−1

with ∆Fn,k =
∂
(
∆un,k +Xn,k−1

)
∂Xn,k−1

=
∂∆un,k

∂Xn,k−1
+ 1.

(4.33)

Although a detailed discussion is not provided here, this incremental modification of the

deformation gradient is effective for maintaining computational stability when the damage

evolves dramatically or when a large deformation is experienced within a single loading step.

On the other hand, the velocity and acceleration from the previous time step, u̇n−1 and ün−1,

are updated only at the beginning of the time step tn.

4.5 Transition scheme from diffusive to discrete crack topolo-

gies

This section presents a transition scheme from diffusive to discrete crack topologies by

enjoying the benefits of both the crack phase-field and a strong discontinuity approach. The

proposed scheme can reproduce the geometry of a discrete crack path that is propagated and

even curved in a short time interval within the finite strain framework.
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4.5.1 Explicit crack tip determination technique

Algorithm 3 presents the overview of the moving circle algorithm 177) that exploits the

feature of non-local damage and determines new explicit crack tips while updating discrete

cracks. Note that while the detailed procedures to determine the center of the circle are

different, the moving circle algorithm is conceptually the same as the medial-axis-based

algorithm proposed by Tamayo-Mas & Rodrı́guez-Ferran 139).

In Step 1, the old explicit crack tip coordinates Xtip,o and the direction vector Vdirc,o for

each crack tip element inel are input. At the same time, the possibility of the appearance

of an additional crack tip is checked. Additionally, the old direction vector is sometimes

modified by the distribution of the spatial gradient of the damage variable. In Step 2, the

average values, d̄inel and d̄ jnel, of the damage variables for inel and the adjacent elements

jnel, respectively, are computed. If the value for one element among them is larger than

the critical value dcr1, then element inel needs to be divided by the explicit opposite crack

surfaces. In Step 3, the representative point of a boundary element knel, Xab,knel, is computed

as follows:

Xab,knel =
∥Xb −Xtip,o∥Xa + ∥Xa −Xtip,o∥Xb

∥Xa −Xtip,o∥ + ∥Xb −Xtip,o∥

with
Xa = C1Xi + (1 −C1)X j, Xb = C2Xk + (1 −C2)Xl

dcr2 = C1di + (1 −C1)d j, dcr2 = C2dk + (1 −C2)dl.

(4.34)

In Step 4, a tentative set of center coordinates of a circle, X̄ct,snel,tnel,unel, is computed using

an arbitrary set of three points, Xab,snel, Xab,tnel, and Xab,unel. When m such tentative center

points have been computed, the new center coordinates are determined as

Xct =

∑m
i=1

[
Wsnel,tnel,unel

]
i

[
X̄ct,snel,tnel,unel

]
i∑m

i=1
[
Wsnel,tnel,unel

]
i

, (4.35)

where Wsnel,tnel,unel is the total distances of three points, which work as a weight. Finally, the

intersection point between the new direction vector Vdirc,n = Xct −Xtip,o and inel becomes

the new explicit crack tip Xtip,n.

After Algorithm 3 has finished, the state variables and the local physical quantities are

mapped from the old to the new nodes and Gaussian points, respectively. Then, the equi-
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Algorithm 3 Moving circle algorithm.
1: Step 1: Input the explicit crack tip coordinate Xtip,o and direction vector Vdirc,o for element inel.

2: if Explicit crack tip does not exist, or an additional tip is needed then

3: Compute the average value of the damage variable d̄inel for one element inel.

4: if d̄inel ≥ dcr1 then

5: for jnel within a radius of C3lf from inel do (% C3 = 2: constant)

6: if d̄ jnel > d̄inel then

7: inel= jnel (% the explicit crack candidate element is changed)

8: if There is an explicitly cracked element knel within a radius of C3lf from inel then

9: A new explicit crack tip is unnecessary, and this algorithm is terminated.

10: end if

11: end if

12: end for

13: end if

14: end if

15: Modify the direction vector Vdirc,o by the spatial gradient of damage variable, ∇d.

16: Step 2: Compute the average values of the damage variable d̄inel & d̄ jnel for inel & the adjacent elements jnel.

17: if max
[
d̄inel, d̄ jnel

]
≥ dcr1 then (% the explicit crack tip is updated)

18: while knel ≤ mnel do (% mmel: circle boundary elements, d̄mnel ≈ dcr2)

19: if di ≤ dcr2 ≤ d j and dk ≤ dcr2 ≤ dl then

20: Step 3: Compute the coordinate Xab,knel by Eq. (4.34).

21: end if

22: end while

23: while snel ≤ mnel do

24: while tnel ≤ mnel do

25: while unel ≤ mnel do (% Three elements should be different from each other.)

26: Step 4: Compute the tentative center coordinate of circle X̄ct with Xab,snel,Xab,tnel,Xab,unel.

27: end while

28: end while

29: end while

30: Compute the new center coordiniate Xct by Eq. (4.35) and update Xtip,n & Vdirc,n.

31: end if

θ
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librium conditions of the mechanical and damage fields are no longer fulfilled since the

positions of the Gaussian points are changed. Thus, an additional NR loop is conducted to

update the geometries around the new crack tips before proceeding to the next FC-based

staggered iteration k + 1. As a result, the “closed” crack surfaces are opened. However, the

opening of a crack tip usually exhibits a large deformation, which is sufficiently large for the

size of the cracked element. Given the degraded stiffness of the cracked elements, the global

NR computations might not converge. Therefore, we propose a stabilization technique in the

following subsection to overcome this concern.

4.5.2 Crack opening stabilization technique

Algorithm 4 Stabilization algorithm for crack opening processes.
1: Determine an initial relaxation parameter Crelax ≥ 1

2: while norm
[
resuα,s

]
> TOLuα do (% NR loop for crack openings: Ru ∈ resuα and Rα ∈ resuα)

3: s = s + 1 (% NR iterations)

4: Assembling loop for the residual vectors Ru,s and Rα,s and the tangent stiffness matricesKuu,s,Kuα,s,Kαu,s, andKαα,s.

5: while inel ≤ tnel do (% tnel: the number of total elements)

6: if inel is a cracked element except for a crack tip element then

7: Obtain pseudo-stiffness by g (de) = max
[
g (de) , gmin

]
8: end if

9: if inel is a crack tip element or an adjacent element around the crack tips then

10: Obtain pseudo-stiffness by g (de) = max
[
g (de) , gmin/s

]
11: end if

12: end while

13: Compute the increments of the displacement vector and global hardening variable, δus and δαs

14: Update the total increments of the displacement vector and global hardening variable, ∆un+1,s and ∆αn+1,s by Eq. (4.37)

15: Update the current displacement vector un+1,s by un+1,s = un + ∆un+1,s

16: Update the global hardening variable αn+1,s by αn+1,s = αn + ∆αn+1,s

17: Crelax = max [Crelax − 1, 1]

18: end while

Strong discontinuities

Adjacent elements of crack tips

Cracked elements Crack tip element

To maintain numerical stability during the opening process of an explicit crack tip under
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quasi-static condition, we introduce a stabilization technique inspired by Mediavilla et al.

123),178). As explained in Algorithm 4, this technique consists of two parts: providing pseudo-

stiffness to severely damaged elements and controlling the correctors of the increments of

the displacement vector and the global hardening variable within a single NR loop.

In general, in each iteration of an NR loop, the residual vectors Ru,s & Rα,s and tangent

stiffness matricesKuu,s,Kuα,s,Kαu,s, andKαα,s are obtained in the finite element assembly

process. Then, the correctors of the increments of the displacement vector and the global

hardening variable, δus and δαs, are obtained by solving the linearized equation constructed

by Eq. (4.12), Eq. (4.13), Eq. (4.16), Eq. (4.17), Eq. (4.19), Eq. (4.20). For the tangent stiff-

ness matrix assembled from the element stiffness matrices of severely damaged elements,

the condition number tends to be so large that the NR computation has difficulty in con-

verging. Additionally, an excessively large displacement corrector may cause the collapse of

finite elements. To suppress the first factor of instability, pseudo-stiffness is given to severely

damaged elements by providing the lowest admissible value gmin for the elastic degradation

function g (de). Specifically, the following modifications are made to the degradation func-

tion:

• For cracked elements except for a crack tip element:

g (de) = max
[
g (de) , gmin

]
• For a crack tip element or an adjacent element around a crack tip:

g (de) = max
[
g (de) , gmin/s

]
, (4.36)

where s denotes the NR iteration number.

Furthermore, to maintain the convergence property of the global NR computations, the

reduction in the second factor of instability is made by modifying the correctors of the dis-

placement vector and the global hardening variable, respectively, such that

∆un+1,s = ∆un+1,s−1 + δus ⇒ ∆un+1,s = ∆un+1,s−1 +
δus

Crelax

∆αn+1,s = ∆αn+1,s−1 + δαs ⇒ ∆αn+1,s = ∆αn+1,s−1 +
δαs

Crelax

, (4.37)
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where Crelax ≥ 1 is introduced as a relaxation parameter. Here, the value of Crelax is gradually

reduced to one at every iteration so that the modified correctors gradually approach the actual

ones.

It should be noted that the NR computation for a finite strain problem involving dam-

age tends to diverge with a high probability without this kind of relaxation. As mentioned

above, this is not only because the tangent stiffness matrix has a bad condition number but

also because the displacement correctors associated with the damaged elements become ex-

cessively large. This relaxation is an artificial modification of the NR method and leads to a

slow convergence rate but has the advantage that convergent solutions are robustly obtained;

this tendency is demonstrated in Section 5.1. It should be noted that the techniques presented

here may be needless within the small strain framework assuming linear elastic responses.

Remark 6 Lowest admissible value gmin: As explained in Section 4.3, the lowest admis-

sible value gmin is given to severely damaged elements, but its reasonable value is difficult

to establish. In light of actual failures, since the regions around discrete crack surfaces are

still sound or only have slight deterioration, a full or nearly full recovery of the degradation

function, i.e., gmin → 1, seems to be reasonable. Nevertheless, such an artificial recovery

would result in an imbalance in the stress state around the crack tip, which may also affect

the geometry of the crack path. In this study, to reproduce the same crack path obtained by

the CPFM along with the standard FEM, we only give a small value gmin = 0.05 ∼ 0.10 to

avoid significantly changing the stress state. Note that the treatment of the stiffness recovery

during the transition process from diffuse to discrete cracks is an open topic and is left as a

future research item.
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Table 4.1: Similarities and differences between previous studies and this study.

Working group
Strain 2D/3D Method Crack tip Targeting problem

When and How crack paths or tips are updated

Giovanardi et al. 129) Small 2D XFEM Implicit Brittle fracture

The regions outside of crack tips are updated at the end of each time step.

Geelen et al. 130) Small 2D XFEM Explicit* Brittle fracture

Crack tips are updated by a switching criterion at the end of each time step.

Muixı́ et al. 131) Small 2D/3D XFEM Implicit Brittle fracture

The regions outside of crack tips are updated at the end of each time step.

Sun et al. 132) Small 2D/3D FEMM Explicit* Brittle fracture

Crack tips are updated by a switching criterion 130) at the end of each time step.

Hussein et al. 133) Small 2D VEM Explicit* Brittle fracture

Crack tips are updated by length minimization problems at the end of each time step.

Yang et al. 134) Small 2D NMM Explicit* Brittle fracture

Crack tips are updated by finding the farthest damaged nodes at the end of each time step.

This study
Finite 2D/3D FCM Explicit Brittle, dynamic, and ductile fractures

Crack tips are updated by the moving circle algorithm at the end of each staggered iteration.

Xtip(step=n)

Discrete crack path

Xtip(step=n+1)

In one loading step [tn,tn+1]

(a) Previous studies

Xtip(step=n)

Discrete crack path

Xtip(step=n+1)

In one loading step [tn,tn+1]

(b) Present study (Algorithm 2)

Fig. 4.5: Example of updating discrete crack surfaces: comparison between previous studies

and this study.

4.6 Similarities and differences between previous studies

and this study

To close this chapter, let us explore the similarities and differences between the previous

studies and this study, as summarized in Table 4.1. First, they have the same motivation

and concept. That is, the crack initiation and propagation steps are predicted by an energy

minimization problem within the CPF framework, while the predicted diffusive crack is rep-
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resented explicitly by introducing a strong discontinuity by a meshfree method. Specifically,

the proposed scheme is similar to those of some previous studies 130),132),133),134) in that both

the crack tips and paths are expressed explicitly. In contrast, this study differs from several

previous studies 129),131), in which the crack tips were treated implicitly. In the former four

studies, the explicit path of a propagated crack was generated only at the end of each loading

step by connecting the old and new crack tips with a straight line. This approach may cause

inconvenience when the crack propagates dramatically at once or while bending within a

single loading step. As illustrated in Fig. 4.5(a), if the crack propagated during one loading

step is curved, the discrete crack path is not consistent with the diffusive path.

On the other hand, we have proposed a different scheme to realize the transition from

diffuse to discrete crack topologies. That is, the explicit crack tips are updated at each FC-

based staggered iteration in the FC-based staggered iterative algorithm with the help of the

technique presented in Section 4.2 and FCM technology. Due to this approach, the proposed

scheme successfully realizes the discrete crack path by tracing the diffusive path, as illus-

trated in Fig. 4.5(b), which demonstrates that the present scheme is superior to other existing

techniques. In addition, while all the previous studies shown in Table 1.1 were made within

the small strain framework, this study adheres to finite strain theory because configuration

changes are often critical to predicting the failure processes of structures. Also, while they

were only applied to the quasi-static brittle fracture problems, the proposed framework can

simulate the brittle and ductile fractures under both the quasi-static and dynamic conditions.

To accomplish crack opening and propagation in a stable manner, we have introduced the

stabilization techniques presented in Section 4.3 and Section 4.5.2 for both the quasi-static

and dynamic conditions, by which the new explicit crack tip is gradually and stably opened.



5 Numerical simulations by CPFFCM

In this chapter, several numerical examples are presented to demonstrate the ability and

performance of the developed method (CPFFCM). In particular, a series of failure events

from the damage initiation to the post-failure phase, occurring in brittle and ductile materials

under quasi-static and dynamic conditions, are simulated.

5.1 Quasi-static brittle fracture

Table 5.1: Material parameters for numerical simulations in Section 5.1.1 ∼ Section 5.1.4.

Parameter Value Unit

Young’s modulus E 200000 [MPa]

Poisson’s ratio ν 0.3 [-]

Fracture toughness Gc 2.7 [N/mm]

Crack length scale parameter lf 0.008 [mm]

This section is devoted to demonstrating the ability of the scheme proposed in the pre-

vious chapter by solving four representative numerical examples describing the quasi-static

brittle fracture. For the sake of comparison, we conduct simulations using both the present

scheme with the FCM and the standard FEM with the conventional CPF model. Throughout

this section, the former is referred to as “CPFFCM”, and the latter is denoted as ”CPFFEM”.

Furthermore, the same set of material parameters listed in Table 5.1 is used for the numerical

examples in Section 5.1.1 ∼ Section 5.1.4. Additionally, we redefine degradation functions

for CPFFEM as g (d) = max
[
g (d) , k

]
with a small value k = 0.0001 to maintain the conver-

113
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gence of the NR computations.

5.1.1 Example 5-1-1: Tensile failure of single-edge notched specimen

Displacement

1
 m

m

0
.5

 m
m

0.5 mm

1 mm

Initial crack

(a) Geometry & boundary condi-

tions

(b) Mesh distribution

Fig. 5.1: Geometry with boundary conditions and mesh distribution for Example 5-1-1.

The first example considers the tensile failure of a single-edge notched specimen, il-

lustrated in Fig. 5.1(a), along with the boundary conditions. In this example, the basic

performance of the proposed scheme is examined, and the necessity of the crack opening

stabilization technique is also discussed. An initial crack is located at the center of the left

edge and has a length of 0.5 [mm]. The right and left edges are fixed horizontally, while the

bottom edge is fixed vertically. Vertical displacement is gradually applied to the top edge

until a crack path separates the specimen. A displacement increment of ∆u = 1 · 10−5 [mm]

is applied at each loading step starting just before the crack forms. Additionally, the element

size he is set at 2he < lf for the potentially damaged region, as shown in Fig. 5.1(b). In

addition, we use dcr1 = 0.98, dcr2 = 0.50, Crelax = 10, and gmin = 0.05 for Algorithm 3 and

Algorithm 4.

In this tension test, we conduct simulations by employing the quadratic and cubic degra-

dation functions, so the number of analysis cases is four. Fig. 5.2 shows the load-displacement

curves for the four cases, in which the left and right figures show the overview and enlarged

view around the load peaks, respectively. Here, Cases Q1 & Q2 employ the quadratic func-
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Fig. 5.2: Load-displacement curves obtained for Example 5-1-1.

(Q1-a) u = 0.00543 (Q1-b) u = 0.00570 (Q1-c) u = 0.00594 (Q1-d) u = 0.00595 [mm]

(Q2-e) u = 0.00543 (Q2-f) u = 0.00570 (Q2-g) u = 0.00594 (Q2-h) u = 0.00595 [mm]

0.0 1.00.2 0.4 0.6 0.8
d  [-]

Fig. 5.3: Snapshots of the crack evolutions obtained for Example 5-1-1 (Cases Q1 and Q2).

tion, while Cases C1 & C2 employ the cubic function. Additionally, Cases Q1 & C1 are

computed by CPFFEM, while Cases Q2 & C2 are computed by CPFFCM. As seen from

this figure, Case Q2 exhibits a slightly faster load drop than Case Q1; see the red and blue

dashed lines in the enlarged view. In fact, the crack propagation process of Case Q2 is also
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slightly faster than that of Case Q1, as shown in Fig. 5.3. Although only a slight difference

is observed here, the difference becomes clear in the following numerical examples. This

tendency is thought to be due to the strong discontinuity representation ability of CPFFCM;

that is, stress transfer does not occur between the crack surfaces in the CPFFCM case. Ad-

ditionally, due to the explicit representation of crack surfaces, the load becomes exactly zero

when the specimen is separated, whereas the load of Case Q1 still has a small value due to

the parameter k = 0.0001 set to maintain the numerical stability, as shown in Fig. 5.2. Note

that similar tendencies and considerations are reported in Geelen et al. 130).

(C1-i) u = 0.00672 (C1-j) u = 0.00672 (C1-k) u = 0.00672 (C1-l) u = 0.00675 [mm]

(C2-m) u = 0.00672 (C2-n) u = 0.00672 (C2-o) u = 0.00672 (C2-p) u = 0.00675 [mm]

0.0 1.00.2 0.4 0.6 0.8
d  [-]

Fig. 5.4: Snapshots of the crack evolutions obtained for Example 5-1-1 (Cases C1 and C2).

On the other hand, the load-displacement curves of Cases C1 & C2 exhibit almost the

same response. That is, they have higher load peaks and reveal more brittle-like failures than

Cases Q1 & Q2. This is due to the property of the cubic degradation function. Specifically,

since the cubic degradation function slightly exhibits a softening behavior up to the peak

stress, Cases C1 & C2 have almost linear load increases. Once they reach the stress peak,

both cases show load reductions in the almost vertical direction until the loads become nearly
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zero. In fact, crack initiation and propagation followed by specimen separation occur in one

loading step with approximately 250 FC-based staggered iterations. The first three stages in

Fig. 5.4 show the crack propagations that occur during the FC-staggered iterative procedure

in one loading step, so the value of displacement does not increase. Additionally, since the

explicit crack tip is updated in each FC-based staggered iteration if needed, the length of its

path gradually increases even in one loading step. If some of the previous studies presented

in Table 1.1 solved this problem, they could update the discrete crack path only at the end

of each loading step. This is somewhat unreasonable when a curved crack appears in a short

time interval, which will be seen in the following numerical examples.
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(b) With the stabilization technique

Fig. 5.5: Relationships between the number of iterations and residuals obtained for Example

5-1-1 (without/with the stabilization technique in Algorithm 4).

In addition, let us use the result of Case C2 to discuss the accomplished numerical sta-

bility of CPFFCM in solving finite deformation problems. Fig. 5.5 shows the relationships

between the numbers of iterations and the residuals at the range in which the first three el-

ements are divided after crack initiation, where the left and right figures, (a) & (b), show

the curves obtained without & with the stabilization technique, respectively. Note here that

the logarithmic residuals of the displacement field are shown, and the relationships for the
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Fig. 5.6: Snapshots of the crack openings obtained for Example 5-1-1 (without/with the

stabilization technique) (Algorithm 4).

crack phase-field are not presented. Here, the labels “digit”, “bf/af” and “itr/res” of “digit-

bf/af-itr/res” in Fig. 5.5 indicate the number of divided elements, the situation before/after

the explicit crack tip update by the FCM, and the iteration/residual curve, respectively. For

instance, “2-af-res” indicates the residual curve of the NR loop immediately after the second

crack is explicitly expressed by the FCM.

As shown in Fig. 5.5(a), which presents the results obtained without the stabilization

technique, the NR computation process diverges when the third divided element opens. In

contrast, although each “af” case in Fig. 5.5(b) does not exhibit a fast convergence behavior,

the logarithmic residual gradually decreases. Additionally, Fig. 5.6 shows the processes of

crack opening for the NR loop “3-af”, where the labels “w/o” and “w” denote the cases with-
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out and with the stabilization technique, respectively. As seen from the top five snapshots that

show the results obtained without the stabilization technique, the improper evaluation of the

displacement around the crack tip results in computational failure. In contrast, as seen from

the middle/bottom five figures showing the distributions of the CPF variable and the lowest

admissible value for pseudo-stiffness, the crack is gradually opened, iteration by iteration,

due to the stabilization algorithm. Thus, the proposed scheme successfully realizes stable

crack opening within the finite strain framework involving severely damaged elements.

Remark 7 Breakdown of computation time: The added cost of CPFFCM to CPFFEM is

relevant to lines 7-11 in Algorithm 2. As explained above, the crack penetrates the specimen

in one loading step for Cases C1 & C2. Then, the computation times by the two methods are

673 seconds for CPFFEM and 1459 seconds for CPFFCM, respectively. More specifically,

for CPFFCM, the breakdown is as follows: 76 seconds (5.2%) for the moving circle algo-

rithm, 32 seconds (2.2%) for the reconstruction of input files defining an updated geometry

with its boundary conditions, 571 seconds (39.1%) for the stabilization, 680 seconds (46.6%)

for the remaining standard CPF computations, and 100 seconds (6.8%) for the switching of

CPF and FCM programs. Depending on the setup, the computation time of CPFFCM takes

about twice as long as that of CPFFEM.

5.1.2 Example 5-1-2: Shear failure of single-edge notched specimen

The second example considers a shear failure of the same specimen presented in the

previous example but with different boundary conditions, as shown in Fig. 5.7(a). Here,

the performance of the moving circle algorithm (Algorithm 3) is investigated along with

its illustration. A horizontal displacement is applied to the top edge, while the right and left

edges are fixed vertically, and the bottom edge is fully fixed. Then, a displacement increment

of ∆u = 2 · 10−6 [mm] is applied at each loading step starting just before crack initiation

occurs. The element size is set at 2he < lf for the potentially damaged region, as shown in

Fig. 5.7(b). Additionally, we use dcr1 = 0.98, dcr2 = 0.60, Crelax = 10, and gmin = 0.05 for the

algorithms in Algorithm 3 and Algorithm 4.
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Fig. 5.7: Geometry with boundary conditions and mesh distribution for Example 5-1-2.
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Fig. 5.8: Load-displacement curves obtained for Example 5-1-2.

Simulations are conducted with CPFFEM (Case S1) and CPFFCM (Case S2) separately.

The obtained load-displacement curves are shown in Fig. 5.8. The curve of Case S2 exhibits

a faster load drop than that of Case S1. As explained in the previous example, this is due to

the strong discontinuity representation as explained before. Fig. 5.9 shows snapshots of the

crack evolution processes for the two cases. Additionally, for further visual understanding,

Fig. 5.10 provides the overlay of Case S1 on S2, where the dotted lines indicate diffusive

cracks with d ≈ 0.95. As seen from these figures, the crack path of Case S2 is in agreement

with that of Case S1. Nevertheless, it is confirmed that CPFFCM certainly shows faster crack
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(S1-a) u = 0.00993 (S1-b) u = 0.01131 (S1-c) u = 0.01191 (S1-d) u = 0.01311 [mm]

(S2-e) u = 0.00993 (S2-f) u = 0.01131 (S2-g) u = 0.01191 (S2-h) u = 0.01277 [mm]

0.0 1.00.2 0.4 0.6 0.8
d  [-]

Fig. 5.9: Snapshots of the crack evolutions obtained for Example 5-1-2.

Implicit crack (CPFFEM)

(S1-a on S2-e) (S1-b on S2-f) (S1-c on S2-g) (S1-d on S2-h)

Fig. 5.10: Overlay of a diffuse crack obtained by CPFFEM on a discrete crack provided by

CPFFCM for Example 5-1-2 (the dotted lines indicate d ≈ 0.95).

propagation than CPFFEM.

Furthermore, for the sake of illustration, Fig. 5.11 provides snapshots of the procedure

in the moving circle algorithm. When the diffuse crack propagates enough to update a new

explicit crack tip (Fig. 5.11(a)&(b)), the center of the moving circle (Fig. 5.11(c)) is deter-

mined by Algorithm 3. Then, if the direction vector originating from the coordinates of the

old crack tip toward the center of the circle penetrates the damaged elements, the explicit
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Fig. 5.11: Illustration of the moving circle algorithm (the dotted lines indicate d ≈ 0.60).

crack tip is updated (Fig. 5.11(d)). As the circle moves in this manner, the trajectory of the

center draws the discrete crack path (Fig. 5.11(e)). Thanks to the moving circle algorithm,

a smooth crack path is explicitly reproduced. This ability may be helpful for solving the

contact problem of divided elements, although it is not yet our current agenda.

5.1.3 Example 5-1-3: Tensile failure of double-edge notched asymmet-

ric specimen
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(a) Geometry & boundary condi-

tions

(b) Mesh distribution

Fig. 5.12: Geometry with boundary conditions and mesh distribution for Example 5-1-3.

The third example targets the tensile failure of a double-edge notched asymmetric spec-

imen, as illustrated in Fig. 5.12(a), along with the boundary conditions. The main objective

of this example is to compare CPFFEM and CPFFCM in terms of numerical stability. In

particular, we show that CPFFCM enables us to conduct simulations until the specimens are
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completely separated, whereas CPFFEM cannot. Additionally, the ability of Algorithm 3

to reproduce the smooth paths of discrete cracks is demonstrated as in the previous exam-

ple. The initial cracks are placed asymmetrically at the left and right edges. We prepare

three geometries with different initial crack lengths and different distances from the top and

bottom edges: Cases D1 & D2 with (a, b, c) = (0.20, 0.20, 0.55), Cases D3 & D4 with

(a, b, c) = (0.30, 0.20, 0.55), and Cases D5 & D6 with (a, b, c) = (0.20, 0.20, 0.585). Here,

CPFFEM is used for Cases D1, D3, and D5, while CPFFCM is used for D2, D4, and D6.

For each geometry, a vertical displacement is given to the top edge, and the bottom edge is

fixed in the vertical direction. A displacement increment of ∆u = 1 ·10−5 [mm] is applied for

each loading step starting just before crack initiation occurs. Furthermore, the element size

he is set at 2he < lf for the potentially damaged region, as shown in Fig. 5.12(b). In addition,

dcr1 = 0.98, dcr2 = 0.50, and C3 = 5 are given for Algorithm 3, and Crelax = 10 & gmin = 0.05

are used in Algorithm 4.
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Fig. 5.13: Load-displacement curves obtained for Example 5-1-3.

Fig. 5.13 shows the load-displacement curves obtained for the six cases, and snapshots

of the crack evolution processes are shown in Fig. 5.14 ∼ Fig. 5.16. Here, the first three

figures of each case are obtained in one loading step, and the last figure corresponds to the

moment either just before the NR computation diverges when using CPFFEM or just after

the specimen is separated by a discrete crack when using CPFFCM. Curved crack paths are
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(D1-a) u = 0.00801 (D1-b) u = 0.00801 (D1-c) u = 0.00801 (D1-d) u = 0.00918 [mm]

(D2-e) u = 0.00801 (D2-f) u = 0.00801 (D2-g) u = 0.00801 (D2-h) u = 0.01348 [mm]
0.0 1.00.2 0.4 0.6 0.8

d  [-]

Fig. 5.14: Snapshots of the crack evolutions obtained for Example 5-1-3: Case D1 and Case

D2.

(D3-i) u = 0.00796 (D3-j) u = 0.00796 (D3-k) u = 0.00796 (D3-l) u = 0.00943 [mm]

(D4-m) u = 0.00796 (D4-n) u = 0.00796 (D4-o) u = 0.00796 (D4-p) u = 0.01348 [mm]
0.0 1.00.2 0.4 0.6 0.8

d  [-]

Fig. 5.15: Snapshots of the crack evolutions obtained for Example 5-1-3: Case D3 and Case

D4.

observed in the first three snapshots for the three geometries, in which the results produced
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(D5-q) u = 0.00790 (D5-r) u = 0.00790 (D5-s) u = 0.00790 (D5-t) u = 0.00873 [mm]

(D6-u) u = 0.00790 (D6-v) u = 0.00790 (D6-w) u = 0.00790 (D6-x) u = 0.01348 [mm]
0.0 1.00.2 0.4 0.6 0.8
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Fig. 5.16: Snapshots of the crack evolutions obtained for Example 5-1-3: Case D5 and Case

D6.

by the CPFFCM are in good agreement with those by the CPFFEM. As explained in Section

4.4, in previous studies, the explicit crack tips were updated at the end of each loading step

by connecting the old and new crack tips with a straight line. In that case, the curved crack

path is difficult to trace. In contrast, the proposed scheme overcomes this inconvenience and

realizes smooth paths for discrete cracks because the explicit crack tips are updated in each

FC-based staggered iteration.

Case D1 Iteration 2 Iteration 3 Iteration 4 Iteration 5

0.0 1.00.2 0.4 0.6 0.8
d  [-]

Fig. 5.17: Illustration of the collapsed element group when the global NR computation di-

verges in CPFFEM: Case D1 in Example 5-1-3.
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Case D2: One crack initiates from a crack surface and conjugates to the other one

Case D4: One crack penetrates the specimen

Case D6: Two cracks conjugate and separate the specimen

0.0 1.00.2 0.4 0.6 0.8
d  [-]

Fig. 5.18: Illustrations of different scenarios involving two crack connections with three

geometries in Example 5-1-3.

On the other hand, as seen from the results of Cases D1∼D4 in Fig. 5.13, the total dis-

placements of CPFFEM are much smaller than those of CPFFCM. This is because the NR

computations diverge when using CPFFEM due to the oscillatory correctors or the collapse

of damaged elements. Fig. 5.17 illustrates an example of a collapsed element group obtained

using CPFFEM at the loading step immediately after (D1-d) in Fig. 5.14. Conversely, the

computations performed using CPFFCM continue until the specimens are separated by dis-

crete cracks. Indeed, thanks to the explicit representations of crack surfaces in CPFFCM,

different scenarios for two crack connections with the three geometries are successfully ob-

tained, as shown in Fig. 5.18. Specifically, for Case D2, when the lower crack tip approaches

the upper crack surface, a new crack tip appears from the middle part of the upper crack
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surface and connects with the lower crack tip. Accordingly, the specimen is separated by

a single crack path, and the upper crack is closed at the end, as shown in Fig. 5.14(D2-h).

Although an area where the physical domains overlap with each other is observed, this can

be avoided if we consider the contact condition between them, which will be another future

research topic. On the other hand, Case D4 is the case in which the upper crack penetrates

the specimen without the appearance of a crack tip on the middle part of the lower crack

surface, and the lower crack is closed at the end; see Fig. 5.15(D4-p) and the middle panel

of Fig. 5.18. In addition, as seen from Fig. 5.16(D6) and the bottom panel of Fig. 5.18 for

Case D6, the upper and lower cracks form a single crack path without ever crossing each

other. Given that these separation scenarios cannot be computed with CPFFEM, we can

safely conclude that CPFFCM endowed with the proposed scheme is more stable in terms of

simulating crack propagations than the conventional methods.

5.1.4 Example 5-1-4: Tensile failure of multiholed specimen

The last example considers the tensile failures of complex geometries without initial

cracks. Two geometries are considered, as shown in Fig. 5.19(a), along with the bound-

ary conditions: Case H1 “5-hole” and Case H2 “7-hole”. The 5-hole specimen has two

half and three whole circular holes, whose center coordinates are set at (x, y) = (0, 0.5),

(0.35, 0.45), (0.6, 0.55), (0.75, 0.5), (1, 0.425) from left to right. On the other hand, the 7-

hole specimen has three large and four small circular holes, whose center coordinates are

set at (x, y) = (0.15, 0.4), (0.5, 0.55), (0.85, 0.5) for the larger holes and (x, y) = (0.3, 0.55),

(0.4, 0.35), (0.65, 0.35), (0.7, 0.6) for the smaller holes from left to right. In the simulations,

a vertical displacement is applied on the top edge, the right and left edges are fixed in the

horizontal direction, and the bottom edge is fixed in the vertical direction. Then, a displace-

ment increment of ∆u = 2 · 10−6 [mm] is applied for each loading step starting just before

crack initiation occurs. The element size he is set at 2he < lf for the potentially damaged

region, as shown in Fig. 5.19(b). Additionally, dcr1 = 0.98, dcr2 = 0.50, C3 = 5, Crelax = 10,

and gmin = 0.10 are used for Algorithm 3 and Algorithm 4.
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Fig. 5.19: Geometry with boundary conditions and mesh distributions for Example 5-1-4.
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Fig. 5.20: Load-displacement curves obtained for Example 5-1-4.

The simulated load-displacement curves for the two geometries are shown in Fig. 5.20,
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H1-a4 u = 0.00841 H1-b4 u = 0.00842 H1-c4 u = 0.00842 H1-d4 u = 0.00903 [mm]

H2-e4 u = 0.00785 H2-f4 u = 0.00834 H2-g4 u = 0.00907 H2-h4 u = 0.00908 H2-i4 u = 0.00913 [mm]
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d  [-]

Fig. 5.21: Snapshots of the crack evolutions obtained for Example 5-1-4.
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0.0 1.00.2 0.4 0.6 0.8
d  [-]

Fig. 5.22: Illustration of severely damaged elements involving oscillatory displacements and

collapsed element groups when the global NR computation diverges in CPFFEM: 5-hole &

7-hole specimens in Example 5-1-4.

in which the left and right figures show the overview and enlarged view around the load

peaks, respectively. As seen in this figure, the results of Case H1 and Case H2 have two and

four load peaks, respectively. Additionally, for each case, an increase in the displacement
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between the adjacent peaks is observed. Fig. 5.21 provides a better understanding of these

multiple load peaks. For Case H1, the crack initiates and propagates until it reaches the

third hole from right to left. Subsequently, additional displacement loading is required to

promote further crack evolution; see (H1-c4) & (H1-d4) in Fig. 5.20 as well. For Case

H2, additional displacement loading is necessary if the crack initiates from the larger hole;

see (H2-e4) & (H2-f4) or (H2-f4) & (H2-g4). It should be noted here that these results

are difficult to compute with CPFFEM because the severely damaged elements diminish the

numerical stability, as demonstrated in the previous numerical examples. For example, Fig.

5.22 shows the unstable results obtained for both geometries using CPFFEM, in which the

severely damaged elements involve oscillatory displacements and collapse for the 5-hole and

7-hole specimens, respectively. It is therefore confirmed that CPFFCM is more stable than

CPFFEM for simulating crack propagation problems.

Furthermore, the mechanisms of crack initiation and propagation are further investigated.

Fig. 5.23 and Fig. 5.24 show the detailed crack evolutions for two selected regions between

the adjacent holes for each of the 5-hole and 7-hole specimens, respectively. As seen in

these figures, these crack propagations possess two main mechanisms. One is that a crack

initiates from one hole and penetrates toward the other. The other is that two cracks initiate

from adjacent holes and propagate to form a single crack path. However, the mechanism

shown in the panel consisting of (h1)∼(h4) in Fig. 5.24 seems to be an exception. In this

case, although multiple cracks initiate from adjacent holes, one of them penetrates toward

the other hole, and the other crack stops increasing and is closed at the end. Based on these

numerical results, we confirm that the proposed scheme can reproduce the crack initiation

and propagation scenarios computed by the energy minimization problem of the crack phase-

field within the finite strain framework.
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Fig. 5.23: Snapshots of the crack evolutions obtained for Example 5-1-4 (Case H1).

5.2 Dynamic brittle fracture

This section is devoted to demonstrating the capabilities of the proposed method in sim-

ulating dynamic fractures involving arbitrary crack initiation, propagation, bifurcation, di-

vision of the original object into multiple portions, and subsequent independent motions of

the divided portions. Four representative numerical examples are presented and discussed
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Fig. 5.24: Snapshots of the crack evolutions obtained for Example 5-1-4 (Case H2).
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regarding the conservation and variation of energy components and the motions of divided

portions by cracks. Note that several well-known benchmark tests, such as the dynamic crack

branching test 179),180) and the Kalthoff-Winkler test 181), are not demonstrated in this study

since they can be performed within the standard framework of incorporating a CPFM into

the FEM. Instead, we focus on fractures involving large deformation and rotation.

As a common setup for the following examples, the components of the displacement

vector u, u1 and u2, correspond to the x and y axes, respectively. Additionally, the numerical

simulations are conducted under the plane strain condition, and β = 0.25 and γ = 0.50 are

used in the Newmark method. Values ζmin = 10, ζmax = 1000, and ζcof = 30 are used for

numerical damping. The energy components in Eq. (2.7) and Eq. (2.15) are computed as

follows:

Elastic strain energy (Ela.): Ee
n+1 =

∫
B0

Ψe (Fn+1, dn+1) dV , (5.1)

Crack generation energy (Fra.): Ef
n+1 =

∫
B0

Ψf (dn+1,∇dn+1) dV , (5.2)

Kinetic energy (Kin.): Kn+1 =

∫
B0

1
2
ρ0∥u̇n+1∥2dV , (5.3)

Dissipation energy of numerical damping (Dis.):

Dn+1 = Dn +

∫
B0

1
2

(
Cn : Ḟn +Cn+1 : Ḟn+1

)
:
∂∆un+1

∂X
dV,

(5.4)

External energy of body force (Bod.): Pb
n+1 = Pb

n +

∫
B0

1
2
ρ0g · ∆un+1dV, (5.5)

and

External energy of traction force (Tra.):
Pt

n+1 = Pt
n +

∫
∂B0

1
2

(Tn + Tn+1) · ∆un+1dA

= Ee
n+1 + Ef

n+1 +Kn+1 +Dn+1 − Pb
n+1

.

(5.6)

Additionally, to better support the reader’s understanding, movies of the following simula-

tions are available in our repository 182).
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5.2.1 Example 5-2-1: Vibration test of cantilever beam

6
0
0
0
 m

m

1000 mm

y

x

Initial velocity

Vertically fixed

Thickness

1000 mm

Gravity g

Fig. 5.25: Geometry with boundary conditions for Example 5-2-1.

Table 5.2: Material parameters for Example 5-2-1.

Parameter Value Unit

Young’s modulus E 1.25 × 10−4 [MPa]

Poisson’s ratio ν 0.48 [-]

Density ρ0 1.0 × 10−9 [kg/mm3]

Gravity g (0,−0.981, 0) [mm/s2]

Pseudo-Lamé’s constant λpse 7.78 [MPa]

Pseudo-Lamé’s constant µpse 0.338 [MPa]

Table 5.3: Numerical simulation cases for Example 5-2-1.

Case Gravity Damping Separation

cb1 − − −

cb2 ✓ ✓ −

cb3 − − ✓

cb4 ✓ ✓ ✓

The first example concerns a vibration test of a cantilever beam. The main objective of

this example is to demonstrate that if the damage is not considered, the energy is conserved
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regardless of the introduction of the body force and numerical damping effects and the dis-

continuity represented by the FCM. Therefore, the computation of the crack phase-field is

not considered here. The geometry of the beam is schematically illustrated in Fig. 5.25 along

with the boundary conditions, and the numerical setup is borrowed from Bonet et al. 183).

Specifically, the element size is he = 250 [mm], and the bottom edge of the beam is fully

fixed. The initial velocity is horizontal and gradually increases in proportion to the height.

The material parameters are provided in Table 5.2. To discuss the effects of the body force,

numerical damping, and breaking of the beam, we consider the four simulation cases listed

in Table 5.3. It should be noted that the damping coefficient in Eq. (4.28) is set to c∗ = 1

in this example to demonstrate the ordinary damping effect but will be consistent with the

definition in Eq. (4.28) in the next three examples. Additionally, the time increment is set to

∆t = 0.125 [s], and the gravitational force is assumed to be only 0.01% of the Earth’s gravity

for visualization purposes to allow the free fall motions of the divided portions of the beam

over a reasonable range of the time to be captured in a single figure.

Fig. 5.26 shows the transitions of the energy components given in Eqs. (5.1)-(5.6). Here,

the crack generation energy is excluded since the damage is not considered in this numerical

example. As seen from the black dashed line in each graph, the energy conservation relations

are satisfied in all the cases. Specifically, the result for Case cb1, in which the effects of the

body force, damping, or beam breakage are not considered, exhibits the same trends as the

results in Reference 183). That is, the kinetic strain energy first reached its maximum value,

followed by the elastic strain energy, as shown in Fig. 5.27. Accordingly, these two energy

components have opposite phases over time; see also the movies posted in our repository

182). This is a simple verification but is the premise upon which the validity of the subsequent

calculations will be discussed.

The results for Case cb2 show similar trends to Case cb1 in terms of the transition of

the energy components. However, the amplitudes of the elastic and kinetic energies are

reduced by the damping effect, as shown in Fig. 5.26(b). Additionally, the dissipation energy

increases with an increasing number of cycles, and the external energy exerted by the body
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Fig. 5.26: Transition trends of energy components for Example 5-2-1. Ela: elastic strain

energy; Kin: kinetic energy; Dis: dissipation energy; Bod: external energy of body force;

Tra: external energy of traction force (Tra=Ela+Kin+Dis-Bod).

force shows increasing and decreasing behavior, as observed in Fig. 5.28. It should be noted

that the initial amplitude of the elastic component in Case cb2 is larger than that in Case cb1

due to the effect of body force.

Meanwhile, as seen from Figs. 5.26(c) & (d), the results for the latter two cases, Case

cb3, and Case cb4, exhibit different trends of motion due to the breaking of the beam. In
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Fig. 5.27: Energy states for Example 5-2-1: Case cb1. Elastic strain energy density in tension

Ψe+ and kinetic energy density K in order from the top.
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Fig. 5.28: Energy states for Example 5-2-1: Case cb2. Elastic strain energy density in tension

Ψe+, kinetic energy density K, dissipation energy density D, and external energy density of

body force Pb in order from the top.

these cases, we intentionally break the original beam horizontally into two, three, and four

portions at the positions y = 3125, 4625, and 1125 [mm] at times t = 100, 200, and 300 [s],

respectively. The frequencies of the curves of the elastic strain and kinetic energies increase
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Fig. 5.29: Trajectories of motion for Example 5-2-1: Case cb3 and Case cb4.

whenever the lengths of the divided portions become shorter. In Case cb4, the amplitudes of

the elastic and kinetic components are also reduced by the damping effect, but the free fall of

the divided portions shows the largest energy component in the latter part of the simulation;

see the magenta and light blue dashed lines in Fig. 5.26(d). To better support the reader’s

understanding, the trajectories of motion in Case cb3 and Case cb4 are illustrated in Fig.

5.29, and corresponding movies are provided in our repository 182). As shown in the figure,

the portions divided from the original beam exhibit individual motions, including rotations.

Additionally, the divided portions in Case cb4 are in free fall because of the introduction of

the body force; see the distances every 80 seconds between the adjacent divided bodies cor-
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responding to the intervals, t = 155.5-235.5, 235.5-315.5 and 315.5-395.5 [s], as indicated

in the right panel of Fig. 5.29.

5.2.2 Example 5-2-2: Rotation test of hollow square plate

10 mm

y

x

1
0
 m

m

6 mm

1 mm

Thickness 1 mm

Fig. 5.30: Geometry with boundary conditions for Example 5-2-2.

Table 5.4: Material parameters for Example 5-2-2.

Parameter Value Unit

Young’s modulus (Quasi-rigid) E 1.5 × 109 [MPa]

Young’s modulus (Elasticity) E 1.5 × 104 [MPa]

Poisson’s ratio ν 0.3 [-]

Density ρ0 1.0 × 103 [kg/mm3]

Fracture toughness Gc 200 [N/mm]

Crack length scale parameter lf 2.0 [mm]

Pseudo-Lamé’s constant λpse 0.577 [MPa]

Pseudo-Lamé’s constant µpse 0.385 [MPa]

The second example concerns a rotation test of a hollow square plate. Fig. 5.30 illustrates

the geometry of the plate along with the boundary conditions. As indicated in this figure, the

following sinusoidal pressure is applied to the three subregions of the plate’s external surface
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Table 5.5: Numerical simulation cases for Example 5-2-2.

Case Damage Damping Separation

hs1 (quasi-rigid) − − −

hs2 (elasticity) ✓ − ✓

hs3 (elasticity) ✓ ✓ ✓

during the first 5 seconds, and no external loading is applied after t > 0.5 [s]:

σ (t) = σ0 f (t) with σ0 = 250 [MPa], f (t) =


sin

(
π

0.5
t
)

if 0 ≤ t ≤ 0.5 [s]

0 otherwise
.

(5.7)

In this example, we consider the effects of damage, for which a quadratic form of the degra-

dation function is employed. The material parameters are provided in Table 5.4, and three

simulation cases, including quasi-rigid and elastic setups, are considered, as listed in Table

5.5. Additionally, the effects of numerical damping are discussed, whereas the body force

is neglected here. The time increment is set to ∆t = 0.001 [s], and the element size is

he = 1 [mm]. It should be mentioned that this example is inspired by the work of Hesch

& Weinberg 45), in which numerical simulations were conducted for flying rigid/elastic L-

shaped specimens with/without damage computation within the finite strain framework. For

Algorithm 3, dcr1 = 0.98 and Crelax = 10 are used.

Fig. 5.31 and Fig. 5.32 show the transitions of the energy components and the trajectories

of motion, respectively, for the three cases. For Case hs1, in which a quasi-rigid body is

assumed, almost all the work done by external loading is transformed into kinetic energy, as

shown in Fig. 5.31(a). Additionally, from Fig. 5.32(a), a horizontal motion involving large

rotation is confirmed; see the motion of the dark blue-colored element and the corresponding

movie 182).

Meanwhile, Case hs2 and Case hs3 assume elastic bodies with damage evolution. As

seen from Figs. 5.32(b) & (c), one severely damaged element is divided at time t ≈ 1.26 [s]

in each case. Accordingly, the crack opens, and the two crack surfaces move independently;



141

0

0.15

0.3

0.45

0.6

0.75

0 1 2 3 4 5

E
ne

rg
y

[J
]

Time [s]

Ela.
Fra.

Kin.
Dis.

Tra.

(a) Case hs1

0

0.3

0.6

0.9

1.2

1.5

0 1 2 3 4 5

E
ne

rg
y

[J
]

Time [s]

Ela.
Fra.

Kin.
Dis.

Tra.

(b) Case hs2

0

0.3

0.6

0.9

1.2

1.5

0 1 2 3 4 5

E
ne

rg
y

[J
]

Time [s]

Ela.
Fra.

Kin.
Dis.

Tra.

(c) Case hs3

Fig. 5.31: Transition trends of all energy components for Example 5-2-2. Ela: elastic strain

energy; Fra: crack generation energy; Kin: kinetic energy; Dis: dissipation energy; Tra:

external energy of initial traction force (Tra=Ela+Fra+Kin+Dis).

see Figs. 5.32(b) & (c). This demonstrates an advantage of the proposed method over some

conventional approaches, such as that of Hesch & Weinberg 45). As seen from their reference

results shown in Fig. 5.32(d), a tendency of damage evolution similar to that in this example

is confirmed; the element is severely damaged while the object is moving horizontally and

rotating. However, since the breaking of the damaged element is not considered, the object
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Fig. 5.32: Trajectories of motion for Example 5-2-2.

is not divided into two portions, and the independent motions of the divided portions cannot

be captured. As a result, the computation will fail due to the collapse of the finite elements.

However, as seen from the black dashed lines in Fig. 5.31(c) & (d), energy conservation

is not satisfied for Case hs2 and Case hs3. Based on the results for Example 5-2-1 and Case

hs1 of the present example, the failure of energy conservation is a unique issue when damage

is computed. There seem to be one minor and two major reasons for this failure. The minor

reason is a numerical error due to the rearrangement of the finite covers for crack division.

In fact, this error also arises in the first and subsequent numerical examples, but they are too

small to be observed. Since this is a unique problem of the FCM as well as several other
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meshfree methods, no deeper discussion is presented here; detailed observations are merely

presented in Appendix A.3.

Meanwhile, one of the major reasons for the failure of energy conservation is the dis-

tortion of severely damaged elements. In fact, as shown in Fig. 5.32(b), the severely dam-

aged elements in Case hs2 exhibit extremely large deformations, which eventually result in

inadequate variations in the energy components and failure of the Newton-Raphson (NR)

computation; see also the black dashed line in Fig. 5.31(b). In contrast, with the introduc-

tion of numerical damping, these extremely large deformations are somewhat mitigated, and

the computation can proceed to the end; see Fig. 5.31(c) and Fig. 5.32(c). Nevertheless,

the black dashed line in Fig. 5.31(c), which is indirectly computed from the relation in Eq.

(5.6)2, still exhibits an increasing tendency. In particular, there is still a trend of unreason-

able energy increase even before the element is severely damaged; see the black dashed lines

within the time range t ∈ [0.5, 1.2] [s] in Fig. 5.31(b) and Fig. 5.31(c).

The other major reason is the ability of finite covers (or linear shape functions) to approx-

imate the damage profiles, which must be responsible for the inappropriate energy increase

observed above. In particular, in fracture simulations, the elastic strain energy usually ex-

hibits second- or third-order nonlinearity in terms of the damage variable and second-order

nonlinearity in the displacement. Hence, the approximation of the damage driving force may

cause overestimation (or underestimation) compared to the actual one, which will eventually

lead to an inappropriate energy increase (or decrease). Although this issue is not further dis-

cussed here, appropriate measures should be adopted against these discrepancies in energy

conservation. For instance, an energy-momentum consistent integrator 45) or a higher-order

approximation function such as NURBS may be helpful for preserving energy conservation;

however, incorporating such a tool into a diffusive-discrete crack transition scheme is chal-

lenging from a program implementation perspective. Hence, further insight into this issue is

left for future work.
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5.2.3 Example 5-2-3: Three-point bending test of notched beam (John-

Shah test)
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Fig. 5.33: Geometry with boundary conditions for Example 5-2-3.

Table 5.6: Material parameters for Example 5-2-3.

Parameter Value Unit

Young’s modulus E 3.14 × 104 [MPa]

Poisson’s ratio ν 0.2 [-]

Density ρ0 2.4 × 10−6 [kg/mm3]

Fracture toughness Gc 0.0165 [N/mm]

Crack length scale parameter lf 1.5 [mm]

Pseudo-Lamé’s constant λpse 1.04 × 10−3 [MPa]

Pseudo-Lamé’s constant µpse 6.94 × 10−4 [MPa]

The third example is dedicated to a three-point bending test of a notched beam, which

is referred to as the John-Shah test 184). In experiments, tests were conducted on several

concrete beams with single notches at different locations, and some characteristic fracture

patterns were observed. The specimen geometry is illustrated in Fig. 5.33 along with the

boundary conditions. Here, χ ∈ [0, 1] is a ratio that controls the position of the notch. Two

points on the bottom edge are fixed vertically, while point loading is applied by forced dis-
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Table 5.7: Numerical simulation cases, crack initiation time, point, and propagation angle

for Example 5-2-3.

Setup Result

Case χ Crack initiation time [s × 10−6] Crack initiation point Crack propagation angle [deg.]

js1 0 648 center (notch) 0

js2 0.5 826 notch 23.4

js3 0.810 1436→ 1446 notch→ center 35.9→ 0.5

js4 0.815 1436 notch and center 37.5 and 0.1

js5 0.825 1476→ 1492 center→ notch 0.4→ 38.5

js6 0.875 1428 center 0

placement (velocity) at the center of the top edge in accordance with the following condition:

u̇ (t) =


u̇2

t
t1

if 0 ≤ t ≤ t1 [s]

u̇2 otherwise
with t1 = 1.96 × 10−4 [s] , u̇2 = 65 [mm/s] .

(5.8)

The material parameters are provided in Table 5.6. Here, the body force of the beam is ne-

glected. The element size within the potentially damaged region is set to he ≈ 0.5 [mm],

and the time increment is set to ∆t = 1 × 10−6 [s] and remains fixed throughout the simula-

tion. It should be noted that since the damage evolution tendency of the employed damage

model, i.e., the volumetric-deviatoric split AT2 model, is not in perfect agreement with that

in actual concrete materials, the black-colored region shown in Fig. 5.33 is assumed to be

intact. Additionally, the fracture toughness value is determined from the peak stress-strain

correspondence of the employed cubic degradation function; see Borden et al. 185). Thus,

the objective of this numerical example is to qualitatively reproduce the dynamic fracture

patterns that were observed in the actual experiments (John-Shah test 184)). For comparison

purposes, six simulation cases with different notch positions are considered, as summarized

in the left two columns of Table 5.7. For Algorithm 3, dcr1 = 0.98, dcr2 = 0.50 and Crelax = 10

are used.
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Fig. 5.34: Reaction force-displacement curves for Example 5-2-3.

(a) Case js1 (χ = 0) (b) Case js2 (χ = 0.500) (c) Case js3 (χ = 0.810)

(d) Case js4 (χ = 0.815) (e) Case js5 (χ = 0.825) (f) Case js6 (χ = 0.875)
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Fig. 5.35: Comparison of crack paths for Example 5-2-3. Deformation magnitude: 50 times.

(a) χ = 0 (b) χ = 0.500 (c) χ = 0.766 (d) χ = 0.875

Fig. 5.36: Experiment results 184) for Example 5-2-3.
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Fig. 5.34 and Fig. 5.35 show the reaction force-displacement curves and final crack pat-

terns, respectively, for the six cases. Additionally, the crack initiation times, initiation points,

and propagation angles are summarized in the right three columns of Table 5.7. Here, the

reaction force is the sum of the forces at the two support points, while the displacement is

the vertical component taken at the center of the top edge. As shown in Fig. 5.34, the peak

value of the reaction force increases as the position of the notch moves away from the center.

Additionally, as shown in Fig. 5.35, the crack initiation positions and propagation angles

for Case js1, Case js2, and Case js6 are in good agreement with the experimental results

184) shown in Fig. 5.36, i.e., the crack initiates from the notch for Case js1 and Case js2 but

does not for Case js6. Indeed, it is known that there is a critical ratio χcrat which the crack

initiation point changes from the notch to the center. According to experimental observa-

tions 184), this ratio has been identified to be χcr ≈ 0.766. However, the ratio obtained from

the employed damage model reads χcr ≈ 0.815, as shown in Figs. 5.35(c), (d), & (e). The

discrepancy between the experimental results and our simulation results is probably due to

the capabilities of the employed damage model. To bring the simulation results closer to the

experimental ones, the damage driving force should be modified to match the response of

actual concrete, and another failure mechanism, such as cohesive force, may be needed; for

example, refer to several other damage models 46),55),34),186). These modifications are left to

future work, but it can nevertheless be concluded that the developed scheme can reproduce

several typical dynamic fracture patterns qualitatively observed in the experiments.

5.2.4 Example 5-2-4: Impact failure of L-shaped plate

The last example concerns the impact test of an L-shaped plate and aims to demonstrate

a series of dynamic fracture events that involve arbitrary crack initiation, propagation, bi-

furcation, division of the original object into multiple portions, and independent motions

of the divided portions. The geometry and boundary conditions are illustrated in Fig. 5.37.

As schematically visualized in this figure, the top edge is fully fixed, while the following
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Fig. 5.37: Geometry with boundary conditions for Example 5-2-4.

Table 5.8: Material parameters for Example 5-2-4.

Parameter Value Unit

Young’s modulus E 1.5 × 104 [MPa]

Poisson’s ratio ν 0.3 [-]

Density ρ0 1.0 × 103 [kg/mm3]

Gravity g (0,−9.81, 0) [mm/s2]

Fracture toughness Gc 1.0 [N/mm]

Crack length scale parameter lf 0.015 [mm]

Pseudo-Lamé’s constant λpse 0.577 [MPa]

Pseudo-Lamé’s constant µpse 0.385 [MPa]

sinusoidal pressure is horizontally or vertically applied to the right edge:

σ (t) = σ0 f (t) with σ0 = 15 [MPa], f (t) =


sin

(
π

0.005
t
)

if 0 ≤ t ≤ 0.005 [s]

0 otherwise
.

(5.9)

Here, the black-colored regions are assumed to be intact in the simulations. For convenience,

the two cases of horizontal and vertical pressure are called “Case lh” and “Case lv”, respec-

tively. The material parameters are provided in Table 5.8, where the gravitational force is

assumed to be 0.1% of Earth’s gravity for visualization purposes. The cubic degradation

function is employed to represent the deterioration of the material. Additionally, the element

size within the potentially damaged region is set to he ≈ 0.005 [mm], and the time incre-
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ment is set to ∆t = 4 × 10−5 [s] throughout the simulations. For Algorithm 3, dcr1 = 0.98,

dcr2 = 0.50 and Crelax = 10 are used.
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(c) Case lv (0 ≤ t ≤ 0.08 [s])
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Fig. 5.38: Transition trends of all energy components for Example 5-2-4. Ela: elastic strain

energy; Fra: crack generation energy; Kin: kinetic energy; Dis: dissipation energy; Bod: ex-

ternal energy of body force; Tra: external energy of traction force (Tra=Ela+Fra+Kin+Dis-

Ext).

The transitional trends of the energy components and snapshots of the crack propagation

processes are shown in Fig. 5.38 and Fig. 5.39, respectively. As shown in Fig. 5.39, the
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(a) Case lh t = 0.048 [s] t = 0.056 [s] t = 0.064 [s] t = 0.070 [s] t = 0.080 [s]

(b) Case lv t = 0.009 [s] t = 0.024 [s] t = 0.045 [s] t = 0.059 [s] t = 0.080 [s]
0 1

d

Fig. 5.39: Snapshots of crack propagations for Example 5-2-4.

crack initiation times, positions, and propagation directions vary with the applied pressure:

Case lh exhibits a single horizontal crack without bifurcation, whereas Case lv exhibits an

oblique crack direction with bifurcation. Additionally, the crack propagation speeds vary,

and the crack surfaces are alternately opened and closed by the transfer of stress waves; see

also the corresponding movies 182). Moreover, when the external energy of the traction force

is indirectly computed from the relation in Eq. (5.6)2, inappropriate increases are confirmed;

see the black dashed lines in Fig. 5.38(a) and Fig. 5.38(c). As explained in Section 4.2,

these tendencies are probably due to the limited approximation ability of the employed linear

finite covers. In contrast, energy conservation is satisfied before crack initiation and after the

division of the plates by the propagating cracks; see the black dashed lines in Fig. 5.38(b)

and Fig. 5.38(d).

On the other hand, the motions in Cases lh and lv after division are shown in Fig. 5.40 and

Fig. 5.41, respectively. Here, the displacement values are taken from the white point at the

top of the right edge, as indicated in Fig. 5.37. Fig. 5.40 shows that while the motions in the
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Fig. 5.40: Displacement-time curves for Example 5-2-4.

y direction are consistent with free fall, those in the x direction exhibit different tendencies in

the two cases. Specifically, translation with an almost constant velocity and small oscillations

is observed in Case lh, while rotation seems to be dominant in Case lv. Fig. 5.41(b) shows

that the divided portion is indeed in free fall while rotating. It should be noted that the fall

speed in Case lv is faster than that in Case lh because of the initial loading direction; see also

the corresponding movies 182).

Based on the presented simulation results, we confirm that a series of dynamic fracture

events from arbitrary crack initiation to independent motions of the divided portions of the

broken object is successfully simulated with the proposed approach. Since several trends of

motion involving large rotations cannot be adequately captured by a simulation assuming the

small strain framework, the proposed method can be regarded as a promising and reasonable

candidate for dynamic fracture simulations with large translations and rotations.
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Fig. 5.41: Trajectory of motion for Example 5-2-4.

5.3 Ductile fracture

This section is devoted to demonstrating the ability of the proposed scheme with three

representative numerical examples describing ductile fracture. In particular, in the last nu-

merical example, another cup-cone failure simulation is conducted to reproduce the discrete

cup-cone crack surfaces. The proposed model, whose formulation is derived in Section 2.5,

is used for damage computations, and different crack evolution trends are demonstrated by

changing the values regarding damage driving force and degrading fracture toughness. Note

that the cosinusoidal form in Eq. (3.1) is employed in this section.
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5.3.1 Example 5-3-1: Tensile failure of I-shaped specimen

R=10 mm

60 mm

Displacement

1
4
0
 m

m

Fully fixed

Fig. 5.42: Geometry with boundary conditions for Example 5-3-1.

Table 5.9: Material parameters for Example 5-3-1.

Parameter Value Unit

Young’s modulus E 190000 [MPa]

Poisson’s ratio ν 0.29 [-]

Initial yield stress y0 343 [MPa]

Linear hardening parameter h 300 [MPa]

Critical yield stress y∞ 680 [MPa]

Saturation parameter βy 16.93 [-]

Plastic length scale parameter lp 1.5 [mm]

Penalty parameter pp 1000 [MPa]

Fracture toughness Gc 25 [N/mm]

Crack length scale parameter lf 1.5 [mm]

The first example is devoted to demonstrating the performance of CPFFCM for ductile

fracture. For this purpose, an I-shaped specimen subject to tensile loading is considered,

whose geometry and boundary conditions are illustrated in Fig. 5.42. The material parame-

ters and five simulation cases are presented in Table 5.9 and Table 5.10, respectively. Here,

the degrading fracture toughness is assumed to be constant, and only the plastic damage
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Table 5.10: Numerical simulation cases for Example 5-3-1.

Parameter Case i1 i2 i3 i4 i5 Unit

Elastic damage coefficient ζe 1.0 1.0 1.0 1.0 1.0 [-]

Elastic damage threshold Ψe
cr 0 0 0 0 0 [MPa]

Plastic damage coefficient ζp 1.0 1.0 1.0 1.0 1.0 [-]

Plastic damage threshold Ψ
p
cr 0 5 15 30 45 [MPa]

threshold Ψp
cr changes for the five cases. Note that the numerical setup in this example is

equivalent to some CPFMs 87),80),83), in which only the plastic damage driving force, in ad-

dition to the elastic contribution, is employed to compute damage evolution. The cubic

degradation function is used to represent the deterioration of material stiffness, and the Voce

hardening function Ĥ (ᾱ) = hα + (y∞ − y0)
(
1 − exp

(
βyα

))
is adopted for the hardening be-

havior. Additionally, a fine mesh having an element size of he ≈ 0.50 [mm] is used for the

potentially damaged region. For Algorithm 3 and Algorithm 4, dcr1 = 0.98, dcr2 = 0.50,

Crelax = 10, and gmin = 0.05 are used.
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Fig. 5.43: Load-displacement curves for Example 5-3-1.

The load-displacement curves for the five cases are shown in Fig. 5.43. Here, the forced

displacement is applied until the value of 15 [mm] even after the specimen is separated by a

crack. As seen in the figure, the distinctive drop of the load, i.e., the severe damage evolution,
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is delayed by providing a larger value of the plastic damage threshold Ψp
cr. This trend affects

the crack initiation position as well as its propagation mechanism; see Figs. 5.44, 5.45, 5.47,

5.48, and 5.49 that show the deformation of the specimen and the detailed evolution of elastic

damage variable de. Here, the labels in these figures correspond to those in Fig. 5.43.

Displacement y [mm]
0 14.69 0 1

(a) u = 2.00 [mm] (b) u = 2.01 [mm] (c) u = 2.02 [mm] (d) u = 14.69 [mm]

Fig. 5.44: Snapshots of deformation and detailed evolution of elastic damage variable de for

Example 5-3-1: Case i1. The top row shows the vertical displacement, and the bottom row

shows the elastic damage variable.

For Case i1 and Case i2, the crack propagation occurs at the center and the upper side

of the specimen prior to and in the middle of the localization of the plastic deformation, as

shown in Fig. 5.44 and Fig. 5.45. To be specific, the damage evolution mechanism for Case

i1 is as follows:

1. The specimen experiences almost uniform plastic deformation.
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Displacement y [mm]
0 14.39 0 1

(e) u = 3.96 [mm] (f) u = 3.97 [mm] (g) u = 3.98 [mm] (h) u = 14.39 [mm]

Fig. 5.45: Snapshots of deformation and detailed evolution of elastic damage variable de for

Example 5-3-1: Case i2. The top row shows the vertical displacement, and the bottom row

shows the elastic damage variable.

2. The damage occurs at the center of the specimen prior to necking.

3. The damage causes the localization of the plastic deformation.

4. The oblique crack path is made by plastic deformation.

On the other hand, that for Case i2 is as follows:

1. The accumulation of the plastic strain changes its evolution tendency from uniform to

localizing.

2. The damage occurs in the meantime of the transition of the evolution tendency.

3. The crack initiates the upper side of the specimen prior to the localization.
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Case i1 Case i2 Case i3 Case i4 Case i5

Fig. 5.46: Snapshots of the localization of global hardening variable α immediately before

crack initiation for Example 5-3-1. The maximum value in each snapshot is shown in red

and the minimum value in blue.

4. The accumulation of the plastic deformation concentrates at the location of the strain

localization, and the oblique crack path is eventually made.

To facilitate these discussions, Fig. 5.46 would be helpful, which shows the localization of

global hardening variable α immediately before crack initiation for five cases. As can be

seen from the figure, typical necking behavior and subsequently appearing shear band are

not confirmed for Case i1 and Case i2.

Meanwhile, by providing a larger value of the plastic damage threshold Ψp
cr, the shear

band due to the localization of the plastic deformation appears, specifically for Case i4 and

Case i5, as shown in Fig. 5.46. Accordingly, the severe damage evolution occurs at the cen-

ter of the specimen; see Fig. 5.47, 5.48, and 5.49. It is worth mentioning that the diffusive

damage region becomes more narrow as the plastic damage threshold Ψp
cr becomes larger.

This is because the distinctive damage evolution is delayed, and therefore the damage occurs

only at the location of larger plastic deformation. Additionally, for all the cases, the forced

displacement is given to the separated upper segment until the value u = 15 [mm], and the

large displacement differences are confirmed, which are difficult to be realized by the con-

ventional FEM; see the last snapshots in Figs. 5.44, 5.45, 5.47, 5.48, and 5.49. It is worth
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Displacement y [mm]
0 14.17 0 1

(i) u = 6.72 [mm] (j) u = 6.73 [mm] (k) u = 6.74 [mm] (l) u = 14.17 [mm]

Fig. 5.47: Snapshots of deformation and detailed evolution of elastic damage variable de for

Example 5-3-1: Case i3. The top row shows the vertical displacement, and the bottom row

shows the elastic damage variable.

mentioning that elastic unloading occurs on the divided segments, but due to the irreversibil-

ity of the plastic deformation, residual deformation is visible, unlike elastic systems. In this

context, we may argue that the developed CPFFCM successfully transfers the diffusive crack

computed by CPFM for the ductile fracture to the discrete representation.

5.3.2 Example 5-3-2: Tensile failure of asymmetrically notched speci-

men

The second example targets the tensile failure for an asymmetrically notched specimen.

The objective of this example is to demonstrate the realization of ductile fracture having

discrete crack surfaces by CPFFCM and to reproduce different crack patterns by changing
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Displacement y [mm]
0 14.09 0 1

(m) u = 9.56 [mm] (n) u = 9.57 [mm] (o) u = 9.58 [mm] (p) u = 14.10 [mm]

Fig. 5.48: Snapshots of deformation and detailed evolution of elastic damage variable de for

Example 5-3-1: Case i4. The top row shows the vertical displacement, and the bottom row

shows the elastic damage variable.

the parameter βG2 in the degrading fracture toughness, i.e., demonstrating the negative hy-

drostatic pressure-induced damage evolution in addition to the plasticity-induced one. The

geometry of the specimen is schematized in Fig. 5.50 along with the boundary conditions:

the bottom edge of the beam is fully fixed, while a vertical displacement is imposed on the

top edge. Also, the material parameters and four simulation cases are provided in Table

5.11 and Table 5.12, respectively. In this particular example, the cubic degradation function

is used to represent the deterioration of the material stiffness, the Voce hardening function

Ĥ (ᾱ) = hα + (y∞ − y0)
(
1 − exp

(
βyα

))
is adopted for the hardening behavior. In addition, a

fine mesh having an element size of he ≈ 0.20 [mm] is used for the potentially damaged re-

gion. For Algorithm 3 and Algorithm 4, dcr1 = 0.98, dcr2 = 0.50, Crelax = 10, and gmin = 0.05
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Displacement y [mm]
0 13.62 0 1

(q) u = 11.62 [mm] (r) u = 11.63 [mm] (s) u = 11.64 [mm] (t) u = 13.62 [mm]

Fig. 5.49: Snapshots of deformation and detailed evolution of elastic damage variable de for

Example 5-3-1: Case i5. The top row shows the vertical displacement, and the bottom row

shows the elastic damage variable.

are used.

The load-displacement curves for four cases are shown in Fig. 5.51. Also, the de-

tailed evolutions of elastic damage variable de and two degradation terms, cosp1 (βG1α
∗/2) &

cosp2
(
βG2τ

∗
p/2

)
, for the degrading fracture toughness Eq. (3.1) are shown in Fig. 5.52∼Fig.

5.55, respectively. As be seen from Fig. 5.51, for each case, a rapid load decrease is con-

firmed after a gradual one, which implies that the crack propagates from stably to unstably.

In fact, for instance, Fig. 5.52 shows that the crack propagates stably in the displacement

range u ∈ [0, 2.18] [mm], but the specimen is suddenly separated by the crack afterward.

Note that similar crack propagation behavior is also observed in the other three cases; see

Fig. 5.53∼Fig. 5.55.



161

R=2.5 mm

18 mm

Fully fixed

Displacement

5
0
 m

m

2
0
 m

m

Fig. 5.50: Geometry with boundary conditions for Example 5-3-2.

Table 5.11: Material parameters for Example 5-3-2.

Parameter Value Unit

Young’s modulus E 220000 [MPa]

Poisson’s ratio ν 0.3 [-]

Initial yield stress y0 810 [MPa]

Linear hardening parameter h 1500 [MPa]

Critical yield stress y∞ 1000 [MPa]

Saturation parameter βy 100 [-]

Plastic length scale parameter lp 1.0 [mm]

Penalty parameter pp 2000 [MPa]

Initial fracture toughness Gc0 500 [N/mm]

Critical fracture toughness Gc∞ 50 [N/mm]

Crack length scale parameter lf 0.6 [mm]

Next, let us discuss the relationship between the crack path and the given parameters for

damage computation. As listed in Table 5.12, the saturation parameter βG2 is set zero for Case

h1 but nonzero for the other three cases, i.e., the negative hydrostatic pressure-induced dam-

age evolution is neglected in Case h1 but considered in Cases h2, h3, and h4. Accordingly,

Case h1 has a typical crack path to the one obtained from an elastoplastic damage model only
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Table 5.12: Numerical simulation cases for Example 5-3-2.

Parameter Case h1 h2 h3 h4 Unit

Elastic damage coefficient ζe 1.0 1.0 1.0 1.0 [-]

Elastic damage threshold Ψe
cr 0 0 0 0 [MPa]

Plastic damage coefficient ζp 1.0 1.0 1.0 1.0 [-]

Plastic damage threshold Ψ
p
cr 0 0 0 0 [MPa]

Saturation parameter βG1 10 10 10 10 [-]

Degradation threshold αcr 0.05 0.05 0.05 0.05 [-]

Slope parameter p1 2 2 2 2 [-]

Saturation parameter βG2 0 0.002 0.003 0.004 [1/MPa]

Degradation threshold τcr 800 800 800 800 [MPa]

Slope parameter p2 2 2 2 2 [-]
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Fig. 5.51: Load-displacement curves for Example 5-3-2.

considering the plastic deformation into damage computation; the remaining three cases ex-

hibit different trends. That is, by increasing the parameter βG2, the crack initiation and initial

propagation from notches tend to be horizontal. In particular, the initially propagated crack

of Case h4 somewhat resembles the one computed by a CPFM for brittle fracture; see Fig.

5.55(o) and Fig. 5.57. Also, as shown in the second and third rows in Fig. 5.53∼Fig. 5.55,

the crack paths initially follow the degrading tendencies of the function cosp2
(
βG2τ

∗
p/2

)
that
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(a) u = 1.84 [mm] (b) u = 2.07 [mm] (c) u = 2.18 [mm] (d) u = 2.19 [mm]

Fig. 5.52: Detailed evolution of elastic damage variable de and two degradation functions,

cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
, for degradaing fracture toughness in Eq. (3.1): Case h1.

are determined by the negative hydrostatic stress. Additionally, Fig. 5.56 illustrates the crack

paths of four cases in the initial configuration, which is helpful for understanding the damage

driving trend by the negative hydrostatic stress. Hence, enjoying the feature of the diffusive-

discrete crack transition scheme, the discrete crack is successfully simulated, which allows

comparisons between several cases considering different parameters for damage. As a side

note, by introducing the discrete crack, the load becomes exactly zero in Fig. 5.51, and the

upper divided segment can move up, as demonstrated in the previous example.

5.3.3 Example 5-3-3: Cup-cone failure of smooth/notched round bars

The last example is devoted to reproducing the cup-cone failure for smooth/notched

round bars (SRB and NRB). The objective of this example is to show the capability of the

CPFFCM in simulating ductile fracture for three-dimensional problems. The geometries of
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(e) u = 1.76 [mm] (f) u = 1.98 [mm] (g) u = 2.07 [mm] (h) u = 2.08 [mm]

Fig. 5.53: Detailed evolution of elastic damage variable de and two degradation functions,

cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
, for degradaing fracture toughness in Eq. (3.1): Case h2.

the SRB and NRB are illustrated in Fig. 5.58 along with the boundary conditions: the bottom

surface of each round bar is fully fixed, and a vertical displacement is imposed on the top

surface. Also, the material parameters are listed in Table 5.13, in which the parameters re-

lated to the elastoplastic response have been borrowed from References 187),188). Meanwhile,

the parameters concerning damage evolution are determined by trial-and-error calibration to

meet the failure trend of SRB in the experiments 187),188). In this particular example, the cubic

degradation function is used to represent the deterioration of the material stiffness, and the

Voce hardening function Ĥ (ᾱ) = hα+ (y∞ − y0)
(
1 − exp

(
βyα

))
is adopted for the hardening

behavior. Here, the spatial gradient term for plastic hardening is neglected in this example.

In addition, a mesh having an element size of he ≈ 0.05 [mm] is used for the potentially

damaged region. For Algorithm 3 and Algorithm 4, dcr1 = 0.95, dcr2 = 0.50, Crelax = 8, and

gmin = 0.05 are used.
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Fig. 5.54: Detailed evolution of elastic damage variable de and two degradation functions,

cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
, for degradaing fracture toughness in Eq. (3.1): Case h3.

The load-gauge displacement curves for the SRB and NRB are shown in Fig. 5.59 along

with the experiment datum. As can be seen from the figure, the typical failure trend of

elastoplastic materials is realized, i.e.,

1. The specimen first experiences uniform plastic deformation to some extent after the

yielding.

2. The localization of the plastic deformation occurs, and the plastic strain concentrates

on the center of the specimen.

3. An initial crack appears at the location that has experienced a large plastic strain local-

ization.

In fact, the first and second rows in Fig. 5.60 shows the detailed evolutions of discrete crack

surfaces and elastic damage variable de, in which the crack initiates at the center of the in-
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Fig. 5.55: Detailed evolution of elastic damage variable de and two degradation functions,

cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
, for degradaing fracture toughness in Eq. (3.1): Case h4.

Case h1
Case h2
Case h3
Case h4

Fully fixed

Displacement

Fig. 5.56: Crack path in initial configuration for Example 5-3-2.

terior of the round bar. Subsequently, the crack propagates horizontally toward the surface

of the round bar and eventually becomes inclined to form a shear lip. Here, the labels in

Fig. 5.60 correspond to those in Fig. 5.59. More specifically, since both degradation terms,

cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
, have small values at the center of the interior of the round
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Fig. 5.57: Detailed evolution of elastic damage variable de: Brittle fracture.
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Fig. 5.58: Geometry with boundary conditions for Example 5-3-3.

bar, as shown in the third and fourth rows in Fig. 5.60(a), the crack initiation can be under-

stood as plasticity/negative hydrostatic pressure-induced phenomenon. On the contrary, in

the region where the crack becomes inclined, only the degradation term cosp1 (βG1α
∗/2) has

a small value, which infers that the shear lip is made only by plastic deformation; see the

third and fourth rows in Fig. 5.60(c).

On the other hand, while the parameters concerning damage evolution are fitted to meet

the failure trend of SRB in the experiments 187),188), the load-gauge displacement relation of

NRB is in good agreement with the experimental one; see the lower black-colored plots and

blue-colored line in Fig. 5.59. Additionally, as shown in Fig. 5.61, a series of scenarios of



168

Table 5.13: Material parameters for Example 5-3-3.

Parameter Value Unit

Young’s modulus E 68900 [MPa]

Poisson’s ratio ν 0.33 [-]

Initial yield stress y0 209.6 [MPa]

Linear hardening parameter h 0 [MPa]

Critical yield stress y∞ 272.2 [MPa]

Saturation parameter βy 38.81 [-]

Initial fracture toughness Gc0 2 0 [N/mm]

Critical fracture toughness Gc∞ 0.2 [N/mm]

Crack length scale parameter lf 0.1 [mm]

Elastic damage coefficient ζe 1.0 [-]

Elastic damage threshold Ψe
cr 0 [MPa]

Plastic damage coefficient ζp 1.0 [-]

Plastic damage threshold Ψ
p
cr 10 [MPa]

Saturation parameter βG1 10 [-]

Degradation threshold αcr 0.025 [-]

Slope parameter p1 1 [-]

Saturation parameter βG2 0.005 [1/MPa]

Degradation threshold τcr 180 [MPa]

Slope parameter p2 1 [-]

cup-cone failure similar to those of SRB are successfully realized, i.e., the crack initiates

from the center of the interior of the round bar, propagates horizontally toward the surface,

and eventually becomes inclined to form a shear lip. It is worth mentioning that the deter-

mination of parameters in damage models can follow the above-mentioned manner. That is,

once parameters concerning damage evolution of a material are fitted, with which the sim-

ulated result is in agreement with the experimental one, they should be adopted to another

case, such as another geometry of the specimen, another loading speed, and so on. Then, if

the fitted parameters still work well for another case, as demonstrated by the SRB and NRB

in this example, they may have “objectivity”. If not, they may be “case-dependent”, so we
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Fig. 5.59: Load-gauge displacement curves for Example 5-3-3.

should sometimes re-fit parameters.

In addition, Fig. 5.62 compares the discrete crack surfaces obtained from experiments

187),188) and our numerical simulations. As can be seen in the figure, a large shear lip is com-

puted for the SRB, and a small one is computed for the NRB in our numerical simulations.

Note that this trend is well consistent with experimental observations. Also, since the dis-

crete crack surfaces are realized by CPFFCM, the observation of simulated crack surfaces

becomes easier than conventional FEMs. In this context, we conclude that the developed

approach, CPFFCM, is a reasonable method to reproduce and predict ductile fracture.

Remark 8 While three dimensional problems are successfully solved here, a few issues in

terms of the algorithmic treatments are still unresolved. For instance, a proper crack path

detection direction should be considered. In the two dimensional situation, we can just

define an angle θ shown in Algorithm 3 but should consider the depth direction in three di-

mensional situation. Also, the discrete crack surfaces in one mathematical element should

be modified to be nonlinear geometries. If the discrete crack surfaces in one mathematical

element are plane surfaces, i.e., linear geometries, they may immediately determine the ge-

ometries of discrete crack surfaces in adjacent mathematical elements. Accordingly, discrete

crack topologies may not be consistent with diffuse crack ones.
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Fig. 5.60: Detailed evolution of discrete crack surfaces, elastic damage variable de and two

degradation functions, cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
, for degradaing fracture toughness

in Eq. (3.1): SRB. (Only 1/4 of the round bar is shown.)
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Fig. 5.61: Detailed evolution of discrete crack surfaces, elastic damage variable de and two

degradation functions, cosp1 (βG1α
∗/2) & cosp2

(
βG2τ

∗
p/2

)
, for degradaing fracture toughness

in Eq. (3.1): NRB. (Only 1/4 of the round bar is shown.)
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(a) SRB (Exp.187),188)) (b) NRB (Exp.187),188))

(c) SRB (Sim.) (d) NRB (Sim.)

Fig. 5.62: Crack surfaces of the cup-cone failure.



6 Conclusion

This study aimed to pave the road toward the comprehensive evaluation and prediction of

the multistage and multiscale failure events of a structure. To realize the purpose, a novel

crack phase-field model was proposed, and a diffusive-discrete crack transition scheme was

developed.

6.1 Regarding the enhancement of crack phase-field mod-

eling

The crack phase-field model (CPFM) is known for its ability to predict the initiation of

an arbitrary crack, propagation, and bifurcation while remaining compatible with classical

fracture mechanics. After revisiting the fundamentals of CPFMs for brittle and dynamic

fractures and reviewing the distinctive features of the plastic driving force, as well as the

degrading fracture toughness and yield functions introduced in the existing models to realize

ductile fracture, we have established a new model for ductile fracture.

Based on the reviewed features of existing models, a variational formulation was car-

ried out to derive relevant evolution laws separately for plasticity and damage as stationary

conditions of the supremum problem of the dissipative potential. As a result, the proposed

model involved two damage variables associated with the elastic and plastic driving forces

for damage evolution. For parameter studies and experimental verifications, numerical sim-

ulations have been conducted within the IGA framework. After several parameter studies

were made to confirm the basic performance of the proposed model, we targeted a symmet-
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rically notched specimen subjected to tensile loading to demonstrate the ability to represent

the typical fracture behavior of elastoplastic materials. Based on the results of the numerical

studies, both the proposed and earlier models were investigated to elucidate their similari-

ties and differences. Also, by conducting numerical simulations with a three-dimensional

setup, it is well demonstrated that the proposed model successfully reproduced the cup-cone

fracture of a notched round bar, whose fracture behavior was in agreement with the exper-

iment result reported in the literature. In addition, the fracture behavior of advanced high

strength steel sheets (AHSS sheets) was simulated by the proposed model. From experi-

mental observations, AHSS sheets exhibited unstable to stable crack propagation trends in

addition to characteristic crack initiation positions. By introducing the negative hydrostatic

pressure-induced degradation effect into the degrading fracture toughness, these character-

istic fracture trends of AHSS sheets were successfully reproduced. Therefore, the proposed

model can be regarded as a promising candidate for simulating several typical fracture events

for elastoplastic materials.

6.2 Regarding the enhancement of numerical simulation

method

To realize divisions of segments from an original object for the comprehensive investi-

gation of fracture events from crack initiation to collapse, a transition scheme from diffusive

to discrete crack topologies was proposed, which had been developed through the combined

use of crack phase-field theory and a strong discontinuity representation. In the scheme,

the crack initiation and propagation processes are determined from an energy minimization

problem within the framework of CPF modeling, and the predicted crack path is explicitly

represented by the finite cover method (FCM). Specifically, the proposed scheme reproduces

the geometry of a discrete crack path by updating its crack tip during a staggered iteration

procedure involving a transition from a diffusive crack topology to a discrete crack topology,

which is realized by the proposed technique to determine explicit crack tips. Additionally,
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by introducing stabilization techniques to crack opening processes, the collapse of severely

damaged elements can be avoided, and the crack tips are opened gradually and stably under

both quasi-static and dynamic conditions within the finite strain framework. Due to these

features, the proposed scheme enables us to trace the paths of dramatically propagated and

curved discrete cracks without any difficulty.

Four numerical examples, including well-known benchmark problems for brittle frac-

ture, were presented to demonstrate the performance and capability of the proposed scheme.

From these simulations, we have shown the superiority of the proposed method “CPFFCM”

over the conventional method “CPFFEM” in terms of computational stability. Also, four

other numerical examples for dynamic fracture were presented, in which a series of fracture

events involving crack initiation at an arbitrary location, crack propagation and bifurcation in

arbitrary directions, arbitrary divisions of an original object into multiple portions, and inde-

pendent motions of these portions in the post division phase were successfully simulated. In

addition, the other three numerical examples were conducted to demonstrate the CPFFCM

to ductile fracture. Similar to the results of brittle and dynamic fractures, crack initiation

and propagation trends were successfully reproduced along with the explicit representation

of crack surfaces.

6.3 Future works

Some issues to be considered in the future are as follows:

• Additional investigations of the proposed model.

In this study, we have not deepened the discussions about the physical interpretations

of the two damage variables and the evolution laws for plasticity and damage. This

remains untouched and must be addressed along with further experimental investiga-

tions in future work. In particular, if a reasonable manner to determine the parameters

concerning damage evolution is found, the proposed model can be a strong candidate

to reveal unresolved fracture behavior in elastoplastic materials.
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• Improvements in three dimensional problems.

As discussed before, the definition of the crack surface patch in three dimensional

problems should be reconsidered. Specifically, if the crack surface patch is linear,

it encounters difficulty in properly representing geometries, and the diffusive-discrete

crack transition cannot be correctly performed. To address the issue, the bend of a

crack surface patch within an element can be considered.

• Incorporations of other damage models.

While the proposed scheme is developed for CPFMs, the applications to other non-

local damage models are relatively easy. On the other hand, the applications to local

damage models may require modifications of the crack path detection scheme since the

distribution of damage variables is not such well located as seen in non-local damage

models. In addition, if a model without having the damage variable is targeted, other

graphic information should be installed into the developed scheme.

• Extensions to multifield/multistage problems.

The separation of materials enables further consideration of various situations after

fracture, such as frictional contact between opposite crack surfaces, the inflow/outflow

of gases and fluids, and the secondary fracture of segmented bodies. For such cases,

more degrees of freedom may be required, and computation time would be a bottle-

neck. Thus, efficient spatial discretizations, computational algorithms, and sophisti-

cated parallelization techniques are needed.

• Combinations with other research fields.

The proposed diffusive-discrete crack transition scheme was developed to fracture

problems but can be employed in other research fields. This is because the proposed

scheme is essentially a technique to realize discontinuity in the state field based on

some criteria. For instance, the combination with topology optimization may be inter-

esting: the interfaces determined by design variables can be represented explicitly so

that the issue of resolution may be alleviated.
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Since the author’s voyage continues, these extensions are left to future work.



Appendix A Supplements for CPFM

A.1 Original motivation to introduce two damage variables

de and dp

Suppose that we have a CPFM for ductile fracture having elastic and plastic damage driv-

ing forces without thresholds. Then, its dissipation rate, yield function (threshold function),

dissipation potential rate, and evolution law of d yield, respectively,

Df = τfḋ − rfḋ with τf = −g′ (d)
(
Ψe+

0 + Ψ
p
0

)
, rf = δdΨ

f =
Gc

lf

(
d − l2

f∆d
)

Φf := τf − rf ≤ 0

Υ = sup
τf,rf

[
τfḋ − rfḋ − λfΦf

]
⇒ ḋ = λf ∂Φf

∂
(
τf − rf) ,

(A.1)

where the dissipation due to plastic deformation is omitted since it does not contribute to

the discussion here. In this case, we have only one crack phase-field variable d, since the

components, τf and rf, are commonly used in Df and Φf; see, for example, Kuhn et al. 87)

that belongs to this case. As discussed in Alessi et al. 92), this kind of model is not rich

enough to capture a variety of anticipated ductile fractures.

Then, if thresholds Ψe
cr & Ψp

cr and coefficients βe & βp are introduced, as considered by

Borden et al. 83), we deal with the following format:

Df = τfḋ − rfḋ with τf = −g′ (d)
(
Ψe+

0 + Ψ
p
0

)
, rf = δdΨ

f =
Gc

lf

(
d − l2

f∆d
)

Φf := τf* − rf with τf∗ = −g′ (d)
(
βeΨ

e+
0 + βp < Ψ

p
0 − Ψ

p
cr >

)
Υ = sup

τf,rf

[
τfḋ − rfḋ − λfΦf

]
⇒ ḋ = λf ∂Φf

∂
(
τf − rf) = λf

∂
(
τf∗ − rf

)
∂
(
τf − rf) .

(A.2)
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Because of the existence of these post-introduced parameters, it is impossible to derive vari-

ationally consistent evolution law for this case. This is the “dilemma” explained in Section

1.2.1.

From the above discussion, it can be seen that the variationally consistent evolution law

cannot be derived because both the thermodynamic force τf and the dissipative resistance

force rf are conjugate to the same crack phase-field variable d. We thus define separate

variables for them following the relation between the rates of plastic strain dp and hardening

variable ˙̄α in plasticity theory. To be specific, we define two damage variables de and dp

conjugate to elastic and plastic driving forces in addition to the original crack phase-field

variable d conjugate to the dissipative resistance force rf . Then, their variationally consistent

evolution laws can be derived as

Df = τfeḋe + τfpḋp − rf ḋ

Φf := τfe* + τfp* − rf with τfe* = −∂g (de)
∂de ⟨Ψ

e+
0 − Ψe

cr⟩ζe, τfp* = −∂g (dp)
∂dp ⟨Ψ

p
0 − Ψ

p
cr⟩ζp

Υ = sup
τfe,τfp,rf

[
τfeḋe + τfpḋp − rfḋ − λfΦf

]
⇒ ḋe = λf ∂Φ

f

∂τfe = λ
fζe χe︸︷︷︸

Eq. (2.80)

, ḋp = λf ∂Φ
f

∂τfp = λ
fζp χp︸︷︷︸

Eq. (2.80)

, ḋ = −λf ∂Φ
f

∂rf = λ
f .

(A.3)

A.2 Confirmation of K22 > 0

Assuming a homogenous deformation (∆d = ∇2d = 0) and taking into account Φf = 0 in

Eq. (2.79), an equation

− ∂g (de)
∂de

(
Ψe+

0 − Ψe
cr
)
ζe − ∂g (dp)

∂dp

(
Ψ

p
0 − Ψ

p
cr

)
ζp − Gc

lf
d = 0. (A.4)
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is obtained. Given that the cubic form is used, the damage variable de
cr at the moment when

the plastic driving force is activated, namely, the situation Ψp
0 = Ψ

p
cr, yields

− ∂g
(
de

cr
)

∂de

(
Ψe+,cr

0 − Ψe
cr

)
ζe − Gc

lf
de

cr = 0

⇒ de
cr =

4s − 6 +W−
√

4s2 + 8 (W− 3) s + (W− 6)2

6s − 12

with W =
Gc

lf

1(
Ψe+,cr

0 − Ψe
cr

)
ζe
,

(A.5)

where Ψe+,cr
0 is the amount at the moment when the plastic driving force is activated. It

should be noted that we assume the relation d = de > dp since de is computed even before

the material exhibits plastic deformation. Then, the plastic damage variable dp = de − de
cr

when both two driving forces are active yields

− ∂g (de)
∂de

(
Ψe+

0 − Ψe
cr
)
ζe − ∂g (dp)

∂dp

(
Ψ

p
0 − Ψ

p
cr

)
ζp − Gc

lf
de = 0

⇒ dp =
−T −

√
T 2 − 4SU
2S

with



S = (3s − 6)
{(
Ψe+

0 − Ψe
cr

)
ζe +

(
Ψ

p
0 − Ψ

p
cr

)
ζp

}
T = (6 − 4s)

{(
Ψe+

0 − Ψe
cr

)
ζe +

(
Ψ

p
0 − Ψ

p
cr

)
ζp

}
+ (6s − 12)

(
Ψe+

0 − Ψe
cr

)
ζede

cr −
Gc

lf

U = (3s − 6)
(
Ψe+

0 − Ψe
cr

)
ζede

cr
2 +

{
(6 − 4s)

(
Ψe+

0 − Ψe
cr

)
ζe − Gc

lf

}
de

cr

+s
{(
Ψe+

0 − Ψe
cr

)
ζe +

(
Ψ

p
0 − Ψ

p
cr

)
ζp

}
.

(A.6)

Sustituting Eq. (A.5) and Eq. (A.6) into Eq. (2.95), the component K22 is rewritten as

K22 =
∂2g (de)
∂de2

(
Ψe+

0 − Ψe
cr
)
ζe2
+
∂2g (dp)
∂dp2

(
Ψ

p
0 − Ψ

p
cr

)
ζp2
+

Gc

lf
− d2

dX2

∂Gclf∆d
∂∆d︸           ︷︷           ︸
=0

= {(12 − 6s) dp + 4s − 6}
{(
Ψe+

0 − Ψe
cr
)
ζe2
+

(
Ψ

p
0 − Ψ

p
cr

)
ζp2

}
+ (12 − 6s) de

cr
(
Ψe+

0 − Ψe
cr
)
ζe2
+

Gc

lf
.

(A.7)

Now, we may provide ζe = 1 and ζp = 1 without losing generality and provide s = 0 for
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the boundary condition (s > 0). Then, the modified K ∗22 is

K ∗22 = (12de∗ − 6)
(
Ψe+

0 − Ψe
cr
)︸       ︷︷       ︸

X

+ (12dp∗ − 6)
(
Ψ

p
0 − Ψ

p
cr

)︸      ︷︷      ︸
Y

+
Gc

lf

= (12dp∗ − 6) (X +Y) + 12de∗
crX +

Gc

lf
,

de∗
cr = 1 − 1

6
Gc

lf

1(
Ψe+,cr

0 − Ψe
cr

)︸          ︷︷          ︸
X∗

and dp∗ =
−T ∗ −

√
T ∗2 − 4S∗U∗
2S∗

with



S∗ = −6 (X +Y)

T ∗ = (
6 − 12de∗

cr
)X + 6Y − Gc

lf

U∗ = 6
(
de∗

cr − de∗
cr

2
)
X − Gc

lf
de∗

cr

.

(A.8)

In order to figure out the shape of the surface Eq. (A.8), let us derive the following derivative:

∂K ∗22

∂X = 12dp∗ + 12de
cr − 6 + 12 (X +Y)

∂dp∗

∂X

=
T ∗

(X +Y)
+

√
T ∗2 − 4S∗U∗

(X +Y)
+ 12de

cr − 6

+

Gc

lf
− 12de

crY

(X +Y)

+

(
72de

cr
2Y + 6

Gc

lf

)
X − 72de

cr
2Y2 +

(
24de

cr + 6
) Gc

lf
Y −

(
Gc

lf

)2

(X +Y)
√
T ∗2 − 4S∗U∗

with
∂dp∗

∂X =

Gc

lf
− 12de

crY

12 (X +Y)2

+

(
72de

cr
2Y + 6

Gc

lf

)
X − 72de

cr
2Y2 +

(
24de

cr + 6
) Gc

lf
Y −

(
Gc

lf

)2

12 (X +Y)2
√
T ∗2 − 4S∗U∗

(A.9)
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Here, since X+Y > 0 and
√
T ∗2 − 4S∗U∗ > 0, let us derive (X +Y)

√
T ∗2 − 4S∗U∗∂XK ∗22

(X +Y)
√
T ∗2 − 4S∗U∗

∂K ∗22

∂X

= 36X2 +

−6
Gc

lf
− 72

−1
3

Gc

lfX∗
+

1
36

(
Gc

lfX∗

)2YX
− 72

−1
3

Gc

lfX∗
+

1
36

(
Gc

lfX∗

)2Y2 − 6
Gc

lf
Y − 36Y2.

(A.10)

Note that Eq. (A.10) is a quadratic function of X that is convex downward. Hence, it is

sufficient to satisfy the second condition in Eq. (2.93) that Eq. (A.10) has zero or positive

value for X = QX∗ ≥ X∗ with Q ≥ 1. Also, given that de
cr is positive, we obtain an inequality

X∗ > X∗cr = Gc/6lf . Substituting X = QX∗ and X∗ = X∗cr into Eq. (A.10), we may confirm

the second condition is satisfied:

36Q2X∗2 +
−6

Gc

lf
− 72

−1
3

Gc

lfX∗
+

1
36

(
Gc

lfX∗

)2Y QX∗

− 72
−1

3
Gc

lfX∗
+

1
36

(
Gc

lfX∗

)2Y2 − 6
Gc

lf
Y − 36Y2

= 36Y2 + (12Q − 6)
Gc

lf
Y +

(
Q2 − Q

) (Gc

lf

)2

{
(12Q − 6)

Gc

lf

}2

− 144
(
Q2 − Q

) (Gc

lf

)2

= 36
(
Gc

lf

)2

> 0

⇒ K ∗22 > 0 and K22 > 0.

(A.11)

A.3 Components accounting for global tangent matrix

The component in Eq. (2.124) is written as

∂τ

∂F
=


g (de)

∂τ0,vol

∂F
+ g (de)

∂τ0,dev

∂F
for Je ≥ 1

∂τ0,vol

∂F
+ g (de)

∂τ0,dev

∂F
for Je < 1

(A.12)

with

∂τ0

∂F
=

{
∂τ0,vol

∂be +
∂τ0,dev

∂be

}
:
∂be

∂F
=

{
1
2
κJe21 ⊗ be−1

+ µJe−2/3
(
1dev −

1
3
be

dev ⊗ be−1
)}

:
∂be

∂F
,

(A.13)
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where 1 and 1dev denote the second-order identity tensor and the fourth-order deviatoric

identity tensor, respectively. Using the total differential, the last term in Eq. (A.13) yields

∂be

∂F
=
∂be

∂F

∣∣∣∣∣
λp,n=const.

+
∂be

∂λp

∣∣∣∣∣
n,F=const.

⊗ ∂λ
p

∂F
+
∂be

∂n

∣∣∣∣∣
F ,λp=const.

:
∂n

∂F
(A.14)

with

∂be

∂F

∣∣∣∣∣
λp,n=const.

= exp
(
−2
λp

g (de)
∆tn

)
⊗

(
Cp−1

n · F T
)T
+

{
exp

(
−2
λp

g (de)
∆tn

)
· F ·Cp−1

n

}
⊗ 1,

(A.15)

∂be

∂λp

∣∣∣∣∣
n,F=const.

=

{
D exp

(
−2
λp

g (de)
∆tn

)
:
(
−2

1
g (de)

∆tn
)}
· be,tr, (A.16)

∂be

∂n

∣∣∣∣∣
F ,λp=const.

=

{
D exp

(
−2
λp

g (de)
∆tn

)
:
(
−2
λp

g (de)
∆t1sym

)}
︸                                                   ︷︷                                                   ︸

iakl

∗ be,tr︸︷︷︸
a j

. (A.17)

Then,
∂λp

∂F
and
∂n

∂F
are obtained from the total differential of two local residuals

−∂||τ0,dev||
∂F

− kλpλp
∂λp

∂F
− kλpn :

∂n

∂F
= 0 (A.18)

and

− ∂
∂F

τ0,dev

||τ0,dev||
− knλp ⊗ ∂λ

p

∂F
− knn :

∂n

∂F
= 0. (A.19)
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Taking into account the symmetry of the flow tensor, an equation in Vogit notation for Eqs.

(A.18) and (A.19) is obtained

k ·



∂λp

∂F
∂n11

∂F
∂n22

∂F
∂n33

∂F
∂n23

∂F
∂n13

∂F
∂n12

∂F



= −



∂||τ0,dev||
∂F

∂

∂F

τ0,dev,11

||τ0,dev||
∂

∂F

τ0,dev,22

||τ0,dev||
∂

∂F

τ0,dev,33

||τ0,dev||

2
∂

∂F

τ0,dev,23

||τ0,dev||

2
∂

∂F

τ0,dev,13

||τ0,dev||

2
∂

∂F

τ0,dev,12

||τ0,dev||



with k =



kλpλp kλpn11 kλpn22 kλpn33 2kλpn23 2kλpn13 2kλpn12

kn11λp kn11n11 kn11n22 kn11n33 2kn11n23 2kn11n13 2kn11n12

kn22λp kn22n11 kn22n22 kn22n33 2kn22n23 2kn22n13 2kn22n12

kn33λp kn33n11 kn33n22 kn33n33 2kn33n23 2kn33n13 2kn33n12

2kn23λp 2kn23n11 2kn23n22 2kn23n33 4kn23n23 4kn23n13 4kn23n12

2kn13λp 2kn13n11 2kn13n22 2kn13n33 4kn13n23 4kn13n13 4kn13n12

2kn12λp 2kn12n11 2kn12n22 2kn12n33 4kn12n23 4kn12n13 4kn12n12



,

(A.20)

where

∂||τ0,dev||
∂F

=
∂||τ0,dev||
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{
exp
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g (de)
∆tn
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(
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+
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(
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)
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n
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∂
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1
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In a same manner,
∂F e

∂α
yields

∂F e

∂α
=
∂F e

∂λp

∣∣∣∣∣
n=const.

∂λp

∂α
+
∂F e

∂n

∣∣∣∣∣
λp=const.

:
∂n

∂α
(A.22)

with √
2
3
∂rp

0

∂α
− kλpλp

∂λp

∂α
− kλpn :

∂n

∂α
= 0 (A.23)

and

−knλp
∂λp

∂α
− knn :

∂n

∂α
= 0, (A.24)

Taking into account the symmetry of the flow tensor, an equation in Vogit notation for Eqs.

(A.23) and (A.24) is obtained

k ·
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, (A.25)

where

∂rp
0

∂α
=
∂

∂α

{
ŷ (ᾱ) + pp (ᾱ − α)

}
= −pp. (A.26)

In addition,
∂ᾱ

∂α
and
∂ᾱ

∂F
are obtained as

∂ᾱ

∂α
=
∂

∂α

ᾱn +

√
2
3
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 = √
2
3

1
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∂λp

∂α
∆tn+1 (A.27)

and

∂ᾱ

∂F
=
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∂F

ᾱn +

√
2
3
λ

p
n+1

g (dp)
∆tn+1

 = √
2
3

1
g (dp)

∂λp

∂F
∆tn+1. (A.28)



Appendix B Supplements for CPFFCM

B.1 Numerical error caused by rearrangement of finite cov-

ers

0.08

0.082

0.084

0.086

0.088

0.09

1.24 1.245 1.25 1.255 1.26

E
ne

rg
y

[J
]

Time [s]

Ela.
Before FCM
After FCM

(a) Elastic strain energy

0.284

0.286

0.288

0.29

0.292

1.24 1.245 1.25 1.255 1.26

E
ne

rg
y

[J
]

Time [s]

Fra.
Before FCM
After FCM

(b) Crack generation energy

Fig. B.1: Enlarged views of Fig. 5.31(b) along with data plots of FC-based staggered itera-

tions.

A demonstration of the numerical error caused by the rearrangement of finite covers is

presented here. For the sake of demonstration, the numerical setup “Case hs2” in Section

5.2.2 is again used here.

Fig. B.1 shows the enlarged views of Fig. 5.31(b) along with data plots of FC-based stag-

gered iterations. Here, the gray-colored and black-colored plots correspond to the solutions
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(a) Before a division by the FCM (b) After a division by the FCM

Fig. B.2: Distributions of the history variable H e and damage variable d in order from the

top in the initial configuration.

obtained in FC-based staggered iterations before and after the execution of the FCM. As

shown in the figure, the variations of the elastic strain and crack generation energies are rela-

tively large compared to the nearby plots. This is because the positions of Gaussian points are

redefined when the FCM is executed. Accordingly, the geometry around the severely dam-

aged region is updated, and another Newton-Raphson loop is needed to find a new stationary

condition for the updated geometry during the loading step.

For a better visual understanding, the distributions of the history variable H e and dam-

age variable d are presented in Fig. B.2; specifically, see the third and sixth elements from

the left at the bottom edge. The upper left node of the sixth element has the value H e ≈

4568
[
N/mm2

]
before a division by the FCM. Once the FCM is performed, the upper left

node of the sixth element no more has the original value for the history variable, and a new

valueH e ≈ 4102
[
N/mm2

]
is given due to the redefinition of the positions for new Gaussian

points. Subsequently, new damage variables are computed for the sixth element, and in the

meantime, damage variables on other nodes are also updated due to the spatial gradient term
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∇d. Hence, the upper left node of the third element has a new value d ≈ 0.323 from the

original one d ≈ 0.326, whereas its history variable has the same valueH e ≈ 5.74
[
N/mm2

]
before and after performing the FCM.

It is worth remarking that this numerical error becomes more apparent when the crack is

sufficiently large compared to the whole geometry of a simulation model, such as Example

2 in Section 5.2.2. In contrast, this issue is neglectable in Example 3 and Example 4, as

presented in Section 5.2.3 and Section 5.2.4, respectively, since the crack is small.
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100) Melenk JM, Babuška I. The partition of unity finite element method: Basic theory and

applications. Computer Methods in Applied Mechanics and Engineering 1996; 139(1-

4): 289–314. doi: 10.1016/S0045-7825(96)01087-0
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