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Chapter 1: Introduction
A text encoderis an essential component of almost all deep Natural Language Processing (NLP)
models. Its role is to convert the input text into embeddings, i.e., vectors that represent the
meaning of the text. As a result of various refinements of the text encoder, deep NLP models now
perform incredibly well, however, only on a limited number of tasks. In addition, recent models
lack practical applicability as they are not controllable due to being too large.

This dissertation focuses on further improving text encoders from two perspectives: quality
and applicability. A high-quality text encoder must provide suitable encodings that transform the
information obtained from the text without any loss of information. A text encoder must also be
widely applicable in the real world where language has ever-evolving usages and forms. Aiming
for high-quality and widely applicable text encoders, we explore three aspects with potential for
improvement: (i) the required amount of training data, (ii) memory requirements for embeddings
and unknown words, and (iii) biases in embeddings.

We first propose a cross-lingual transfer learning method to address the data size problem and
demonstrate that it improves model performance for low-resource languages.

Specifically, as an example of an application of NLP, we conducted experiments on information
retrieval tasks. We also clarify the model architecture for information retrieval in which the
transfer learning works.

We then propose a method that combines memory sharing and key-value-query (KVQ)
operation idea in order to simultaneously reduce the memory requirement for static word
embeddings and deal with the unknown word problem. The proposed method succeeded in
reducing the amount of required memory while acquiring unknown word embeddings which
performed well on word similarity tasks.

Finally, we examine the semantic effects of whitening, one of the isotropization methods for



anisotropic embeddings, i.e., reducing spatial bias. From our experiments on a sentence similarity
task, we report that the effect on static word embeddings has significant overlap with the effect of

removing word frequency bias, and that this is not the case for contextualized embeddings.

Chapter 2: Background

The main theme of this dissertation is to improve a text encoder that is an essential component of
almost all deep NLP models. This chapter explains the internal components of a text encoder and
their evolution. A text encoder consists of two main components: (i) an embedding layer and (i) a
task-specific layer. An embedding layer is a general component that models for various tasks can
share. Its role is to serve as an entry point of a text encoder, converting input texts into
embeddings (vectors) that machines can handle. A task-specific layer has a different network
architecture for each task and basically cannot be shared across tasks. A task-specific layer acts
as a bridge between an embedding layer and the goal of a target task. The resultant vector from a
text encoder is used to determine an output of a model.

An embedding layer, as the entry point to a text encoder, needs to transform input texts into
embeddings that machines can handle. To achieve this, an embedding layer must capture
languages' universal properties and usages.

“Word” has long been recognized as the most intuitive and smallest unit for constructing the
meaning of a sentence. At the beginning of the deep learning era of NLP, distributional
representations were used as the semantic representations of words. Following distributional
representations, word embeddings from neural language models have received more attention.
Skip-gram and CBOW, also known as Word2Vec, received a great deal of attention for their
success 1n acquiring representations that capture relationships between words. With the advent
of these word embeddings, the affinity between NLP and deep learning has increased
dramatically.

Despite the success of static word embeddings, several drawbacks have been pointed out due
to their static nature. The methods of static word embeddings basically assign a vector to each
word in a predefined vocabulary. The assigned vector retains the meaning of the word itself
without considering its contexts. This property becomes problematic when the scope of the target
is expanded to “sentence". Embedding methods with an extended scope to contexts of words have
also been explored. With the evolution of a GPU, models with many layers and large hidden
states have been explored such as BERT.

While performance improvements were reported, undesired biases in embeddings caused by
using a large raw corpus as training data have become apparent. In addition, the huge internal
parameter set and the fact that many high-performance GPUs is required for the use of the
models have raised doubts about their applicability in the real world.

Following the establishment of an embedding layer, a task-specific layer has been explored in
various ways on a task-by-task basis. A convolutional neural network (CNN) has been used in
text classification models as a task-specific layer to compose word embeddings. RNN, long

short-term memory (LSTM), and gated recurrent unit (GRU) incorporated into a



sequence-to-sequence model have had great success in translation tasks. These networks were
established as a general architecture that views a sentence as a word sequence rather than a

bag-of-words (BoW), and have been applied to a wide range of tasks.

Chapter 3: Cross-lingual Transfer Learning for Information Retrieval

Multilingual document collections are becoming prevalent. Thus an important application is
cross-lingual information retrieval (CLIR), ie., document retrieval which assumes that the
language of the user's query does not match that of the documents.

There are two main approaches to building CLIR systems. The modular approach involves a
pipeline of two components: translation (machine translation or bilingual dictionary look-up) and
monolingual information retrieval (IR). The idea is to solve the translation problem separately, so
that CLIR becomes document retrieval in the monolingual setting.

A distinctly different way to build CLIR systems is what may be called the direct modeling
approach. This assumes the availability of CLIR training examples of the form (g, d, 1), where q is
an English query, d is a foreign-language document, a r is the corresponding relevance judgment
for d with respect to g¢. One directly builds a retrieval model S(q, @ that scores the
query-document pair. While ¢ and d are in different languages, the model directly learns both
translation and retrieval relevance on the CLIR training data. Compared to the modular
approach, direct modeling is advantageous in that it focuses on learning translations that are
beneficial for retrieval, rather than translations that preserve sentence meaning/structure in
bitext.

However, there exist no large-scale CLIR dataset that can support direct modeling approaches
in a wide variety of languages. Here, we present a large-scale dataset that is automatically
constructed from Wikipedia: it can support training and evaluation of CLIR systems between
English queries and documents in 25 other languages.

To demonstrate the utility of the data, we further present experiments for CLIR in
low-resource languages. First, we introduce a neural CLIR model based on the direct modeling
approach. We then show how we can bootstrap CLIR models for languages with less training data
by an appropriate use of paramater sharing among different language pairs. For example, using
the training data for Japanese-English CLIR, we can improve the Mean Average Precision (MAP)
results of a Swahili-English CLIR system by 5-7 points.

Chapter 4: Subword-based Compact Reconstruction for Open-vocabulary Word Embeddings

A recent trend is to embed word meanings into a vector space by using the rapidly developing
neural word embedding methods, such as Skip-gram, GloVe, and fastText. These methods have
successfully been proven to capture high-quality syntactic and semantic relationships in a vector
space. Typical examples of large, well-trained word embeddings are those trained on the CC
corpus with 600 billion tokens by fastText and with 840 billion tokens by GloVe, which we refer to
as fastText.600B and GloVe.840B, respectively. Such word embeddings are often used to improve

performance in many natural language processing (NLP) tasks.



However, well-trained word embeddings have several limitations, and we focus on two issues
surrounding them: (i) the massive memory requirement and (i) the inapplicability of
out-of-vocabulary (OOV) words. The total number of embeddings often becomes unacceptably
large, especially in limited-memory environments, including GPUs, because the vocabulary size is
more than 2 million words, requiring at least 2 gigabytes (GB) of memory for storage. The
memory requirement could be straightforwardly reduced by merely discarding the less important
words from the vocabulary. However, such a naive method worsens the drawback of the
inapplicability of OOV words, whose handling is highly desirable in real systems because input
words can be uncontrollably diverse. Therefore, at present, there is a trade-off between the
number of embedding vectors and the applicability of OOV words. Our goal is to investigate and
develop a method that simultaneously equips less memory requirement and high applicability of
OOV words.

A popular approach for mitigating or solving OOV word issues is to use subword information.
Conceptually, the subword-based approach covers all words that can be constructed by a
combination of subwords. Thus, the subword-based approach can greatly mitigate the OOV
word issue. We extend this approach to simultaneously reduce the total number of embedding
vectors through the reconstruction of word embeddings by using subwords. The key techniques of
our approach are twofold: memory-shared embeddings and a variant of the key-value-query
(KVQ) self-attention mechanism. That is, our approach reconstructs well-trained word
embeddings by using a limited number of embedding vectors that are shared by all the subwords
with an effective weighting calculated by the self-attention mechanism.

We experimentally show that our reconstructed subword-based embeddings can successfully
imitate well-trained word embeddings, such as fastText.600B and GloVe.840B, in a small fixed
space while preventing quality degradation across several linguistic benchmark datasets from
word similarity and analogy tasks. We also demonstrate the effectiveness of our reconstructed
embeddings for representing the embeddings of OOV words. Finally, we confirm the performance
of our reconstructed embeddings in several downstream tasks such as the named entity

recognition task and the textual entailment task.

Chapter 5: Examining the Effect of Whitening on Static and Contextualized Word Embeddings

Static word embeddings (SWE) and contextualized word embeddings (CWE) are the foundation of
modern natural language processing systems. However, while the aim of creating such
embeddings is to provide accurate representations of word, phrase, and sentence meaning, they
also reflect and sometimes amplify biases inherent in the training data, such as gender bias,
social bias, and word frequency bias. For SWE, prior research has demonstrated that the
embedding space exhibits a spatial frequency bias; namely, frequent words tend to concentrate
along a particular direction. Generally, this anisotropy, i.e., the non-uniform angular distribution
of word vectors, is undesirable because it leads to inefficient use of the embedding space.
Furthermore, frequency-based anisotropy causes frequent words to be represented by similar

vectors simply by virtue of their high frequency, although their meaning may not be similar.



Aiming to reduce the negative impact of anisotropy, several isotropization methods have been
proposed. These methods make embeddings more isotropic, i.e., transform embedding vectors so
that they have a more uniform angular distribution. Isotropization methods can be divided into
supervised debiasing methods and unsupervised post-processing methods. The primary goal of
supervised debiasing methods is to remove biases with respect to specific categories, such as
gender, nationality, and word frequency. If the bias manifests itself as an uneven distribution of
word embeddings, then debiasing results in a more isotropic embedding space.

The focus of this study is the arguably simplest and most common unsupervised isotropization
method, namely whitening. Informally, whitening is a linear operation that transforms a set of
spatially correlated (and therefore anisotropic) vectors into a set of uncorrelated (isotropic) vectors.
Previous studies have demonstrated that whitening performs better than other isotropization
methods for CWE. However, a major disadvantage of whitening and other unsupervised
post-processing methods is that their impact on various forms of bias and other semantic
properties of embeddings is not yet understood, although understanding bias in SWE and CWE is
a prerequisite for their ethical use in real-world applications. In this chapter, we present an initial
analysis of the semantic impact of unsupervised post-processing.

Our preliminary analysis indicates that the effect of whitening partially includes the effect of
frequency debiasing. Our research question is thus whether the effect of whitening consists of
frequency debiasing only. To increase the granularity of the effect of whitening, we employ a
method whose effect is frequency debiasing only; specifically, we propose a reconstruction-based
frequency debiasing (RFD), which focuses only on removing frequency bias in embeddings. We
then compare the behavior of whitening with that of RFD. Our experimental results indicate that

whitening removes word frequency bias in SWE as well as biases other than word frequency bias
in CWE.

Chapter 6: Conclusion

The key contributions of this dissertation are summarized as follows.

Investigation of the effectiveness of cross-lingual transfer learning:

We proposed a cross-lingual transfer learning method and demonstrated that it improved model
performance for low-resource languages. Specifically, as an example of an application of NLP, we
conducted experiments on information retrieval tasks. We also clarified the model architecture for

information retrieval in which the transfer learning works.

Reducing memory requirements and handling unknown words:

In order to simultaneously reduce the memory requirement for static word embeddings and deal
with the unknown word problem, we proposed a method that combines memory sharing and
key-value-query (KVQ) operation idea. The proposed method succeeded in reducing the amount of
required memory while acquiring unknown word embeddings which performed well on word

similarity tasks.



Examining the effect of whitening on word embeddings:

We examined the semantic effects of whitening, one of the isotropization methods for anisotropic
embeddings, i.e., reducing spatial bias. From our experiments on a sentence similarity task, we
reported that the effect on static word embeddings had significant overlap with the effect of

removing word frequency bias, and that this was not the case for contextualized embeddings.
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