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%5 1 % Introduction

Over the past years, Artificial Intelligence has witnessed significant progress in computer vision
and natural language processing thanks to deep learning advancements. Inspired by remarkable
success in these two independent fields, there has been a growing interest in the problems at the
intersection of visual and linguistic understanding. It is believed that advances in solving those
mentioned above and related problems would open the door to many real-world applications,
bringing fundamental change to society. Take virtual assistants that aid the visually impaired,
automatic surveillance systems for querying over visual databases, and in-home robots that
perform household tasks as examples. Thus, the integration of vision and language is a viable
approach to achieving one of Al's visionary goals: building machines that can understand both the
visual and linguistic worlds, communicate with humans in natural language, and further interact
with environments. In this dissertation, we aim to build and improve agents endowed with such
intelligence as a continuation of collective efforts by research communities. Specifically, we focus
our attention on three representative vision language tasks, namely image captioning, visual

dialog, and interactive instruction following tasks.

% 2 7 GRIT: Integrating Dual Visual Features for Image Captioning

In the first part of the work, we revisit how to extract and utilize visual representations, aiming to
build a better and faster model for image captioning. In image captioning, understanding visual
information is crucial to correctly describing its content in words. Therefore, extracting good
visual representations from the input image is necessary. Current state-of-the-art methods
employ region-based features extracted by high-performance object detectors, e.g., Faster R-CNN.
However, they have several issues, for example, the lack of contextual information, the risk of

incorrect detection, and the high computational cost. The first two could be addressed by



additionally using grid-based features. However, how to extract and integrate these two types of
features was uncharted. We propose a transformer-only neural architecture, dubbed GRIT (Grid
and Region-based Image captioning Transformer), that can effectively extract and integrate the
two visual features to generate better captions for input images. Specifically, GRIT replaces the
CNN-based detector employed in previous methods with a DETR-based one, making it
computationally faster and end-to-end trainable. We find that the proposed method brings about
significant performance improvement, outperforming previous methods in inference accuracy and

speed.

% 3 & LTMI: Lightweight Transformer for Many Inputs in Visual Dialog

In the second part of this work, we tackle the visual dialog task, which requires agents to
maintain a meaningful conversation with humans about the content of input images by
answering questions. Unlike image captioning, the agent must handle multiple inputs, i.e., an
image, a question, a dialog history, or even its individual dialog components. Thus, the key to
success lies in how to model all the interactions between these inputs effectively and efficiently.
We introduce a neural architecture, LTMI (dubbed Light-weight Transformer for Many Inputs),
that can efficiently deal with all the interactions between multiple inputs in the visual dialog. It
has a block structure similar to the Transformer and employs the same design for attention
computation. With a similar setting on visual dialog, a layer built upon the proposed attention
block has less than one-tenth of the parameters compared with its counterpart, a natural
Transformer extension. It has only a small number of parameters yet has sufficient
representational power for the purpose. The experimental results on the VisDial dataset validate

the effectiveness of our proposed method.

% 4 7= LWIT: Improving Performance on Instruction Following Tasks

In the last part of this work, we study interactive instruction-following tasks. An embodied Al
agent 1s required to perform a sequence of actions to accomplish a complicated task in the
Interactive environment by following natural language directives. Recent studies have tackled the
problem using ALFRED, a well-designed dataset for the task, but have obtained only very low
accuracy. To this end, we propose a novel method based on a combination of several new ideas,
which surpasses the existing methods by a large margin. One is a two-stage interpretation of the
given instructions. The method first chooses and decodes an instruction without visual
information, yielding a tentative sequence of object and action predictions. It then integrates this
prediction with the visual information to generate the final prediction of an action and an object.
It can localize the object of interest accurately from the input image.

Furthermore, the proposed method utilizes multiple egocentric views of the environment and
extracts crucial information by applying hierarchical attention conditioned on the selected
instruction. It leads to better accuracy in predicting navigation actions. Our proposed method

attains an unseen success rate of 8.37%.
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