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1 Introduction

1.1 Background

1.1.1 Industry 4.0 & Smart Retail

Human industry has undergone three revolutions. Steam power, electricity, computers, and

automation mark the three industrial revolutions. Nowadays, we are experiencing the fourth

industrial revolution, also called Industry 4.0 [47], which is represented by new technologies,

including the Internet of Things (IoT), cloud computing and analytics, artificial intelligence

(AI), and machine learning. These technologies are revolutionizing the way companies manu-

facture, improve, and distribute their products [20]. Smart retail is one of the typical applica-

tions of Industry 4.0. In recent years, traditional retail stores have suffered a great shock from

the widespread adoption of online shopping. To gain market growth, smart retail is being in-

troduced by more and more retailers. The smart retail is defined as an integration of IoT and

data analytics for retail purposes [13, 18], such as store management (e.g. layout optimiza-

tion, inventory management), market planning (e.g. product promotion) [31], and security (e.g.

shoplifting prevention). Figure 1.1 illustrates the common flow of how smart retail works. Vari-

ous in-store sensors are installed to collect data from the retail store [29]. A recognition system

that contains methods to recognize various information from sensor data [18], such as customer

route, customer activity, and customer personas. Then, the information is analyzed to support

various retail purposes [18], like marketing. Finally, some applications are applied to the retail

store for these retail purposes.

As an example, in-store cameras are installed to capture video data about customers’ shop-
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Data Information Retail Purposes
(i.e. Marketing, Inventory)

Recognition

System
Analysis

In-store sensors Application

Figure 1.1: Smart retail

ping processes. Then, the recognition system recognizes from the video that most customers

return product A back to the shelf and pick up product B next to A. After analysis of this infor-

mation, it indicates that most customers are more interested in product B. As a result, the retailer

reduces the stock of product A and increases the stock of product B. This example demonstrates

that determining what information the recognition system should provide is important for smart

retail.

1.1.2 Customer Activity (CA)

We summarized the most important information in smart retail, named Customer Activity

(CA). CA refers to various types of customer’s situations in store spaces, including the cus-

tomer’s location, moving route, and behavior. There are many types of CAs and they can be

classified into several levels by their abstraction degrees of information. Figure 1.2 shows an

example of CA levels. The lowest level is Position which comprises the customer’s location.

Then, the location is abstracted into the customer’s moving route that belongs to a higher CA

level Trajectory. To reach a higher CA level, moving routes are abstracted into customer behav-
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Example of CA levels

CA Level: Position
• Customer location

• …

CA Level: Trajectory
• Moving route

• …

CA Level: Behavior
• Pick/Return product

• …

Retail Purposes

behavioral marketing, shoplifting prevention

store layout optimization

traffic control
low level

high level

Figure 1.2: Example of CA levels

ior.

Which levels and types of CAs should be recognized using what CA Recognition (CAR)

models varies greatly depending on retail purposes and environments. In this study, the collec-

tion of CAR models is considered as a CAR system. A CAR system should provide accurate

CAs to make sure the information is reliable. Furthermore, it should be able to adapt flexibly to

changes in target CAs depending on retail purposes and changes in retail environments. This is

because changes in target CAs and retail environments can occur quite frequently, as described

below:

(C1) Target Change CA has lots of types. Generally, some CAs are chosen as the recogni-

tion targets. Target CAs, especially customer behavior (CB), often change with different

retail purposes. For instance, the target CA may change depending on the purpose, such

as shoplifting prevention and decision-making analysis.

(C2) Environment Change The environment refers to in-store implementations for retail

service or management, including product types, surveillance cameras, and store layout.

The environment usually changes for needs like different store types, festival promotion,

inventory supply, security and so on.

Therefore, a CAR system must not only realize accurate CAR but also be flexible enough
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to adapt to (C1) and (C2). However, existing CAR systems leveraged machine learning (ML)-

based models because of their remarkable recognition accuracy. Since they are specialized to

their assumed retail environments and target CAs, the adaptation to (C1) and (C2) is difficult due

to the necessary re-collecting data and re-training models. This results in substantial adaptation

costs for smart retail. Consequently, it is necessary to study a flexible CAR system to adapt to

(C1) and (C2).

1.2 Research Overview

1.2.1 Objective

The main objective of this study is to achieve a flexible CAR system. To achieve flexibility,

the CAR system is required to adapt to (C1) Target Change and (C2) Environment Change.

1.2.2 Main Issues

To achieve the objective, the main issues are summarized as follows:

(P1) Hard to Adapt to (C1) Target Change

As introduced in (C1), target CA, especially target CB, may change because of different

retail purposes. Customer-centric retail usually demands different CBs to analyze the

customer decision-making process. For CB “pick a product,” the retailer could require

the discrimination of it to know whether a customer is picking a product with one hand

or both hands. This provides information about the customer’s effort to pick a product,

which could directly influence one’s shopping experience. We conclude the reason that

causes (P1) as follows:

(P1-A) High cost of rebuilding CAR models
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As existing ML-based CAR models are specialized for their assumed target CBs,

their models are usually no longer usable for the changed target CBs. In that case,

the adaptation to (C1) requires high cost of rebuilding CAR models. This results in

(P1) Hard to Adapt to (C1) Target Change.

(P2) Hard to Adapt to (C2) Environment Change

The environment refers to the in-store implementations, e.g. changing the store layout for

festival promotion and introducing new products. Existing approaches share problems in

the following aspects to adapt to (C2):

(P2-A) Reducing performance when increasing CAR models

The complete CAR model is a model that integrates all the necessary processes for

the recognition of a particular level of CA from the video input. Existing CAR

systems utilize complete CAR models for the required levels of CAs. Since CAs are

classified into levels by their abstraction degrees of information, high level CA is

supposed to be the abstraction of several low level CAs. Therefore, complete CAR

models for high level CA and low level CA must have overlapped processes. When

environment changes need to add CAR model(s), e.g. introducing new products

leads to adding CAR model(s) to detect the new products, the overlapped processes

lead to reducing performance of the CAR system with increasing CAR models. This

causes (P2) Hard to Adapt to (C2) Environment Change.

(P2-B) Modifications for all CAR models when changing inputs

The complete CAR models in existing CAR systems share the same inputs. This

results in high coupling between inputs and CAR models. If inputs change due to

environmental changes, such as changing the camera to a new one with a different

resolution and view, modifications for all CAR models are inevitable. This leads to

(P2) Hard to Adapt to (C2) Environment Change.
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1.2.3 Contributions

To solve the issues mentioned above, this study contributes to the research objective as fol-

lows:

(S1) Primitive-based Customer Behavior Recognition (CBR) Method

To deal with (P1), we focus on dealing with the change in target CB, which is a kind of

CA. We propose a primitive-based CBR method. CBs are recognized by combination of

primitives, each of which is defined as an object’s motion or two objects’ relation for each

frame. Thus, primitives’ combination represents the occurrence order of motion/relation

changes of object(s) during a CB. In the proposed method, we identify primitives from

bounding box trajectories of objects extracted from the video input, and then, match the

identified primitives with CBs that are predefined by primitives’ combinations to recog-

nize CBs. The primitive-based CBR method handles the problem as below:

(S1-A) Low cost of changing combination of primitives

To solve (P1-A), the cost of adaptation to target CB changes is reduced by processes

of changing combination of primitives. Compared to the necessary adaptation pro-

cess of rebuilding CBR models for existing CBR methods, the processes defining

new target CBs by primitivesćombination of our proposed method spent less costs.

This allows the proposed CBR method to solve (P1-A).

(S2) Hierarchy-based Customer Activity Recognition (CAR) System

To solve (P2), we proposed a CAR system based on a hierarchy that organizes CA types

into different CA levels from lowest to highest. Each level contains a partial CAR model

to recognize particular types of CA with the outputs from its lower level. Therefore, the

hierarchy handles the specific problems as below:

(S2-A) Slight influence when increase CAR models
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To solve (P2-A), complete CAR models are divided into partial CAR models cor-

responding to the CA levels. Each level includes a partial CAR model that only

contains processes for a particular CA level. Thus, independent partial CAR models

in different levels avoid overlapped processes. As a result, the CAR system could

be slightly influenced with increasing CAR models, which solved (P2-A).

(S2-B) Partial modifications when changing input

As the solution to (P2-B), input data are processed through the hierarchy level by

level, which results in different inputs and outputs of partial CAR models in dif-

ferent levels. This reduces the coupling between inputs and partial CAR models.

Therefore, the CAR system can be partially modified for input change adaptation,

which solved (P2-B).

1.2.4 Study’s Position

Existing CAR research has achieved fairly accurate recognition for several specific retail

environments and target CAs. However, flexibility, which refers to the ability to adapt to (C1)

and (C2), is also important to smart retail solutions. Therefore, in this study, we study on CAR

from the view of flexibility. Since a flexible CAR system is able to adapt to changes easily, it

can support a wide range of retail purposes. Then, a wide range of retail purposes is supposed to

deal with more types of CAs and various environments. Such circulation between CAs provided

by a CAR system and retail purposes facilitates the introduction of applications in smart retail.

As a result, it will greatly push the development of smart retail.

(P1) and (P2) should be solved to achieve flexibility. As the solution to (P1), we proposed (S1)

a primitive-based method to realize customer behavior recognition (CBR) by the combination

of primitives. To handle with (C1), changing primitives’ combinations costs much less than

the necessary process of rebuilding CBR models in existing CBR methods. Consequently, the

proposed CBR method helps to deal with (C1) with low cost. To cope with (C2), we proposed
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(S2) a hierarchy-based CAR system contains a hierarchy that divides CAs into several levels by

their abstraction degrees of information. The design of partial CAR models avoids overlapped

processes between CAR models and the same inputs for all CAR models, which helps the

adaptation to (C2). To sum up, this study aims at achieving good flexibility to adapt to (C1) and

(C2) by (S1) and (S2).

1.3 Dissertation Organization

This doctoral dissertation is composed of four chapters. In addition to this chapter, the re-

mainder of this dissertation is organized as follows:

Chapter 2. Primitive-Based Customer Behavior Recognition (CBR) Method: This chapter

shows the details of our proposed primitive-based CBR method. Several LSTM-

based classifiers are proposed to identify primitives. To support the CB definition

by combination of primitives, there is a rule to define target CBs by primitives. The

evaluation results indicate that our proposed CBR method solved (P1).

Chapter 3. Hierarchy-Based Customer Activity Recognition (CAR) System: This chapter

explains our proposed hierarchy-based CAR system. Since the data are processed

level by level through the hierarchy, CA levels are introduced one by one in this

chapter. We also implemented a prototype of the proposed system with a CAR

method applied to each level. The evaluation shows that our proposed CAR system

is able to solve (P2).

Chapter 4. Conclusions: Eventually, the last chapter summarizes our findings, contributions,

and future direction of this study.
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2 Primitive-Based Customer Behavior

Recognition (CBR) Method

2.1 Introduction

2.1.1 Customer Behavior (CB) and Target CB Change

The word “behavior” has different meanings depending on the context. In the context of

retail, we would like to define CB as the processes of a customer’s interaction with the environ-

ment during the shopping processes [37]. It involves the processes customers follow in retail

stores and the reactions they have towards products or services [46]. CB provides an insight

into a customer’s attitudes, needs, motivations, preferences, etc. Futhermore, CB reveals the

social, economic, and cultural influence on the retail store, as well as the effect of adopted mar-

keting strategies or management operations [42]. Therefore, CB is commonly considered to be

a kind of valuable analytic material for business management [18]. In this study, CB is regarded

as one of the CAs. As there are an almost infinite number of types of CBs in retail environ-

ments, generally, specific CBs are selected as recognition targets, called target CBs, based on

retail purposes. Typically, customer-centric retailing demands different target CBs to analyze

the customer decision-making process. Usually, the target CB changes frequently with different

products or in-store layouts because of the different customer-product interactions. For instance,

trying on clothes in a clothes shop, sitting on a bed in a furniture shop, picking up a bottle from

a shelf, and take an ice cream out of a freezer. Accordingly, CB recognition (CBR) methods

should be modified to recognize the changed target CBs. In some cases, a current target CB

is required to be discriminated, e.g., in the case of “pick a product”, discriminating whether

9



a customer is picking a product with one hand or both hands provides information regarding

the customer’s effort to pick the product. Therefore, a CBR method is expected to be flexible

enough to address the issue of frequent changes in the target CB.

2.1.2 Problem Statement

As CBR is a branch of human activity recognition (HAR), current CBR methods mainly use

machine learning (ML)-based models [34] due to their remarkable accuracy in HAR tasks. Nev-

ertheless, in contrast to HAR, CBR methods also require flexibility. To recognize different CBs

by changing the target CB, i.e. to change the output of the model, ML-based models require

time-consuming re-collection of training data and re-training the model. Though transfer learn-

ing can be applied in some cases for faster training [1], the inevitable step of data collection is

still time-consuming. This causes current methods to be inflexible when coping with changes in

target CBs. Additionally, the existing methods use models trained for the target CBs that need

to be recognized for the time being, and these methods are not designed to consider the change

of target CBs based on business needs. Thus, current CBR methods are not suitable for target

CBR tasks in retail environments.

2.1.3 Proposed Solution

We mainly focus on improving the flexibility of the CBR method, which is also important for

CBR tasks. To cope with target changes, we propose a primitive-based method to recognize CB

by combinations of primitives, each of which is the motion of an object (e.g. body, body part,

and product) or the relation between two objects. Since primitives are allowed to be combined

to define the pattern of various CBs, our proposed method only needs to re-define primitive

combinations to adapt to target CB changes. Also, even if the number of types of primitives is

small, the number of possible combinations is enormous. Thus, our method can cover a wide

range of CBs with a small number of primitives.
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CB Meaning

Passing by the Shelf [16, 29, 34] Pass in front of the shelf without stopping

Turning to the Shelf [29] Turn around and faces to the shelf

Viewing the Shelf [29, 36, 49] Look at shelf without any interaction

Touch the Shelf [25, 29, 34–36] Touch the shelf and take nothing outside

Pick up a Product [16, 25, 29, 34–36, 44] Take a product from the shelf

Return a Product [16, 25, 29, 34, 36] Put a product back to the shelf

Put into Basket/Cart [29] Put a product into basket or shopping cart

Holding a Product [49] Hold a product on the hand

Browsing a Product in a Hand [25, 36, 39, 49] Hold and watch a product on the hand

Table 2.1: Common CBs in existing researches

2.2 Related Works

2.2.1 Common CBs

Researchers have proposed many methods to recognize various CBs. Figuring out what kinds

of CBs exist in existing works let us know the current situation of what kinds of CBs are re-

quired. Also, it allows us to find out the common features of those CBs. The common CBs are

summarized in Table 2.1:

The above nine CBs usually appear in related works. Some of the CBs describe the motion of

an object, while others describe the interaction between multiple objects. It is worth mentioning

that no method can cover all nine common CBs, which indicates the lack of flexibility of the

existing methods. Additionally, Generosi et al. [17] recognize customers’ emotions from facial

expressions and speech texts, which is beyond the scope of this study. Thus, this CB is excluded

from Table 2.1.
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2.2.2 Methodology of Current CBR

In retail environments, we analyze CBs to meet the demands of customer-centric retailing.

As a result, CBR tasks should not only address the issues of methodology but also consider

the difficulty of application and the customer’s experience. Currently, although various types

of sensors are used in HAR research to acquire data on human movements, almost all research

on CBR uses visual data. The major reason is that visual data-based approaches can be directly

applied to video acquired by surveillance cameras in the store, which makes the application

of these approaches hardware-free and avoids active customer participation [18]. In addition,

visual data contains much more information than most other types of sensor data.

With the input of videos, existing CBR methods mainly use the pipeline of extracting features

from consecutive frames within a certain period and recognizing behavior from the sequenced

features using machine-learning-based models, especially the hidden Markov model (HMM).

Popa et al. [35] proposed an HMM-based model to recognize customer’s buying behavior with

optical flow features. Furthermore, they improved the HMM-based model by partitioning the

CB into basic actions [36], which are similar to our proposed primitives. However, they deter-

mined the basic actions using optical flow features. Thus, the model is not explainable, which

results in its poor flexibility when dealing with target CB changes. Merad et al. [31] applied

an HMM model for hand movement analysis and an SVM model as eye-tracking descriptors

for the classification of a customer’s purchasing type. The specific CB classes were not given

because the authors conducted CBR indirectly. Moreover, their wearable device was difficult to

apply to every customer and required customers’ active participation [18].

Apart from HMM models, convolutional neural networks (CNNs) are also widely used due

to their excellent performance on spatial feature extraction. Singh et al. [39] used a CNN con-

nected with a long short-term memory (LSTM) [19] model to recognize CBs, such as hand in

shelf, inspect product. In their proposed method, they avoided most object occlusions by cap-

turing video with a top-view camera. Some improved CNN-based models [34,44] have recently
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been proposed to detect customers and recognize basic customer-product interactions, such as

picking up products, and returning products back to the shelf, etc. Liu et al. [29] employed a

dynamic Bayesian network to conduct CBR of six CBs, including turning to shelf, touching,

picking, and returning, based on hand movements and the orientation of the head and body. Ya-

mamoto et al. [49] estimated CB class in a book store based on depth features from a top-view

camera and pixel state analysis (PSA) features using a support vector machine (SVM).

In addition, several studies, not using an ML-based model [16, 25], implemented a complete

CBR system with an RGB-D camera. Basic CBs, such as pick, and return, were recognized,

based mainly on processing depth information by background subtraction. Unfortunately, since

the systems were designed for specific purposes using naive methods, their flexibility was com-

promised.

To sum up, although the aforementioned ML-based methods achieved improvements in CBR

accuracy, they share a common limitation with respect to flexibility, which is hard to adapt

to changes in target CBs. The ML models cannot be reused as long as the changed CBs are

substantially different from the training data. In this event, time-consuming new training data

collection and model re-training are required, which implies inflexibility.

2.2.3 CBR vs. Human Activity Recognition (HAR)

Furthermore, we would like to discuss the similarities and differences of several HAR meth-

ods with our approach with respect to their application to CBR. Liu et al. [27] proposed an

HMM-based method that divides human activity into several phases, called “motion units”,

analogous to phonemes in speech recognition. Yale et al. [48] proposed interpretable high-level

features based on motion units. Different activities sharing the same motion units allow the

model to derive more explanatory power from human activities. Although motion units are

similar to our proposed primitives, the methods encounter two issues when applied to CBR

tasks, which highlight how they differ. Firstly, these methods use data from a smartphone’s ac-
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celeration sensor. The methods require the active participation of customers, e.g., downloading

an app and agreeing to its terms of service, which increases their saliency to customers. Con-

sequently, the cost increases, and the active participation creates privacy issues [18]. Secondly,

despite the fairly complete categorization of human activities based on motion units, the meth-

ods do not focus on human-item interactions. Since purchase behavior can be easily detected

from cashier records, recognizing non-purchase CB becomes one of the objectives of CBR.

As the main component of non-purchase CBs, human-item interactions are required in CBR

tasks. As an illustration, “picking up a product” and “returning a product” would be practically

identical due to their similar hand motions. Rai et al. [38] divided human activities in indoor

living spaces into atomic actions, analogous to the primitives in this dissertation. The use of

both visual and audio data avoided users’ active participation, and the training data included

human-item interactions. The authors improved recognition accuracy by training the model

with annotations of both atomic actions and human activities. In contrast, we concentrated on

improving the method’s flexibility without sacrificing too much accuracy, as flexibility is one of

the important factors for CBR tasks. Mansour et al. [30] combined a faster RCNN and a deep

Q network for the detection of anomalous entities or human activities in videos. Since this is a

typical ML-based HAR method, it requires re-collecting training data and re-training models to

adapt to the changed recognition targets, which is inflexible for CBR tasks. In conclusion, the

HAR methods described require major modifications before they can be applied to CBR tasks.

2.3 Proposed Primitive-Based CBR Method

2.3.1 Overview

To achieve flexible CBR, we proposed a method to recognize CB from the video captured

by in-store cameras. The proposed method recognizes CB by combination of primitives, each

of which is an entity ’s motion or relation between two entities for each frame of the video.
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③ Hand leave shelf
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Predefined CB:

Pick a product = ①→ ② , ③

Target CB

(Pick a product)

Flow Chart Example

Figure 2.1: Workflow and example of our proposed method

An entity is a collective term that includes body, body part, product, or any object related to

the services of a retail store. Figure 2.1 shows the workflow of our proposed method. The

input is the video captured by in-store cameras. Firstly, we use existing methods to detect

the entities’ bounding boxes in each frame and track their moving routes, namely trajectories.

The right side of Figure 2.1 is a visualization example of the outputs from each process. The
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purple region on the top of each frame is the product shelf. The yellow and red bounding boxes

show the current location of a hand and a product in each frame, respectively. The yellow and

red lines are the trajectories of hand and product. Then, we identified each frame’s primitives

from the trajectories. The primitives in several frames form a sequence along the time. For the

example in Figure 2.1, the primitive 1⃝, hand move to shelf, is identified at first. The yellow

trajectory shows the hand’s motion, which is moving to the shelf. After primitive 1⃝, primitives

2⃝ and 3⃝ are identified. Primitive 2⃝ reveals the relation between hand and product, which is

product is following hand. And primitive 3⃝ shows the hand movement away from the shelf.

The identified primitive sequence is matched with target CBs predefined as the combinations of

primitives. For example, target CB 1 “Pick a product,” is defined as the primitive combination,

where primitive 1⃝ happens and then 2⃝ and 3⃝ happen concurrently. To sum up, the flowchart

shows that we recognize target CBs by matching the target CB predefinition from the sequence

of primitives. Therefore, we can flexibly adapt to target CB changes by re-define new target CBs

by primitives’ combination. This section explains our proposed method in detail, including how

we design the primitives, the method for primitive identification, CB definition by primitives’

combinations, and CBR by pattern matching.

2.3.2 Primitive Identification

In this study, CB is defined as the processes of a customer’s interaction with the retail en-

vironment [37]. The definition reveals that CB is supposed to be composed of several stages

that happen in a certain chronological order [8]. Consequently, we recognize the CB by match-

ing these stages with the sequence of stages that actually happens. We refer to these stages as

”primitives,” each of which is the motion of an entity or the relation between two entities for

each frame. Therefore, we design a primitive expression to describe these stages in CB. The

expression is

{subject verb object }, (2.1)
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Element Options: Explanation

subject person, hand, shelf, product, cart/basket: entity’s name

verb move / stay: if subject is moving or not

move to / leave / along: the moving direction of subject relative to obejct

with / far from: if subject is moving with object or not

inside / out of: the position of subject relative to object

towards / -: if subject towards object or not

object person, hand, shelf, product, cart/basket: entity’s name

Table 2.2: Elements in a primitive

where the meaning of the three elements is as follows:

• subject: The name of the entity that is doing something expressed by verb.

• verb: Describe the motion of subject or the relation between subject and oject.

• object: The name of the entity that is related to subject.

This expression mainly describes what an entity does, what happens to it, or the relationship

between two entities. When it describes an entity’s motion, object can be omitted. Each element

can be replaced with a specific value from the options in Table 2.2.

The value of subject and object are entity’s name. And we mainly used the five entities

in Table 2.2 so far. Regarding verb, in some complex situations, multiple primitives are used

to describe the complex motion or relation in a frame. Therefore, we design five groups of

words for verb. Each group following the MECE rule [32], namely mutually exclusive and

collectively exhaustive. In more detail, the situations covered by every word in a group do not

overlap, and all the situations related to the explanation in Table 2.2 are covered by all words in

a group. Thus, if multiple primitives have the same subject and object in one frame, their verb

cannot be the value from the same group. For instance, if the identification process outputs a
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Figure 2.2: LSTM-based classifier for each group of verb

primitive {hand move}. Then, the process should not identify another primitive {hand stay}

because move and stay should be mutually exclusive since they come from the same group.

To make sure the identification outputs are mutually exclusive for the same group of verb

with same subject and object, we use a model based on LSTM [19] as the classifier for each

group of verb. Figure 2.2 shows that the classifier uses a convolutional layer and an LSTM layer

to extract the temporal features from the input trajectory. The input trajectory is a sequence of

bounding boxes, each of which is a four-dimension vector including the top-left and bottom-

right coordinates of the entity’s boundary. Then, to take the type of entity into consideration,

the temporal features are concatenated with one-hot vectors of subject and object. Then, fully

connected (FC) layers are used to classify verb in each group. ReLU [2] are applied as all

the activation functions except the softmax activation function in the last FC layer. About the

selection of subject and object pair, we input all the combinations of the tracked entities in a

frame.

Since subject and object are entity’s name which is the basic information of the input tra-
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Figure 2.3: Define CB by primitives

jectory, with the LSTM-based model to identify verb, we can identify primitives in each frame.

Consequently, primitives of consecutive frames can be merged into a sequence as the output of

primitive identification process.

2.3.3 CB Definition by Primitives

To recognize CB from the sequence of primitives, we should define CB by the pattern of

primitives. Figure 2.3 shows the way of defining CB. The regular expression is p(, p| → p)∗.

“p” is primitive. “,” means its adjacent primitives happen concurrently. “→” refers to its previ-

ous adjacent primitive happening first, then its latter adjacent primitive happening.

For example, the CB “pick a product” can be defined as

{hand move to shelf} → {hand leave shelf} , {product with hand}.

Once we replace the comma and the arrow with the word in Figure 2.3, this definition can
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be read as “hand move to shelf. Then, hand leave shelf. Meanwhile, product with hand.” This

defines the primitive pattern for one of the target CBs. All of the target CBs are predefined in

this format before running the CBR processes.

2.3.4 Matching CB Definition from Primitive Sequence

In the last step, we match our predefined target CBs with the sequence of primitives by

Algorithm 1 and Algorithm 2 based on the BM algorithm [7].

Algorithm 1 preprocess the primitive sequence by maximum filter to filter out the noise of

short duration. The input Pseq is the sequence of primitives that comes from the primitive iden-

tification process. The algorithm uses a window to slide over the whole sequence. Primitives

in the window are counted, and the most counted primitive in the window is saved into a new

sequence. In case that there are multiple most counted primitives in the window, the algorithm

saves the pritmive that happens earlist. The output newPseq is the sequence after maximum

filtering. The time complexity is O(n), where n is length of the primitive sequence.

The input of Algorithm 2 includes the preprocessed primitive sequence newPseq, one of the

CB definitions Pdef , and a parameter timeout that specifies the maximum number of matching

steps. The algorithm matches this CB definition Pdef in the primitive sequence. The matching

starts from the end of the sequence. Only if the latest frame’s primitives matches the end of

the CB definition, it is possible to succeed matching. Then, the algorithm continues matching

earlier frames one by one until the unmatched frame count counter exceeds the maximum

value timeout. The output is a boolean value that represents whether the current CB definition

is matched or not. The time complexity is O(mn), where m is the number of predefined CBs

and n is the length of newPseq.
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Algorithm 1: Preprocess primitive sequence
Input: List Of Primitive Pseq

Output: List Of Primitive newPseq

1 windowSize = 5;

2 newPseq = [];

3 for seqIndex = 0 to Pseq.length−windowSize do

4 /* Count primitives in the window */

5 window = []; count = [];

6 for bias = 0 to windowSize do

7 if Pseq[seqIndex+ bias]inwindow then

8 windowsIndex = window.IndexOf (Pseq[seqIndex+ bias]);

9 count[windowIndex] = count[windowIndex] + 1;

10 else

11 window.Add(Pseq[seqIndex+ bias]);

12 count.Add(1);

13 end

14

15 end

16 /* Save the most counted primitive into the new sequence */

17 maxIndex = count.IndexOf (Max(count));

18 newPseq.Add(window[maxIndex]);

19 end

20 return newPseq;

21
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Algorithm 2: Pattern matching of predefined CB
Input: List Of Primitive newPseq, List Of Primitive Pdef , Integer timeout

Output: Boolean matched

1 seqIndex = newPseq.length; defIndex = Pdef .length; counter = 0;

2 while (seqIndex > 0) AND (counter ≤ timeout) do

3 if newPseq[seqIndex] = Pdef [defIndex] then

4 defIndex = defIndex− 1;

5 if defIndex = 0 then

6 return True;

7 end

8

9 else

10 counter = counter + 1;

11 end

12 seqIndex = seqIndex− 1;

13 end

14 return False;

15

2.4 Evaluation

Since our proposed method predefines target CBs by combinations of primitives and recog-

nizes the target CBs by matching the CB definitions and the identified primitives’ sequence,

our proposed method is flexible enough to cope with the changed target CBs in different retail

situations by changing the target CB definitions. To evaluate our proposed method, we used our

collected laboratory dataset [45] and the public MERL dataset [39].
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2.4.1 Dataset

Our Laboratory CAR Dataset

This is a dataset we collected at a public activity where 19 randomly selected participants

were requested to simulate shopping in front of the shelf one-by-one. The dataset includes 19

top-view videos of 19 subjects with a resolution of 640 × 480. Each video was about 30–60s

with 10 FPS and only one subject. Figure 2.4 shows the examples of the annotated CBs in

the dataset. We built a laboratory retail environment and installed an RGB top-view camera to

obtain an occlusion-free view. Each participant was asked to interact with the products on the

shelf. Participants were required to take at least one product from the shelf. There were four

products of different shapes and sizes, including a boxed juice, a deodorant spray, a stainless

steel bottle, and a wet-tissue bag. The products are not visible when they are on the shelf. Our

data was collected when our proposed method was demonstrated in a public activity.

Since the innovative part of our proposed method involves the receipt of trajectory coordinates

as inputs, we annotated the bounding box of person, hand, and four products in each frame.

Then, we used a tracker with a Kalman filter and the Hungarian algorithm [5] to obtain the

object’s trajectory as input. Regarding the CBs, we selected eight CBs as listed in Table 2.3.

Among them, the first six CBs included common CBs that are chosen from existing methods.

However, with the annotation of the six CBs (walking, viewing, browse, pick, return, touch),

we found that many frames still remained without annotation. Thus, we added two CBs (select

by 1 hand, select by 2 hands) to fill the frames without annotations. We used some approximate

definitions for some CBs, such as “browse”, because the approximate definition enabled reuse

of primitives with nearly no loss of recognition accuracy.

MERL Dataset

The MERL shopping dataset [39] is a public dataset consisting of 106 top-view videos with a

resolution of 920 × 680, each of which is about two minutes long with 30FPS. All 41 subjects
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5 frames 10 frames 10 frames

5 frames 5 frames 5 frames

Figure 2.4: Examples of our laboratory CAR dataset
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Target CB Definition by primitives

Viewing {person stay},{person out of shelf},{product with hand}

Browse {person stay},{product with hand}

Walking {person move},{person out of shelf}

Select (1 hand) {person stay},{hand inside shelf},{hand out of shelf}

Select (2 hands) {person stay},{hand inside shelf}, NOT {hand out of shelf}

Pick {hand move to shelf}→{hand leave shelf},{product with hand}

Touch {hand move to shelf}→{hand leave shelf}

Return {hand move to shelf},{product with hand} → {hand leave shelf}

Table 2.3: CBs definitions for our Laboratory CAR dataset

were asked to shop in a retail store setting. Figure 2.5 presents some examples of the annotated

CBs in the dataset. With regard to the input trajectory coordinates, we annotated the bounding

box of person and hand in each frame based on the results from the pose estimation model

Higher HRNet [11] pretrained on the COCO dataset [26]. We manually annotated the product’s

bounding box in each frame. Similar to the process for our laboratory CAR dataset, we used the

same tracker with a Kalman filter and Hungarian algorithm [5] to obtain the input trajectories.

For the output CBs, we used the CB annotations in the dataset as CBs. The MERL dataset

provides five CBs’ annotations, and we defined them by primitives in Table 2.4. Among the

five CBs, we excluded the CB “hand in shelf” from the evaluation because many ground truths

were not annotated during our random checking the annotations.
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Figure 2.5: Examples of MERL dataset
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CB Definition by primitives

Reach to shelf {hand out−of shelf} → {hand inside shelf}

Retract from shelf {hand inside shelf} → {hand out−of shelf}

Hand in shelf {hand inside shelf}

Inspect product {person stay}, {product with hand}

Inspect shelf {person stay}, {person out−of shelf}

Table 2.4: CBs definitions for MERL dataset

2.4.2 Experiment Settings

Inputs and Outputs

The inputs of our method are the trajectory coordinates, which need to be obtained using ob-

ject detection and a tracking model. However, wrong tracking results obtained by other models

lead to wrong inputs to our method, which probably leads to wrong outputs. To eliminate the

influence of different object detection models on our evaluation results, we track the annotated

bounding boxes with a Kalman-filter and the Hungarian algorithm [5] to obtain a high quality

of input trajectories for our method. In addition, although some tracking models can predict

the trajectories of occluded objects, the occluded trajectories are not annotated in both datasets.

About the output CB annotations, we annotated the target CB in each frame for our laboratory

CAR dataset. As the MERL dataset is public, we used its original CB annotations.

Training of Classifiers in Primitive Identification

To train the classifiers in primitive identification, we annotated the primitives in our CAR

dataset. The coordinates of trajectories are normalized by the resolution. 80% of the annotations

are used as training sets, and the rest are testing sets. Since there are five groups in verb, we

trained five classifiers for each group. The hyperparameters, including len and α in Figure 2.2,
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Verb Group len α Conv kernel size Learning rate (×103) Batch size

move / stay 13 62 1 6.08 175

move to / leave / along 11 57 1 4.56 143

with / far from 16 55 1 1.14 202

inside / out of 7 38 1 0.55 281

towards / - 20 52 1 2.16 265

Table 2.5: Classifier training results

learning rate, and batch size, are optimized by Optuna [4]. The optimization and training results

are shown in Table 2.5.

Evaluation Metrics

Since the objective of our proposal is flexibility, we compare the modifications of our method

and existing ML-based methods during the adaptation to the change of target CBs of two

datasets mainly on the time and number of modifications. Also, we calculate the f1-score of

the recognition results of our proposed methods on two datasets as the accuracy metric. By

observing the adaptation comparison and the accuracy of our method on different datasets, we

could infer our method’s flexibility to some degree.

Devices

For the experiments on both datasets, we implemented our method on the same Windows

11 device with RAM of 16 GB. The CPU was an Intel i7-12700K (3.6 GHz). The GPU was

an NVIDIA GeForce RTX 3060 Ti (8 GB). The program was written in Python 3.9. The ML

framework was PyTorch 1.12. The used third-party libraries include numpy 1.22 and scipy 1.8.
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Laboratory CAR dataset → MERL dataset

Viewing = inspect shelf

Browse = inspect product

walking → -

select(1 hand) → -

select(2 hands) → -

pick → -

touch → -

return → -

- → reach to shelf

- → retract from shelf

Table 2.6: Target CB changes

Experiment

In the experiment, we first applied our proposed method to the target CBs from the labora-

tory CAR dataset. Then, we change the target CBs to be from the MERL dataset. Table 2.6

shows the changes in target CBs from different datasets. About the existing ML-based methods,

because of the huge amount of works to reproduce common existing models, we estimate the

adaptation cost of existing methods by only the re-annotation time and number of parameters

without building and training existing models. Besides, since accuracy is not the focus of our

research, we only provide the accuracy results of our proposed methods instead of comparing

our proposed method with existing methods.
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Method Modifications Reference Time

Our Proposed Method Define new target CBs by primitives 2-3 man hours

Existing ML-based Method Collect training data -

Annotate training data 176 man-hours

Train model -

Table 2.7: Adaptation cost comparison

2.4.3 Adaptation Cost Comparison

Table 2.7 compares the cost during the adaptation to changed target CBs. For our proposed

methods, we defined the new target CBs by primitives, which took us about 2–3 man hours.

For existing ML-based methods, one of the necessary modifications should be to annotate new

target CBs in the dataset, which took us about 176 man hours. Also, there are usually thousands

of parameters for a deep-learning network, which is much more than the number of parameters

in our proposed methods. To sum up, the comparison indicates that our proposed method is

more flexible because of the fewer modifications and quicker adaptation to target CB changes.

2.4.4 Accuracy Results

Results on Our Laboratory CAR Dataset

Figure 2.6 shows the confusion matrix of our laboratory CAR dataset. Each value is the ratio

of its column. Figure 2.7 shows the f1-score and some statistics for our laboratory CAR dataset.

The total average f1-score of our method is 92.04%. The f1-score for each CB is different. Most

target CBs are recognized but the duration is different from the annotations, which reduces the

f1-score. In terms of the low precision of “viewing,” the confusion matrix reveals the reason

with 84.9% precision. Some “viewing” frames are recognized as “select.” The ambiguous

boundary during the transition from “viewing” to “select” causes the wrong recognition. Also,
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Figure 2.6: Confusion matrix of our laboratory CAR dataset

the difference between approximate CB definition and annotation of target CB “viewing” leads

to the wrong outputs. As our proposed method cannot recognize the target’s orientation or

track the target’s eyes currently, our CB definition approximately defines “viewing” as stay

static out of the shelf, while the annotation of “viewing” means the target is standing still and

looking at the shelf. This is also the reason to the low recall of “viewing.” Besides, products are

usually occluded in the “pick” and “return” frames, which causes the wrong recognition output,

“viewing.”

With respect to “walking”, some of its frames are recognized as “browse”. When the target

is walking while holding a product, it is difficult to determine the ambiguous boundary between

“browse” and “walking”. The CB definition in Table 2.3 recognizes them by distinguishing

whether the target is moving while holding a product. “Browse” refers to holding a product

while remaining static. Some moving frames are detected as staying static, which led to the

wrong recognition. This also applied to the low precision of “walking.”

In the case of “touch”, there is only one case in the dataset. It was defined as a customer

putting their hand inside the shelf but taking nothing out of it. Some wrong recognition of

“pick” results in the low recall occurred because the picked object was occluded. In addition,

Figure 2.6 shows that most video frames are “browse” and occur more frequently than any other

CBs. Thus, we consider discriminating within “browse” to make the distribution of CBs more

uniform.
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Figure 2.7: Accuracy results of our laboratory CAR dataset (Pr = Precision, Re = Recall, F1=

f1-score)

Among the above results, some CBs with a low f1-score are anticipated to be improved by

changing the CB definitions into more accurate definitions. Also, to evaluate our proposed

method’s ability to adapt to changes of target CB, we discriminated the CB “select.” We prede-

fined different primitive patterns to discriminate “select” according to whether one hand or both

hands were used. This indicates that our proposed method is able to deal with CB discrimina-

tion, which is also a kind of change of target CB, to some extent.

Results on MERL dataset

Figure 2.8 shows the confusion matrix of the MERL dataset. Each value is the ratio of its col-

umn. Figure 2.9 shows the f1-score and statistics for the MERL dataset. Our proposed method

achieves the average f1-score of 83.86% by only changing CB definitions. Among the four

target CBs, our method achieve only about 62.7% recall for “retract from shelf.” We found that
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Figure 2.8: Confusion matrix of MERL dataset

Figure 2.9: Accuracy results of MERL dataset (Pr = Precision, Re = Recall, F1= f1-score)

this was caused by the different boundary between CB definition and annotation. Specifically,

there was a difference between our definition of “retract from shelf” and the definition in the

MERL dataset. Our method starts to recognize “retract from shelf” from the frame in which the

hand was already moving. The MERL dataset defines the start of “retract from shelf” as when

one intends to retract from shelf, when one’s hand has not yet moved. Thus, our recognition

results always differed from the annotations by a few frames. We consider our method to have

been successful in recognizing every “retract from shelf” CB with a few frames’ difference.

This implies that we could improve our method by recognizing intention in our future research.
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2.5 Summary

In most cases, smart retail solutions need to be able to recognize a wide range of CBs from

in-store videos. The CBs that are selected as recognition targets usually change depending on

various retail situations or purposes. The objective of this chapter is to realize a flexible CBR

method that can adapt to various changes of target CBs. We proposed a primitive-based CBR

method. It recognizes CB by combination of primitives, each of which is an entity’s motion

or two enties’ relation. The proposed method allows us to define a wide range of target CBs

by the combination of primitives. Therefore, to adapt to the changed target CBs, we only need

to define the changed target CBs by primitives. Compared to the high cost adaptation steps of

existing ML-based methods, we achieved flexible CBR to adapt to the target CBs change in

smart retail, which solved (P1) Hard to Adapt to Target Change.

Nevertheless, the time complexity of the pattern matching algorithm reduces the running

performance a lot when there are lots of entities in one frame. Therefore, our proposed method

is only available for one-person scenes in retail stores. Also, currently a few cases requires the

orientation information in primitives, which could be the future direction of our work.

34



3 Hierarchy-Based Customer Activity

Recognition (CAR) System

3.1 Introduction

3.1.1 CAR System and Environment Changes

CA refers to various customer’s situations in store spaces. CA provides valuable information

for store management (e.g. layout optimization and shoplifting prevention), marketing planning

(e.g. supply control and product development) [18, 31], etc. Therefore, it is essential to build

a system that includes various CAR methods to provide various CAs. The system is called

CAR system in this study. Though the output CAs should be accurate enough to be reliable, the

system should also be flexible to adapt to the environment changes in smart retail. The envi-

ronment refers to in-store implementations for retail service or management, including product

types, surveillance cameras, and store layout. The environment usually changes for needs like

different store types, festival promotion, inventory supply, security and so on. For instance,

changes in inventory supply may lead to changes in store layout or product types. Therefore,

we should modify the CAR system to adapt to the new layout or new products.

3.1.2 Problem Statement

Most of the existing CAR systems use machine learning-based End-to-End (E2E) models due

to their remarkable accuracy in CAR tasks [34]. Usually, such E2E models in CAR systems are

constructed as complete CAR models, each of which is trained to recognize particular types of

35



CA 1Input Video Complete CAR Model(s)

CA 2Complete CAR Model(s)

CA 3Complete CAR Model(s)

… …

Figure 3.1: Structure of existing CAR system

CA from input videos. Consequently, as shown in Figure 3.1, existing CAR system runs several

E2E complete CAR models in parallel with the same input video. When additional types of

CA is required, an additional complete CAR model, whose input is the same video as the other

complete models, is added to the CAR system. However, this system structure leads to the

problems when adapting to the changes of environment changes.

• Reducing performance when increasing CAR models: CAs can be classified into levels

by their abstraction degree of information, thus high level CA should be the abstraction

of several low level CAs. The processes of complete CAR models for high level CA and

low level CA must have overlapped parts. When environment changes need to add CAR

model(s), e.g. introducing new products leads to additional CAR model(s) for product

detection, the overlapped processes lead to reducing performance of the CAR system

with increasing number of CAR models. This makes the CAR system hard to adapt to

environment changes.

• Modifications for all CAR models when changing inputs: Since the complete CAR

models share the same inputs, inputs and CAR models are highly coupled. If inputs

change due to environment changes, such as changing the camera to a new one with a
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CA 1Input Video Partial CAR Model(s)

CA 2Partial CAR Model(s)

CA 3Partial CAR Model(s)

… …

Figure 3.2: Structure of proposed CAR system

different resolution or view, modifications for all CAR models are inevitable. This also

leads to difficulty in adapting to environment change.

3.1.3 Proposed Solution

In this chapter, we propose a novel CAR system based on a hierarchy that organizes CA

types into different levels of abstraction from lowest to highest. As shown in Figure 3.2, the

proposed system is composed of multiple partial CAR models, each of which corresponds to

the recognition process of a certain CA level and performs the CAR process on the lower level

output. The proposed CAR system has the following properties to solve the problems mentioned

above:

• Slight influence when increase CAR models: The complete CAR models are divided

into partial CAR models corresponding to the CA levels. Each level includes a partial

CAR model that only contains processes for a particular CA level. Thus, independent

partial CAR models in different levels avoid overlapped processes. As a result, the CAR

system could be slightly influenced with increasing CAR models.
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CA Level CA Related Works

Spatial Features Entity’s Location [9, 10, 12, 14–16, 22–25, 28, 29, 34, 40, 41, 49, 50, 52]

Temporal Features Optical Flow [35, 36]

Trajectory [16, 25, 28, 29, 33, 35, 41, 49, 51]

Behavior CB [16, 25, 29, 34–36, 39, 44, 49]

Table 3.1: CA levels in the existing CAR systems/methods

• Partial modifications when changing input: Since the input of each partial CAR model

is the output from its previous level, different inputs lead to loose coupling between inputs

and CAR models. As a result, when the environment change makes the changes in input

videos, the proposed CAR system only needs to partially modified the CAR models in

CA levels related to the input videos.

3.2 Related Works

3.2.1 CA in Existing Research

Up until now, existing researches has provided lots of ways to get various types of CA. As

the objective is a CAR system that is flexible enough to provide various levels of CA during the

environment changes, we summarize the CA levels in existing CAR systems/methods as shown

in Table 3.1.

Spatial Features

Extracting spatial features from each frame, like getting an entity’s location, is usually the

first step of many CAR approaches because they need the spatial features as a kind of basic

information for further processing. Among those CAR methods, most researches focus on
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human detection. Different sensors are applied to detect human [18], in particular, WiFi RSS

[10, 15, 52], RFID [40], GPS [14], Bluetooth Beacons [9, 12, 22], RGB camera [17, 23, 24, 29,

39, 50], RGB-Depth camera [16, 25, 28, 34, 41, 49]. Due to its descriptive nature, visual data is

the preferred input for human detection. Nevertheless, few researches [41] combine multiple

sensors. Conventional methods detect humans in data extracted from RGB images by using

Histogram of Oriented Gradients (HOG) [23, 50]. However, more recently, machine-learning

tools for human detection, especially using Convolutional Neural Network (CNN) [17, 29, 39]

were developed because of their excellent performance concerning the detection speed and

accuracy in a wide range of environments.

Compared to RGB-based-only methods, the combination of top-view and RGB-depth cam-

eras provides more straightforward solutions for human detection [3]. The top-view image

offers an occlusion-free view as the occlusion rarely occurs in the top-view direction, which

takes images from directly above. It also preserves privacy since faces are usually not exposed

to the camera. As the depth values change significantly in the human region, the legacy human

detection method [16, 25, 49] is to run background subtraction on the top-view RGB-D images.

Another method [28] uses self-designed features transformed from the original RGB-D pixels

to detect humans. Additionally, though most methods detect the whole region of the human

body, some approaches [17,29,31,34] also focus on some specific body parts, such as the head

and hand. Additionally, except for human detection, Merad et al. estimate behavior by detecting

products and hand gestures from the images of a wearable device. Also, Zhao et al. [51] pro-

posed a combined neural network-based model to detect products from RGB images. Finally,

Paolanti et al. [33] detect humans by locating shopping carts and baskets with Ultra-WideBand

(UWB) Technology.
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Temporal Features

Temporal features are abstracted from spatial features, including pixel-level optical flow or

entity’s bounding box trajectory. Similar to the detection tasks, more efforts have been devoted

to processing visual data for tracking tasks. The tracking target tends to be humans rather than

the other entities [33, 51]. Some methods track the other entities for a further purpose, such as

behavior recognition. Therefore, the entity’s coordinates in each frame are unnecessary. They

track pixels, for instance, optical flow [35, 36]. Instead of tracking pixels, most methods track

the entity’s coordinates. Kalman filter [28, 49] and particle filter [29] are common solutions to

the coordinate tracking tasks. Some approaches also combine both filters [41] to achieve better

tracking results. In some cases of a reliable detector, the Intersection over Union (IoU) tracker

is also applied [16, 25].

Behavior

Behavior mainly refers to CB, which is a kind of combined spatial and temporal feature.

Thus, CB is abstracted from spatial and temporal features. CBR is always a challenging

topic [21] due to the methodology involved in features such as the inter-, intra-class variations,

cluttered background, or changes of the camera views. In the context of retail, existing methods

mainly share the pattern of extracting the spatial features from consecutive frames and recogniz-

ing behavior from the sequenced spatial features using models, especially the Hidden Markov

Model (HMM). Popa et al. [35, 36] proposed an HMM-based model to recognize customer be-

havior with optical flow features. Singh et al. [39] use CNN to extract spatial features of each

video frame and recognize behavior by Long-short Term Memory (LSTM) [19] with the spatial

features. Compared to the pixel level features, some approaches utilize HMM [31], Dynamic

Bayesian Network [29], and Support Vector Machine (SVM) [49] to analyze coordinate trajec-

tories for behavior recognition. In addition, due to the property of some customer behavior,

some methods designed self-defined rule-based models [16, 25, 34] to recognize behavior.
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Common target CBs in existing CBR methods mainly includes customer-product interac-

tions, such as “pick a product,” “return a product,” “holding a product,” and indirect behavior

like “pass by,” “viewing the product shelf.” Additionally, some CBs [49] are excluded because

of their misleading definition, and some are merged due to similar definitions. In some particular

cases, Popa et al. [36] recognize customer’s interactions with clothes in a cloth store. Despite the

variety of recognition results, few researchers comprehensively categorize customer behavior.

Popa et al. [36] extract spatial and temporal features with Histograms of Optical Flow (HOF).

In this research, the behavior is divided by the level of granularity of HOF. Besides, Generosi

et al. [17] estimate customer’s emotion, which is also a type of customer behavior, with facial

expressions and speech text. However, this feature is out of the scope of this dissertation as it

might breach the privacy of customers.

3.2.2 Structure of Existing CAR System

Existing CAR researches tend to focus on a particular CAR method that is specialized for

one retail purpose. Therefore, only a few researches [18, 25, 34, 36] provide a view of the

common structure of a CAR system. According to the structure of few existing CAR systems

and the low flexibility of existing CAR methods, we summarize the structure of a common

CAR system as shown in Figure 3.1. A common CAR system runs several ML-based complete

CAR models in parallel with the same input video. As mentioned above, the structure mainly

causes two problems when adapting to environment changes. One of them is that when the

environment change requires the implementation of additional CAR models, the overlapped

processes between complete CAR models lead to reducing performance of the CAR system.

Another one problem is that when the environment change need to change the input video,

because of the sharing the same input video, all complete CAR models in the CAR system must

be modified to adapt to the new input. The two problems make existing CAR systems inflexible

to adapt to environment changes, namely (P2).
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Figure 3.3: Proposed hierarchy-Based CAR system

3.3 Proposed CAR System

This section gives an overview of the proposed hierarchy-based system and explains the de-

tails of every hierarchy level. The structure of the system is depicted in Figure 3.3 where the

video data is the input for the hierarchy. The hierarchy comprises four levels: Spatial, Tempo-

ral, Primitives, and Behavior. The job of each level is to abstract the information from its lower

level. Therefore, the CAR methods in each level can be replaced by any methods as long as

it can finish this level’s job. Consequently, the CAR methods in any level are not limited to a

particular methods, better methods can be applied to adapt to different retail scenes.

3.3.1 Level 1: Spatial

As the name implies, this level conducts a spatial detection process by the sensor data. Gen-

erally, all sensors have a frequency of collecting data, such as the Frame Per Second (FPS)
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for cameras, the sampling rate for sensors that transmit electromagnetic signals. Level Spatial

extracts spatial information from each sampled data. Since visual data is mainly utilized by

most detection methods, the input of this level is set as video captured by in-store cameras.

Commonly, this level detects entities’ bounding boxes in each camera frame.

3.3.2 Level 2: Temporal

This level provides the temporal features from the abstraction of spatial features in consecu-

tive frames. The temporal features contain pixel-level features, such as optical flow, and entity-

level features, such as trajectory, namely moving route. Therefore, the job of this level is the

extraction of pixel-level features from the change of pixels, and entity-level features from the

bounding boxes in consecutive frames. In one word, Level Temporal conducts tracking jobs

with the outputs from Level Spatial.

3.3.3 Level 3: Primitives

Primitive is the same as that in Chapter 2. It represents an entity’s motion or two entities’

relation in each frame. Thus, this level’s job is primitive identification. When the primitives are

merged along the time, the output forms a sequence of primitives.

3.3.4 Level 4: Behavior

As the name implies, this level of the hierarchy performs customer behavior recognition.

Since its previous level outputs a sequence of primitives, this level matching the predefined

target CBs from the sequence of primitives.
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3.3.5 Hierarchy-Based CAR System

The CAR methods are partial CAR models that only output CA of a particular level with

the inputs from its previous level. Therefore, the CAR methods form a hierarchy that not only

runs CAR processes level by level but also categorizes CAs into levels. The system achieves

flexibility in response to environment changes as below.

• Slight Influence on System’s Performance: The use of partial CAR models avoids over-

lapped processes between CAR models. As a result, when the environment change needs

to add CAR models, adding a new level in the case of our proposed CAR system, it has

slight influence on the system’s performance compared to existing CAR systems.

• Partially modify CAR models in the system: When the environment change cause

the change of inputs, because of different input for CAR models, we only need to par-

tially modified CAR model(s) related to the inputs instead of modification of the entire

CAR system in case of existing CAR systems. Since the CAR models in our proposed

CAR have different inputs, it indicates that our CAR system can handle the environment

changes that are not limited to the camera change. For instance, to cope with different

customer’s habits for the same CB, we only need to modify the methods in level Primi-

tive by adding primitives to cover the new customer habits. Therefore, different inputs of

the four levels imply that the four levels can handle corresponding environment changes

independently.

3.4 Performance Evaluation

This section evaluates the running performance and adaptation cost of a CAR system when

applied to different retail environments.
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Figure 3.4: Proposed hierarchy-Based CAR system

3.4.1 Implementation

Figure 3.4 shows the implementation of our proposed hierarchy-based CAR system and an

existing E2E ML model-based CAR system. The video is used as the original input for both

systems. For our hierarchy-based system, YOLOv4 [6] and Sort [5] are respectively imple-

mented into level Spatial and Temporal for object detection and tracking. In level Primitive and

Behavior, we use our proposed methods in Chapter 2. For the E2E ML model-based system, we

build three models to simulate complete CAR models. Though they look like cascading mod-

els, each of them is considered as a complete CAR model that has the input of video and the

output for only one level of CA. Three models are implemented for level Spatial, Temporal and

Behavior. Also, both systems do not output primitives because there are no existing methods

for primitive identification. It should be mentioned that though existing CAR system outputs

different levels’ CAs simultaneously in Figure 3.4. We actually run Model 1,2,3 one by one

to output three levels’ CAs. In fact, the simultaneous outputs are not necessary in applications

because different levels’ CAs are used to support different retail purposes. Most of the retail

purposes do not require real-time CAs.
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Figure 3.5: Example of MERL dataset

3.4.2 Dataset

Two datasets are utilized in the experiments, one is the MERL shopping dataset [39] that

consists of 106 videos. Each video is about 2 minutes long with a resolution of 920x680 and

an FPS of 30. A fixed RGB top-view camera is installed to observe people shopping in a retail

environment. Figure 3.5 shows an example of MERL dataset.

Another dataset is our collected laboratory CAR dataset. It comprises 19 half-minute videos

with a resolution of 640x480 and an FPS of 10. We build a laboratory retail environment and

install an RGB top-view camera to get an occlusion-free view. Figure 3.6 shows its example

frame. Videos are collected at a public activity, where 19 random participants are requested to

simulate shopping by standing in front of the shelf one by one. Both datasets have the annotation

of entities’ bounding boxes and CB for each frame. CB annotations include walking, viewing,

browse, pick, return, touch, select (1 hand), and select (2 hands).
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Figure 3.6: Example of our laboratory CAR dataset

Experiment Settings

To evaluate the performance on adapting to environment changes, especially input video

change and adding CAR models, we correspondingly took the experiments. Regarding the input

video change, two datasets have videos with different resolutions, camera views, and camera

distortion. Therefore, we apply both systems to our CAR dataset and then apply them to the

MERL dataset. About adding CAR models, we simulate the environment change that leads to

adding CAR models for new level’s CA. The experiment follows the three steps below:

• Step 1: Need one CAR model for Lv.1 CA.

• Step 2: Need two CAR models for Lv.1 and Lv.2 CAs.

• Step 3: Need three CAR models for Lv.1, Lv.2, and Lv.4 CAs.

About the device information, we implemented both CAR systems on the same Windows

11 device with RAM of 16 GB. The CPU was an Intel i7-12700K (3.6 GHz). The GPU was

an NVIDIA GeForce RTX 3060 Ti (8 GB). The program was written in Python 3.9. The ML

framework was PyTorch 1.12. The used third-party libraries include numpy 1.22 and scipy 1.8.
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Table 3.2: Adaptation cost comparison

Changes Proposed CAR System ML-based CAR System

Input Video Change Re-train level 1 model Re-train all CAR models

(7 man-hours) (21 man-hours)

Add CAR Model(s) Step 1. Initialization: Add Level 1 Step 1. Initialization: Add Model 1

Step 2. Add Level 2: Step 2. Add Model 2:

Sort [5] YoloV4 [6]+Sort [5]

(2 man-hours) (106 + 2 man-hours)

Step 3. Add Level 3: Step 3. Add Model 3:

Chapter 2 method YoloV4 [6]+Sort [5]+LSTM [19]

(114 man-hours) (106 + 2 + 176 man-hours)

3.4.3 Adaptation Cost Comparison

Table 3.2 compares the cost during the adaptation to environment changes. For the input

video change, our proposed CAR system only re-trained a level 1 CAR model that is related to

the input video. We spent about 7 man-hours. Existing ML-based CAR system re-trained all

the CAR models, which took about 21 man-hours for the two CAR models.

Regarding adding CAR models, our proposed CAR system does not need to be modified

since the outputs from the hierarchy cover the needed CAs. In the case of existing ML-based

CAR system, it needs to add Model 1, 2 by annotating new target CAs and training Model 1

and Model 2. This time-consuming step took about 183 man-hours.

To sum up, the proposed CAR system can adapt to the input change easier with fewer modi-

fications and less time. Also, the proposed system can be partially changed to adapt to environ-

ment changes related to input or any CA level. This indicates that the proposed CAR system is

flexible.
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3.4.4 Performance Results

Figure 3.7 shows the change in Floating-point Operations Per Second (FLOPs) of both CAR

systems during adding CAR models for new levels of CAs. Figure 3.8 shows the change of

parameter size of both CAR systems during adding CAR models for new levels of CAs. FLOPs
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Table 3.3: F1-score results

CAR System F1-score (MERL dataset) F1-score (our CAR dataset)

Proposed CAR system 83.9% 92.0%

ML-based CAR system 87.4% 95.6%

and parameter size reveal the amount of calculation, which reflects the performance of a CAR

system. Results show that the performance of the existing CAR system is reducing with the

increasing number of CAR models. On the other hand, our proposed CAR system has slight

influence on performance when adding CAR models. Table 3.3 shows the f1-score of both

CAR systems on different datasets. The Ml-based CAR models in existing CAR system are

specialized for the target CBs, which leads to a good f1-score. However, the proposed CAR

system is designed to be flexible enough to adapt to different environment changes, thus, it is

not specialized for several target CBs, which leads to the decrease in accuracy. To improve the

accuracy, the CAR models in low levels can be replaced by better methods to improve recog-

nition accuracy. Another way for accuracy improvement is that more features can be extracted

in low levels to provide more information to high levels, such as the orientation information.

Moreover, in some cases that a customer moves in a so fast speed that leads to detection lost,

one of the solutions is raising the frame rate of in-store cameras.

3.5 Structure Evaluation

3.5.1 Metric and Calculation

Except for the experiment that runs two systems, we design a score to evaluate a system’s

structure. The score is calculated from coupling, cohesion, and complexity [43], because these

metrics reveal whether a system is flexible. To calculate these metrics, first we need to define
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the modules to be measured. In the proposed CAR system, we consider each level as a module,

while in the case of existing CAR systems, each model is regarded as a module.

Based on the proposed formula in [43], we define the coupling as follows:

Coupling = 1− 1

max(1, w + r)
, (3.1)

where w is the count of calling other module’s functions, r is the count of functions called by

other modules. For the existing system, Figure 3.4 shows that Model 2 has similar functions of

object detection and tracking as Model 1. Thus, w = 1, r = 0 for Model 2 and w = 0, r = 1

for Model 1. For the hierarchy, no levels share similar functions. Therefore, w = 0, r = 0 for

each level. After calculating the coupling of each module, the coupling of the whole system is

defined as the average of all modules’ coupling values.

In the case of cohesion, both systems are estimated to have high cohesion in their modules,

which means no difference in this metric. Therefore, the cohesion calculation is omitted in the

evaluation.

Finally, for the complexity calculation, we use a modified version of [43], where some irrele-

vant values were not included, as described below:

Complexity = IU +OU +MF, (3.2)

where IU is the count of required inputs from the user, OU is the count of outputs from the

system to the user, and MF is the count of model files in the system. In our case, IU and OU

indicate the count of data type instead of the amount of data. For instance, IU = 1 for the

existing system because the input is an image. IU = 2 for the hierarchy because an extra input

about the behavior definition is required. Finally, MF refers to the number of models in both

systems.

To normalize the complexity value, the formula is modified as follows:

Complexity′ =
(IU − 1) + (OU − 1) + (MF − 1)

IU +OU +MF
, (3.3)
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Figure 3.9: Structure evaluation results

where Complexity′ reaches the min value when IU = 1, OU = 1, MF = 1, and Complexity′

increases to a value no more than 1 when IU , OU , and MF increase. The complexity of the

whole system is defined as the average of all modules’ complexity values.

Since a better system has lower coupling and complexity, we formulated the structure score

(S) as

S =
1

α1 ∗ Coupling + (1− α1) ∗ Complexity′
, (3.4)

where α1 ∈ [0, 1], α1 is the weight of Coupling when designing a system, and a larger α1

means more emphasis on improving Coupling.

About the structure score, we set two parameters (α1, n) to influence the score and observe

its changes, where n is the number of implemented models in each system. For the existing

system, Figure 3.4 shows a simple system with only two models. However, usually, more

52



models are required in a common CAR system. Therefore, Coupling and MF may change

with the increasing number of models.

3.5.2 Structure Score Results

Figure 3.9 shows the change of the structure score when modifying α1 and n. The x-axis is

n and the y-axis is α1. The circle radius refers to the structure score. A larger circle represents

a better structure score. The chart shows that our proposed system have a better score when

α1 and n increase. And, in most cases, the proposed system has a better score. Since a better

structure score implies better flexibility, Figure 3.9 indicates that our proposed hierarchy-based

system is better in most cases. To sum up, the structure score results show that the proposed

hierarchy-based system has better flexibility to adapt to the environment changes.

3.6 Summary

In this chapter, we study a CAR system’s adaptation to environment change. The objective

is to realize a CAR system that is flexible to adapt to the environment changes that cause input

change or adding CAR models. We proposed a hierarchy-based CAR system. It runs partial

CAR models level by level to provide the CAs required by various retail purposes. The struc-

ture of the hierarchy avoids the overlapped processes among CAR models and the high coupling

between inputs and CAR models. Therefore, the proposed CAR system achieves good flexibil-

ity when adapting to environment changes, which solves (P2) Hard to Adapt to Environment

Change.

Despite of the achievement of better flexibility, recognition accuracy needs to be improved

by applying better CAR methods to related levels of the hierarchy. Also, we believe that there

are higher levels, such as intention, that could predict one’s intention. A higher level could be

able to support more retail purposes, like shoplifting prevention.
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4 Conclusions

4.1 Summary

• Objective

The objective of this study is to realize a CAR system that is flexible enough to

adapt to changes for different retail purposes, especially (C1) Target Change and (C2)

Environment Change. Regarding (C1), we particularly focus on the flexibility to adapt

to the target CB change. Concerning (C2), we aim at the flexibility for input change and

additional CAR models caused by environment change.

• Proposal

In Chapter 2, we proposed a method to recognize CB from the video captured by

in-store cameras. For each frame of the video, the proposed method recognizes CB us-

ing the combination of primitives, each of which is an entity’s motion or a relationship

between two entities. Only by changing the primitive combination is it possible to adapt

to changes in target CBs with fewer modifications and in less time. In Chap-

ter 3, we proposed a hierarchy-based CAR system to run partial CAR models along the

four CA levels (Spatial, Temporal, Primitive, Behavior). When the environment change

requires changing the input video, different inputs of different partial CAR models allow

the system to be partially modified to adapt to input changes, which is flexible. Also,

when the environment change needs to add more CAR models, non-overlapped processes

make adding the models has slight influence on the performance of the CAR system.
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• Achievements

In Chapter 2, we applied our proposed primitive-based CBR method to different target

CBs from two datasets. The results of the adaptation comparison show that our proposed

method achieves flexibility when adapting to target CB changes, resolving (P1) Hard to

Adapt to Target Change. In Chapter 3, we implemented our proposed hierarchy-

based CAR system and an existing ML model-based CAR system. We changed different

input videos from two datasets. Also, we added CAR models during the running of two

CAR systems on two datasets. The results show that when adapting to input changes and

adding CAR models caused by environment changes, our proposed CAR system achieves

flexibility, which solves (P2) Hard to Adapt to Environment Change. As a result, by

applying the primitive-based CBR method to the hierarchy-based CAR system, this study

achieves a CAR system that is flexible for both (C1) and (C2).

4.2 Contributions

This study aims at a flexible CAR system in smart retail. With the aforementioned achieve-

ments, this study is expected to contribute to smart retail in the following ways, as shown in

Figure 4.1.

• Handle Target Change:

Since our proposed primitive-based CBR method is flexible enough to handle target

changes easily, it is possible to recognize a wide range of CBs. Because CB is a kind

of CA, the achievement of providing more CBs can be regarded as being able to (A)

provide more CAs, which is shown in Figure 4.1.

• Handle Environment Change (Changed Input)

The proposed hierarchy-based CAR system can flexibly adapt to the changed inputs.

Therefore, the system is able to receive various sensor data. As a result, the system
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Figure 4.1: This study’s contribution to smart retail.

can (B) handle more inputs.

• Handle Environment Change (Increased CAR Models)

Also, when the environment change requires adding CAR models, our flexible CAR sys-

tem can be easily expanded because the increased number of CAR models has slight

influence on the system’s performance. Consequently, for smart retail, it could be (C)

powerful system.

Finally, for the left corner of the smart retail triangle in Figure 4.1, (A), (B), and (C) con-

tribute a lot to the development of this corner. Later, it will drive the development of the other

parts of smart retail. Therefore, the contribution of this study is to be able to greatly push the

development of smart retail.

4.3 Future Directions

Although our proposed solutions solve existing problems, we still need more research to

optimize current findings in the face of possible future problems or limitations of our proposed

methods.
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• Primitive-Based CBR Method

Current primitives cannot define CBs that contain orientation information, such as face

to, turn back to. However, the orientation information is essential to precisely defining

some CBs. Thus, we will need to add more primitives for describing the orientation in

the future.

Besides, the current pattern matching algorithm only supports CB recognition. To support

retail purposes such as shoplifting prevention, traffic prediction, CB prediction instead

of recognition is better. Therefore, the CB prediction could also be one of the future

directions.

• Hierarchy-Based CAR System

Because CB prediction is required for retail purposes such as shoplifting prevention, traf-

fic prediction, one future direction for improving our proposed CAR system could be to

expand higher CA level intentions.

Furthermore, the current CAR system is proposed to mainly receive video as input. Nev-

ertheless, smart retail also has many other sensors installed. To achieve better flexibility,

future work could involve improving the hierarchy to be compatible with other sensors.
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