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Abstract

Writing a paper is daunting, especially for non-native English speakers (NNESs) with limited
English proficiency. It takes more time to write a clear and understandable paper. The
paper may not be accepted due to its English. This can have a negative impact not only
on the career development of the researcher but also on the diversity of science as a whole.
While collaborating with English-speaking co-authors or utilizing an English editing service
can be helpful, these options may not be available to all NNESs. As a new option, we
aim to reduce the disadvantages by using natural language processing (NLP) techniques, in
particular, rewriting techniques. Rewriting is a framework that provides paraphrases and
fluency-enhancing alternatives to human-written text.

While there has been some work, most writing assistance has focused on correcting
surface-level issues such as grammar, spelling, and typographical errors. We broaden this
focus to include the earlier revising stage, where sentences require adjustment to the infor-
mation included or major rewriting, and propose a new writing assistance task. Rewriting
models performing well in this task can help inexperienced authors by producing fluent,
complete sentences given their rough drafts. To evaluate the rewriting models, we build a
crowdsourced evaluation dataset consisting of incomplete sentences authored by non-native
writers paired with their final versions extracted from published academic papers. We also
investigate how data augmentation techniques can be employed to construct training data for
developing rewriting models.

Using the rewritingmodel, we built a writing support system namedLangsmith. Through
a laboratory experiment, we demonstrated that Langsmith helps NNESs write papers in En-
glish. Langsmith is now available to the public.

Furthermore, we conducted user studies and interviews to investigate how NNESs use
the writing support system. We find that many NNESs wrote using machine translation
and struggled to assess suggestions from the rewriting system. Some blindly accepted the
revisions, while others collected additional clues (e.g., machine translation of system sug-
gestions) for assistance.



Based on our findings of this study, we conclude with a discussion of future research
directions. Particularly, we emphasize the importance of collaboration between natural lan-
guage processing and human-computer interaction.
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Chapter 1

Introduction

Since English has become the primary language of global business, non-native English
speakers (NNESs) are becoming required to communicate in English. In academia, in par-
ticular, non-native English speakers are disadvantaged because they are expected to write
papers in English (Huang, 2010). Occasionally, papers are not accepted due to a lack of
English proficiency, and researchers and students with low English proficiency may spend
a significant amount of time and money writing papers (Ramírez-Castañeda, 2020). The re-
sulting lack of paper acceptance can also affect the researcher’s career and, as a result, may
lead to a decrease in diversity in academia.

To overcome these linguistic barriers, writing-support systems based on natural language
processing technology can be beneficial (Dale and Kilgarriff, 2011; Hagiwara et al., 2019).
In particular, recent developments in neural networks have led to rapid advances in text gener-
ation technology, and the potential for newmodes of assistance, such as rewriting to improve
fluency as well as correcting grammatical and spelling errors, is gaining attention (Dale and
Viethen, 2021).

While technologies are being developed that may be useful for writing support, a suffi-
cient practice of what kind of support is feasible and advantageous for NNESs has not yet
been accumulated. As a case study, we focus on assisting Japanese researchers and students
who are NNESs in writing papers. Based on existing studies (Grangier and Auli, 2018;
Napoles et al., 2017; Zhu et al., 2019), we examine how to realize several modes of writ-
ing support using natural language technology and build a writing support system named
Langsmith. Although Langsmith has a number of features, its primary function is to rewrite
text automatically. We then ask NNESs to use the writing support system and investigate
whether they find it useful for writing, which modes are particularly beneficial, and how they
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1.1 Research Issues

use it. Furthermore, we discuss the directions for building more effective writing support
systems for NNESs.

1.1 Research Issues
As of 2023, Numerous studies and tools for writing support have been developed. However,
at the inception of our study, there was little data and few writing support tools available.
Therefore, the following research issues were posed in stages.

• How can we build rewriting models: Building a rewriting model requires train-
ing data. For example, to construct a rewriting model that improves fluency, a large
amount of pair data of a draft and the corresponding fluent sentence is needed. How-
ever, it is often not easy to collect such training data in large quantities. In addition,
evaluation of the rewriting model is also an important process, and the automatic eval-
uation framework also requires pair data of draft text and corresponding fluent text.
In this thesis, we explore the construction of data for evaluation and how to build a
rewriting model.

• Can automatic rewriting help NNESs write academic papers?: Building a high-
performance rewriting model on automatic evaluation may not imply that it will be
useful for writing for non-native English speakers. Furthermore, issues other than
performance, such as user interface, need to be considered when developing writing
support system applications. We will build a writing support system with a rewriting
model and conduct laboratory trials to assess whether it can be useful for NNESs
writing.

• How do NNESs use AI-powered rewriting tools?: Although text generation tech-
nology is improving, sometimes the system generates text with errors. We conduct an
interview study to understand how NNESs assess the system’s suggestions and what
factors lead them to form trust in the system.

1.2 Contributions
The contributions of this thesis are as follows:

• Proposing new rewriting tasks in the academic domain and building evaluation
datasets: We propose a new rewriting task: generating fluent sentences from drafts.

2



1.3 Thesis Overview

We create an evaluation dataset for the task using a new crowdsourcing approach and
made the datasets publicly available.

• Adapting data augmentation methods to create training data for the rewriting
model: Training data is needed tomodel the newly proposed rewriting task, but crowd-
sourcing the data would be costly as with the evaluation data. We propose a framework
by applying data augmentation techniques to build rewriting models.

• Building awriting-support system and investigating the impact onwriting by non-
native English speakers: We build a writing support system called Langsmith, with
a built-in rewriting model. We demonstrate the effectiveness of Langsmith by asking
non-native English-speaking students to write in English text using Langsmith.

• Investigating the use of the writing-support system by non-native English speak-
ers: We release Langsmith to the public, analyze user logs and survey users to inves-
tigate how they use Langsmith. In addition, we conduct user studies and interviews
to understand how non-native English speakers assess the tool’s suggestions and how
they form trust toward Langsmith.

1.3 Thesis Overview
The rest of this thesis is structured as follows:

• Chapter 2: Background. In this chapter, we discuss the difficulties non-native En-
glish speakers face when writing, and then we organize an overview of writing assis-
tance research in NLP.

• Chapter 3: Rewriting Tasks and Rewriting Models for Academic Writing Sup-
port. We propose Sentence-level Revision (SentRev) as a new writing assistance
task. Well-performing systems in this task can assist inexperienced non-native En-
glish speakers by producing fluent, complete sentences given their rough, incomplete
drafts. We build an evaluation dataset consisting of incomplete sentences authored by
non-native English writers paired with their final versions extracted from published
academic papers for developing and evaluating SentRev models. We also create train-
ing data using data augmentation methods and establish baseline models.

• Chapter 4: Langsmith: An Interactive Academic Text Revision System. This
chapter presents the Langsmith editor, which assists inexperienced, non-native re-
searchers in writing English papers. Our system can suggest fluent, academic-style

3



1.3 Thesis Overview

sentences to writers based on their rough, incomplete phrases or sentences. We asked
students who are not native English speakers to write a paper in English using Lang-
smith and demonstrated the effectiveness of Langsmith.

• Chapter 5: How Non-native English speakers use AI-powered writing-support
tools. In this chapter, we investigate the use of Langsmith for non-English native
speakers. In particular, we investigate whether and how non-native English speakers
correctly evaluate the corrections provided by Langsmith. We investigated participant
interactions with the tool through user studies and interviews. We found that most par-
ticipants had difficulty evaluating the recommended revisions. Some blindly accepted
the modifications, while others collected additional clues (e.g., machine translation
of revised sentences) to assist them. Based on these findings, we discuss factors that
shape 　 NNESs’ trust in AI-powered writing tools and their quality assessment of
the recommended revisions.

• Chapter 6: Conclusion and Future Work. This chapter summarizes the contribu-
tions of this thesis and further discusses directions for future research on writing as-
sistance for non-native English speakers.

The research in Chapter 3 was presented at The 12th International Conference on Natural
LanguageGeneration (INLG2019) (Ito et al., 2019) and the Journal of Cognitive Science (Ito
et al., 2020b). The research in Chapter 4 was presented at the 2020 Conference on Empirical
Methods in Natural Language Processing (System Demonstrations) (Ito et al., 2020a).
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Chapter 2

Background

This chapter discusses the challenges NNESs face when writing in English and the overall
picture of writing support using NLP technology to address these challenges.

2.1 Language barriers of non-native English speakers
English is the dominant language in numerous domains, including academia, and NNESs,
especially those with low English proficiency, may find themselves at a disadvantage due to
a lack of knowledge of English grammar, collocations, phrases, and style (Flowerdew, 2007;
Huang, 2010; Ramírez-Castañeda, 2020). Huang (2010) interviewed NNES Ph.D. students
and found that, indeed, many felt at a disadvantage due to their limited English proficiency.
NNES students appear to draft the content of their planned writing in their native languages
and then translate it into the target language during the writing process (Cohen and Brooks-
Carson, 2001). Thus, a lack of English writing skills can prolong writing time and, in some
cases, lead to manuscript rejection despite the reporting of valuable research results due
to inadequate communication (Flowerdew, 2007; Huang, 2010; Politzer-Ahles et al., 2020;
Ramírez-Castañeda, 2020). Although translation and editing services can be used to address
this language barrier, this comes at a steep financial cost (Ramírez-Castañeda, 2020). As
well as having negative career impacts in ‘publish or perish’ academic environments, these
barriers to publication by NNES researchers are detrimental to diversity and inclusion goals.

2.2 Natural language processing for writing-support.
To overcome the above-mentioned barriers to writing and publishing activity, a number of
studies have been conducted in the field of NLP related to writing assistance (Dale and
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2.2 Natural language processing for writing-support.

Table 2.1Writing-support tools. GEC, CMP, and TR stand for grammatical error correction,
auto-completion, and text rewriting, respectively.

Features
Tool Domain GEC CMP TR
Langsmith Academic ✓ ✓ ✓
Wordtune General ✓
Grammarly General ✓ ✓
QuillBot 　 General ✓ ✓
Ginger 　 General ✓ ✓
Trinka Academic ✓ ✓
Write With Transformer General & Academic ✓

Kilgarriff, 2011; Ito et al., 2019). A variety of writing support tools have also been de-
veloped in recent years. Table 2.1 lists several writing support tools. Writing assistance can
take many types, including the summary display (Dang et al., 2022) and example sentence
searches (Boisson et al., 2013; Soyer et al., 2015); here, we focus on three features commonly
used in recent writing support tools (Dale and Viethen, 2021): grammatical error correction,
autocompletion, and rewriting.

2.2.1 Grammatical error correction
Grammatical error correction (GEC) is the task of correcting text that contains grammatical,
spelling, or other errors (Ng et al., 2014; Yuan and Briscoe, 2016). It has long been addressed
in NLP and is implemented today as a basic feature of most editors. Although grammatical
and spelling errors are naturally likely to be made by native speakers as well, GEC tasks
have evolved with the goal of helping NNESs (Dale and Kilgarriff, 2011). Most benchmark
datasets are based on texts written by non-native English speakers (Dahlmeier et al., 2013;
Mizumoto et al., 2011).

2.2.2 Autocompletion
Text completion is a task that generates text from human-written prompts. Completing text
is also a typical function of a text completion application (Write With Transformer1 and
Smart Compose (Chen et al., 2019)). Research and development of this framework are often
focused on applications such as the generation of stories and slogans, which require creativ-
ity. With the recent development of neural language models, which can generate very fluent

1https://transformer.huggingface.co
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sentences, a framework has been proposed in which the language model is regarded as an-
other author, and writing is based on the generated text. In particular, with the advent of
GPT-3 (Brown et al., 2020) and the release of its API2, research and development of tools
utilizing this functionality have been active in recent years (Lee et al., 2022).

2.2.3 Rewriting
A rewriting task is a task that performs rewriting on the user-written text and aims not only to
correct errors, as in GEC, but also to generate paraphrases (Zhou and Bhat, 2021), improve
fluency (Napoles et al., 2017), transform style (Jin et al., 2022a), and simplify the text (Al-
Thanyyan and Azmi, 2021). Encoder-Decoder architecture (Vaswani et al., 2017) is often
used to build the rewriting model. We also use this architecture to build the rewriting model
(Chapter 3).

Recent studies have focused on interactive writing support (Du et al., 2022; Dwivedi-Yu
et al., 2022; Schick et al., 2023; Sun et al., 2021) because humanwriting is not a linear process
but an iterative one. For example, Du et al. (2022) have published a dataset annotated edit-
intention, which aims to tell the system what it should change, such as fluency and style. Our
study also follows this trend and aims to develop systems that support rewriting interactively
with humans.

2.3 Automatic academic writing assistance
Academic writing assistance has gained considerable attention in NLP because writing pa-
pers is an important task for researchers (Dale andKilgarriff, 2011; Daudaravičius, 2015; Lee
and Webster, 2012; Wu et al., 2010; Yimam et al., 2020). For example, some shared tasks
of detecting and correcting grammatical errors were organized to assist NNESs in writing
their papers (Dale and Kilgarriff, 2011; Daudaravičius, 2015). The rewriting of academic
domains has also been actively studied. Over the past few years, a number of datasets have
been created to support academic domain rewriting (Dong et al., 2021; Du et al., 2022; Mita
et al., 2022). In addition, other technologies have been studied to support academic writ-
ing from various perspectives, such as automatic abstract generation (Wang et al., 2019),
automatic table and figure description generation (Moosavi et al., 2021), automatic citation
generation (Wang et al., 2021), and even automatic review generation (Wang et al., 2020;
Yuan et al., 2022). Academic paper writing is one of the many writing activities worth pur-
suing.

2https://openai.com/api/
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Chapter 3

Rewriting Tasks and Rewriting
Models for Academic Writing
Support

3.1 Introduction
Writing an academic paper can be a daunting task, even for experienced writers who are na-
tive or near-native English speakers. Inexperienced, non-native speakers find themselves in
an even more difficult circumstance. In addition to grammatical or spelling errors, their sen-
tences may lack fluency, have an unnatural style, contain collocation errors, or have missing
words that they could not remember or did not know the appropriate expressions. Such writ-
ers, especially students with limited academic experience, may often have difficulty putting
their ideas and findings into words, even if the ideas are sound and contribute to the research
community. Improving the quality of writing is thus a concern for individual researchers
and the academic community.

Writing assistance technologies have been extensively studied in natural language pro-
cessing (NLP) (Brill and Moore, 2000; Grangier and Auli, 2018; Ng et al., 2014). Our goal
is to help inexperienced writers in writing fluent, grammatical sentences.

Models developed for academic writing assistance using existing datasets can serve as
a support system during the final stages by editing a nearly finished version of the paper.
For example, Daudaravičius (2015) collects scientific papers before and after professional
editing from publishing companies, and Dale and Kilgarriff (2011) extract published papers
that still contain errors and correct the errors to obtain target text fragments.
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3.1 Introduction
Extended Focus

92

✓ grammatical errors
✓ spelling errors

✓ insufficient fluidity
✓ awkward style
✓ collocation errors
✓ missing words

“Our model shows excellent 
performance in this task.”FINAL VERSION:

FIRST DRAFT: “Model have good results.”

Revising “Our model show 
good result
in this task.”

“Our model shows
a excellent perfomance
in this task.”

“Our model shows
good results in this 
task.”

“Our model shows
a excellent perfomance
in this task.”

Editing

Proofreading “Our model shows excellent 
performance in this task.”

OUR FOCUS (SentRev task)

Figure 3.1 Overview of the estimated process of writing a sentence “Our model shows ex-
cellent performance in this task.” and focus of this study. Writing activity consists of four
stages: (i) drafting, (ii) revising, (iii) editing, and (iv) proofreading.

Process-writing pedagogy, on the other hand, asserts that writing involves several pro-
cesses (Buchman et al., 2000; Seow, 2002; Susser, 1994), as shown in Figure 3.1. This
study addresses the challenge of automatic assistance in the final review process (proofread-
ing and editing) and the earlier stages of writing (revising). In the revising stage, writers
may drastically modify the wording and supplement some words, a highly demanding task
for non-native or inexperienced writers. Supporting the revising stage has been less explored
in NLP.

In this study, we design a new type of academic writing assistance task, Sentence-level
Revision (SentRev), where a system takes an early draft of a sentence as input and generates
a revised, error-free, proofread version.

A major issue in addressing this assistance task is that evaluation datasets are scarce be-
cause early-stage drafts are not usually publicly available. To overcome this limitation, we
construct an evaluation dataset of pairs of draft sentences and their final versions, the Set
of Modified Incomplete TecHnical paper sentences (SMITH), that we created using crowd-
sourcing approaches. We then evaluate the quality of our dataset and in-depth analyze the
characteristics of the obtained drafts. Finally, we train baseline models and report the per-
formance for our task on the SMITH evaluation dataset.
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3.2 The Sentence-level Revision task

Our contribution is fourfold:
• We propose a new task called Sentence-level Revision (SentRev).
• We create an evaluation dataset, SMITH, for SentRev using a new crowdsourcing ap-

proach and release it.1

• We compare the characteristics of our dataset with major datasets and analyze the
obtained draft sentences.

• We establish baseline models.

3.2 The Sentence-level Revision task

Table 3.1 Examples of sentence-level revisions in our SMITH dataset. Our task is to transform
the draft sentences into their corresponding reference sentences.

Draft However, the F1 score of KBP 2017 coupus <*> decreased by the sub event
base rule.

Reference However, subevent based constraints slightly reduced the F1 scores on KBP
2017 corpus.

Draft But, there are some important difference to <*> our work unique.

Reference However, there exist several key differences that make our work unique.

SentRev is the task of revising and editing incomplete draft sentences to create final ver-
sions. Examples of sentence-level revision are shown in Table 3.1. A draft sentence, x, may
have several types of problems. Surface-level problems such as typographical, spelling, or
grammatical errors are common. Wording problems, such as collocation errors or expres-
sions being stylistically odd or inappropriate for the academic domain, are typical of rough
sentences written by non-native, inexperienced writers. The third type of error is informa-
tion gaps. Information gaps are cases where the author likely could not find the appropriate
wording for the idea he or she wanted to convey, such as a specific expression common in
the academic domain or a technical term. In addition, a draft sentence may be missing sec-
tions without the author being aware of this. Solving the above problems in a draft sentence
would elevate the draft sentence x to its final or nearly final version y with greatly improved
fluency. Ideally, a single error-free and correctly filled-in final version should be generated
while considering the context of the sentence. However, as a first step, an assistance system

1https://github.com/taku-ito/INLG2019_SentRev
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3.3 The Smith dataset

may output likely candidates for the user to choose from or be inspired by, which would be
realistic for a real-world application (see Chapter 4).

SentRev is to generate likely final versions y from early-draft sentences x. For this pur-
pose, we provide an evaluation dataset, SMITH, comprising pairs of drafts and their final
versions (X, Y).

3.3 The Smith dataset

SMITH

(iii) the native L’ speaking
crowd workers translate
&$+()'* into English

(ii)  translate English &()'*
into L’ (Japanese)
by machine translation

(i)  extract $()'* from
published papers

(iv) filtering ("can%, $cand)

このタスクでは、モデルが優れた性能を⽰す。
(L’ : Japanese)

Model	have	good	results.

Translate en → L’ by MT

Filter

("can%, $cand)

final version
Our	model shows	excellent	
performance	in	this	task.

draft

(", $)

,!"#$:

,%&!"#$:

,'!→)#!"#$ :
(= %!"#$)

,!"#$ ∈ 0cand

Translate L’ → en by native L’ speaking 
crowd workers

Papers Archive
(i)

(ii)

(iii)

(iv)

Figure 3.2Overview of the crowdsourcing protocol for creating an evaluation dataset, SMITH,
for the SentRev task.

3.3.1 Dataset creation method
Process overview Although we cannot collect “drafts” X from published papers, we can
easily collect the “final versions”Y. In addition, we have access to non-native, inexperienced
writers through crowdsourcing services. Our evaluation dataset creation process combines
these two factors (Figure 3.2). The protocol consists of the following four phases:

(i) Collecting many sentences written by experts Ycand from published papers.
(ii) Translating them into another language L′, resulting in sentences Ycand

L′ .
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3.3 The Smith dataset

(iii) Asking native speakers of L′ to translate Ycand
L′ back into English Ycand

L′→en through
crowdsourcing. Henceforth, we denote Ycand

L′→en as Xcand.
(iv) Filtering the pairs of (Xcand, Ycand) to ensure the quality of the dataset (X, Y).

This setting is analogous to the situation non-native writers face, as Cohen and Brooks-
Carson (2001) report that non-native speakers tend to formulate in their native language and
mentally translate to the target second language. We assume that most crowd workers have
never written an academic paper and that the target users of SentRev-based systems also
include this type of inexperienced writers.

First, we create many candidate pairs of drafts and reference sentences (Xcand, Ycand) and
then filter them to create the quality-controlled set (X, Y). The following subsections detail
this process.

Collecting final version sentences We collected sentencesYcand from theACLAnthology
Sentence Corpus (AASC).2 Weextracted the sentences that satisfied the following conditions
from the AASC as Ycand:

• accepted to the Annual Meeting of the Association for Computational Linguistics
(2018),

• between 70 and 120 characters,
• does not include mathematical symbols, citation tokens, URLs, Greek letters, or other

special symbols defined in AASC, and
• has no clear conversion mistakes when automatically extracted from PDFs.

Creating draft sentences We used Japanese as L′. First, we translated Ycand into Japanese
using Google Translate.3 We denote the Japanese versions of Ycand by Ycand

ja . To guaran-
tee the quality of Ycand

ja , the authors, who were native Japanese speakers, inspected all the
sentences from Ycand

ja and removed those that at least one speaker judged to be incorrect
translations.

Next, we asked each Japanese crowd worker to translate three sentences from Ycand
ja into

English Ycand
ja→en within 15 minutes. The appropriate time limit and rules were determined

based on several trials.
The workers were allowed to insert the special symbol <*> in places where they could not

think of a good expression for that position in their answer Ycand
ja→en. This instruction revealed

the information gaps that the authors of the drafts consciously left empty. An author may
2https://github.com/KMCS-NII/AASC
3https://translate.google.com/
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3.3 The Smith dataset

Table 3.2 Criteria for evaluating workers. L.D denotes the Levenshtein distance.

Criteria Judgment
Writing time is too short (< 2 minutes) Reject
All answers are too short (< 4 words) Reject
No answer ends with “.” or “?” Reject
Contain identical answers Reject
Some answers have Japanese words Reject
No answer is recognized as English Reject
Some answers are too short (< 4 words) -2 points
Some answers use fewer than 4 kinds of words -2 points
Too close to machine translation result (20 <= L.D. <= 30) -0.5 points/ans
Too close to machine translation result (10 <= L.D. <= 20) -1.5 points/ans
Too close to machine translation result (L.D. <= 10) Reject
All answers end with “.” or “?” +1 points
Some answers have <*> +1 points
All answers are written in English +1 points

also be unaware that a draft sentence is missing sections. 306 workers participated in our
crowdsourcing task.

Quality control We designed specific filtering criteria and applied them to the workers
because Yahoo! crowdsourcing, 4 a Japanese crowdsourcing service, does not provide filter-
ing based on the worker’s writing skills or abilities. The filtering was based on the writing
activities of the workers. We evaluated each worker using the three answers they produced
according to the criteria outlined in Table 3.2. We then accepted work only from workers
who received a score of 0 or higher as valid. We determined the hyperparameters through
trial experiments. We used spaCy-CLD5 for language detection.

In addition, to exclude instances with a too large gap, we automatically filtered out the
obtained (xcand, ycand) ∈ (Xcand, Ycand) whose unigram overlap coefficient was considerably
low:

|U(xcandchecked) ∩ U(ycand)|
min{|U(xcandchecked)|, |U(ycand)|}

< 𝛼 ,

4https://crowdsourcing.yahoo.co.jp/
5https://github.com/nickdavidhaynes/spacy-cld
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3.4 Analysis of the Smith dataset

where U(⋅) is the set of tokens excluding stop-words and special tokens (<*>). xcandchecked is the
spell-checked version6 of xcand. 𝛼 is set to 0.4, which was determined in trial experiments.
We collected 10,804 pairs of draft and their final versions, which cost us approximately
US$4,200, including the trial rounds of crowdsourcing.

Unfortunately, work produced by unmotivated workers could have evaded the aforemen-
tioned filters and lowered the quality of our dataset. For example, the workers could have
circumvented the filter by simply repeating common phrases in academic writing, such as
“We apply we apply”. To estimate the frequency of such instances, we sampled 100 (x, y)
pairs from (X, Y) and asked a Japanese- and English-fluent NLP researcher (who was not
one of the authors of this paper) to check for examples where x was entirely unrelated to
xja, which was presented to the crowd workers when producing x. The expert observed no
completely inappropriate examples but noted a small number of clearly subpar translations.
Thus, 95% of sentence pairs were determined to be appropriate. This result demonstrates
that, overall, our method was suitable for creating the dataset and confirms the quality of
SMITH.

3.3.2 Statistics
Table 3.3 shows the statistics of our SMITH dataset and a comparison with major datasets for
building a writing assistance system (Daudaravičius, 2015; Mizumoto et al., 2011; Napoles
et al., 2017). Our dataset, which comprises 10k sentence pairs, is six times larger than JF-
LEG, which contains both grammatical errors and nonfluent wording. Moreover, our dataset
simulates significant editing—99% of the pairs have some changes between the draft and its
corresponding reference, and 33% of the draft sentences contain gaps indicated by the spe-
cial token <*>. We also measured the amount of change from the drafts X to the references
Y by calculating the Levenshtein distance between them. A higher Levenshtein distance in
our dataset indicated more significant differences between them compared with major GEC
datasets. This finding implies that our dataset emulates more drastic rephrasing.

3.4 Analysis of the Smith dataset
In this section, we run extensive analyses on the sentences written by non-native workers
(draft sentences X) and the original sentences extracted from the set of accepted papers
(reference sentences Y). To perform these analyses, we randomly selected 500 pairs from
SMITH.

6We corrected spelling errors using https://github.com/barrust/pyspellchecker
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Table 3.3 Comparison with existing datasets. w/mask and w/change denote the percentage of
source sentences with mask tokens and the percentage where the source and target sentences
differ, respectively.

dataset size w/mask w/change levenshtein distance
Lang-8 2.1M - 42% 3.5
AESW 1.2M - 39% 4.8
JFLEG 1.5k - 86% 12.4
SMITH 10k 33% 99% 47.0

(%
) ~~

SMITH
JFLEG
AESW

Figure 3.3 Comparison of the top 10 frequent errors observed in the 3 datasets.

3.4.1 Error type comparison
To estimate the distributions of error types between the source and target sentences, we used
ERRANT (Bryant et al., 2017; Felice et al., 2016)7. We then compared them with three
datasets: SMITH, AESW (the same domain as SMITH), and JFLEG (which has a relatively
close Levenshtein distance to SMITH). To calculate the error type distributions on AESW and
JFLEG, we randomly sampled 500 pairs of source and target sentences from each corpus.
Figure 3.3 shows the results of the comparison. Although all datasets contained a mix of
error types and operations, the SMITH dataset featured more “OTHER” operations than the
other two datasets. A manual review of some samples of “OTHER” operations revealed that
they tend to inject information missing in the draft sentence (see Figure 3.4). This finding

7https://github.com/chrisjbryant/errant
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3.4 Analysis of the Smith dataset

Draft: the best models are very effective on the     condition 
that they are far greater than human.

Reference: The best models are very effective in the local context condition 
where they significantly outperform humans.

Draft: Results show MARM tend to generate <*> and very short responces.

Reference: The results indicate that MARM tends to generate specific 
but very short responses.

OTHER

OTHER

Figure 3.4 Examples of “OTHER” operations predicted by the ERRANT toolkit.

0 20 40 60 80 100

others

lack of information

orthographic errors

problems in wording

grammatical errors

 

Figure 3.5 Result of the English experts’ analyses of error types in draft sentences on our
SMITH dataset. The scores show the ratio of sentences where the targeted type of errors
occurred.

confirms that our dataset emphasizes a new, challenging “infilling” task setting for writing
assistance.

3.4.2 Human error type analysis
To understand the characteristics of our dataset in detail, an annotator proficient in English
(who is not an author of this paper) analyzed the types of errors in the draft sentences (see
Figure 3.5). The most frequent errors were fluency problems (e.g., “In these ways” instead
of “In these methods,”)—characterized by errors in academic style and wording, which are
beyond the scope of traditional GEC. Another notable type of error that occurred frequently
in our dataset was a lack of information, which further distinguishes our dataset from other
datasets.
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3.4 Analysis of the Smith dataset

Table 3.4 Comparison of the draft and reference sentences in SMITH. FRE and perplexity
scores were calculated once in each sentence and then averaged over all the sentences in the
development set of SMITH.

data FRE passive voice (%) word repetition (%) perplexity
Draft X 45.5 34.0 33.0 1373
Reference Y 40.0 29.6 28.6 147

3.4.3 Human fluency analysis
We outsourced the scoring of the fluency of the given draft and reference sentence pairs
to three English-proficient annotators. The vast majority of draft sentences x (94.8%) were
deemed less fluent than their corresponding reference sentence y, confirming that achieving
high performance with our dataset requires the ability to transform unpolished sentences into
more fluent sentences.

3.4.4 Sentence-level linguistic characteristics
We conducted various linguistic measures on the dataset sentences including Flesch Reading
Ease (FRE) (Flesch, 1948), passive voice8, word repetition, and perplexity, which are pre-
sented in Table 3.4. FRE assesses the readability of a text by considering the average number
of words per sentence and the average number of syllables per total word. An FRE score
ranges from 0 to 100; the higher the score, the easier the text is to read. The draft sentences
consistently demonstrated higher FRE scores than their reference counterparts, which may
be attributed to the latter containing more sophisticated language and technical terms.

In addition, workers tended to use the passive voice and repeat words within a narrow
span, and both those phenomena should be avoided in academic writing. Further analy-
sis was conducted on lexical tendencies between drafts and references. Some words and
phrases were more often observed in the reference sentences than in the draft sentences,
and vice-versa. Figure 3.6 visualizes these biases, where words more often observed in the
draft sentences (e.g., will, is not, if, and I,) are plotted in the upper-left corner, and those
found more frequently in the references (e.g., can be, no, when, and they) are plotted in the
lower-right corner. The difference also includes a widely-used spelling (data set vs. dataset)
and a common plurality (method vs. methods). The plot was created using the scattertext
toolkit (Kessler, 2017).

8https://github.com/armsp/active_or_passive
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we

Figure 3.6 Characteristic words and phrases in draft sentences and reference sentences in the
development set of SMITH.

Finally, we analyzed the draft and the reference sentences using perplexity calculated by
a 5-gram language model trained on ACL Anthology papers.9 The higher perplexity scores
in the draft sentences (Table 3.4) suggest they possess properties that are not appropriate for
academic writing, such as less fluent wording.

9Perplexity is calculated with the implementation available in the KenLM (Heafield, 2011) (https://github.
com/kpu/kenlm), tuned on AASC (excluding the texts used for building the SMITH).
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Table 3.5 Examples of the generated training dataset.

method original generated
Heuristic Besides , the recognizer success-

fully rejected only 15 out of 42 neg-
ative sentences .

recognizer Besides successfully ,
the informativeness rejected of out
<*>

Grammatical error generation We plan to analyze these direct
communications and interaction of
sentiments expressed in these se-
quences of posts .

We plan to analysis the direct
communication interaction of senti-
ments express in these sequence of
posts .

Style removal This experiment suggested that
there were ambiguities in these
pointing gestures and led to a re-
design of the system .

This experiment indicated the am-
biguity found in the pointing ges-
tures and caused a renewal of the
system .

Entailed sentence generation Figure 2 illustrates the effective-
ness of different features class.

There is different feature in figure 2
.

3.5 Experiments

3.5.1 Baseline models
We built three baseline models and evaluated them on the SMITH dataset.

Heuristic noising and denoising model

We can access a great deal of the final versions of academic papers. Noising and denois-
ing approaches have gained attention in the GEC and machine translation fields (Edunov
et al., 2018; Lichtarge et al., 2019; Xie et al., 2018). We combined these two factors to train
baseline models on noised final version sentences.

First, we collected 4,898,146 sentences Yaasc from the AASC dataset that met the follow-
ing conditions: (i) not included in the SMITH dataset, (ii) not too long or too short (between
5 and 35 tokens), (iii) over 50% of the characters were letters of the alphabet. We then
constructed a training dataset (Xaasc

hrst , Yaasc) by adding noise to Yaasc.
As the most straightforward approach for noising, we used a set of heuristic rules by

randomly deleting, replacing, and swapping words in the reference sentences. Algorithm 1
shows the noising algorithm in the heuristic noising method. In particular, the rules included
deleting words with a 0.1 probability, replacing words with a token that appeared over 10,000
times in Yaasc with a 0.1 probability, and shuffling the sentence randomly while maintain-
ing the original adjacent words within a three-word proximity. Additionally, we randomly
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Algorithm 1: Heuristic noising
INPUT: x = {w0, w1, ⋯ , wn}

1: x = delete(x, 0.1)
# 10% of the tokens in x are deleted.

2: x = replace(x, 0.1)
# 10% of the tokens in x are replaced with common terms in ACL.

3: x = permutate(x)
# permutate the tokens in x.

4: r ← Uniform(0, 0.5)
5: m = int(x.length ∗ r)
6: c = 0
7: while c < m do
8: n ← sample({j ∈ 𝒩 | 1 ≤ j ≤ m – c})
9: (s, e) ← sample({n-grams of x})

10: x =‶ x∶s–1 + <*> + xe+1∶
′′

11: c = c + n
12: end while

# r × 100% of the tokens in x are masked.

replaced up to half of the words with a <*> token. This method generated 4.8 million heuris-
tically noised sentences.

Subsequently, we trained a denoising model (a mapping function from Xaasc
hrst to Yaasc)

by using Transformer (Vaswani et al., 2017) implemented in fairseq (Ott et al., 2019). We
used an Adam optimizer (Kingma and Ba, 2015) with 𝛼 = 0.0005, 𝛽1 = 0.9, 𝛽2 = 0.98,
and 𝜖 = 10e–8. We set the maximum number of tokens per minibatch to 3,000 and the
maximum number of updates to 500,000. We also set the dropout rate to 0.3. The input and
output sentences were tokenized and then segmented into character bigrams. In the decoding
process, we used a beam width of 5. This model is our first baseline model for the SentRev
task (henceforth, H-ND).

Enc-Dec noising and denoising model

As an extension of the heuristic noising and denoising model, we enhanced the noising
methods to better simulate the characteristics of X in SMITH than the heuristic rules in Sec-
tion 3.5.1. As described in Section 3.4, the drafts were likely to have (i) grammatical er-
rors, (ii) stylistically inappropriate wording, and (iii) missing words. We used three neural
Encoder-Decoder (Enc-Dec) models to generate the synthetic draft sentences.
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3.5 Experiments

Table 3.6 Results of quantitative evaluation. Gramm. denotes the grammaticality score and
PPL denotes perplexity.

Model BLEU ROUGE-L BERT-P BERT-R BERT-F P R F0.5 Gramm. PPL

Draft X 9.8 46.8 75.9 78.2 77.0 - - - 92.9 1454

H-ND 8.2 45.0 77.0 76.1 76.5 5.4 2.9 4.6 94.1 406
ED-ND 15.4 51.1 80.9 80.0 80.4 21.8 12.8 19.2 96.3 236
GEC 11.9 49.0 80.8 79.1 79.9 22.2 6.2 14.6 96.7 414

Reference Y - - - - - - - - 96.5 147

Grammatical error generation: Here, we trained an Enc-Dec model that introduces syn-
thetic grammatical errors to “clean” sentences using a “flipped” dataset from GEC (clean →
erroneous). We used nonidentical sentence pairs (source, target) from the Lang-8, AESW,
and JFLEG datasets.

Style removal: To generate stylistically unnatural sentences in the academic domain, we
used paraphrasing, which preserves a sentence’s content while disregarding its style. We
used the ParaNMT-50M dataset (Wieting and Gimpel, 2018), a paraphrase dataset automat-
ically created using neural machine translation. We extracted parallel sentences with anno-
tated paraphrase scores between 0.7 and 0.95 from the ParaNMT-50M dataset and also used
swapped pairs of source and target sentences.

Entailed sentence generation: To simulate the missing words in the draft sentences,
we trained an Enc-Dec model that generated a sentence entailed with the given sen-
tence. We extracted entailed sentence pairs from the SNLI (Bowman et al., 2015) and the
MultiNLI (Williams et al., 2018) datasets.

Random noising beam search: As Xie et al. (2018) pointed out, a beam search often
yields too conservative hypotheses. This tendency leads the noisingmodels with the standard
beam search to generate synthetic draft sentences similar to their references. Therefore,
we applied the random noising beam search (Xie et al., 2018) on three Enc-Dec noising
models. During the beam search, we added r𝛽 to the scores of the hypotheses, where r
is a value sampled from a uniform distribution over the interval [0, 1], and 𝛽 is a penalty
hyperparameter set to 5.

We obtained 14.6M sentence pairs of (Xaasc
encdec, Yaasc) by applying these Enc-Dec noising

models to Yaasc. To train the denoising model, we used both data (Xaasc
hrst , Yaasc) and (Xaasc

encdec,
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drafts in SMITH
drafts in synthetic data

~~(%
)

Figure 3.7 Comparison of the 10 most frequent error types in SMITH and synthetic drafts
created by the Enc-Dec noising methods.

Yaasc). The model architecture was the same as the heuristic model. This denoising model is
our second baseline model (ED-ND). To facilitate research in the SentRev task, we released
all the 19.6M synthetic data.10

Analysis of the synthetic data: We analyzed the error type distribution of the synthetic
data used for training the Enc-Dec noising and denoising model with ERRANT (Figure 3.7).
The error type distribution from the synthetic dataset had similar characteristics to the one
from the development set in SMITH (real-draft). Kullback–Leibler divergence between these
error type distributions was 0.139. This result would support our assumption that the Sen-
tRev task is a combination of GEC, style transfer, and a completion-type task.

Table 3.5 shows examples of the training data generated by the noising models described
in Section 3.5. Heuristic noising, the rule-based noising method, created ungrammatical
sentences. The grammatical error generation model added grammatical errors (e.g., plan to
analyze → plan to analysis). The style removal model generated stylistically unnatural sen-
tences for the academic domain (e.g., redesign→ renewal). The entailed sentence generation
model caused a lack of information.

10https://github.com/taku-ito/INLG2019_SentRev
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Figure 3.8 Performance of the ED-ND baseline model on top 10 most error types in SMITH.

GEC model

The GEC task is closely related to SentRev. We examined the performance of the current
state-of-the-art GEC model (Zhao et al., 2019) in the SentRev task. We applied spelling
correction prior to using the GEC model following Zhao et al. (2019).

3.5.2 Evaluation metrics
The SentRev task is not easy to evaluate because it can consider various valid candidate re-
visions to a given context. As one solution, we evaluated the performance from multiple per-
spectives using various reference and reference-free evaluation metrics. We used BLEU (Pa-
pineni et al., 2002), ROUGE-L (Lin, 2004), and F0.5 score, which are widely used metrics in
machine translation, style-transfer, and GEC, respectively. We used nlg-eval (Sharma et al.,
2017) to compute the BLEU and ROUGE-L scores. We calculated F0.5 scores with ER-
RANT. In addition, to handle the lexical and compositional diversity of valid revisions, we
used BERTScore (Zhang et al., 2020), a contextualized embedding-based evaluation metric.
We also used two reference-free evaluation metrics: grammaticality score (Napoles et al.,
2016) and perplexity. Grammaticality was scored as 1 – (Nerrors in sentence/Ntokens in sentence),
where the number of grammatical errors in a sentence is obtained using LanguageTool.11

11https://github.com/languagetool-org/languagetool/releases/tag/v3.2

23

https://github.com/languagetool-org/languagetool/releases/tag/v3.2


3.6 Results

Using a language model tuned to the academic domain, we use perplexity to evaluate the
stylistic validity and fluency of a complemented sentence. We favored n-gram language
models over neural language models for reproducibility and calculated the score in the same
manner described in Section 3.4.3.

3.6 Results
Table 3.6 shows the performance of the baseline models. We observed that the ED-ND
model outperforms the other models across most evaluation metrics. This finding suggests
that the Enc-Dec noising methods induced noise closer to drafts in SMITH than the heuristic
noising.

The current state-of-the-art GECmodel showed higher precision but lower recall in F0.5.
This suggests that the SentRev task requires the model to make a more drastic change in the
drafts than in GEC. In addition, the GEC model, trained in the general domain, showed the
worst performance in perplexity. This indicates that the general GEC model did not reflect
academic writing style upon revision and that the SentRev task requires academic domain-
aware rewriting.

Table 3.7 shows examples of the models’ output. In the first example, the ED-ND model
drastically revised the draft. The middle example demonstrates that our models replaced the
<*> token with plausible words. The last example is the case where our model underper-
formed by making erroneous edits such as changing “Chart4” to “Figure2”, and suggesting
odd content (“relation between model and gold standard and piason”). This may be due to
inadvertently introducing noise while generating the training datasets. Appendix .1 shows
more examples of generated sentences. We analyzed the performance of the ED-ND baseline
model by error types using ERRANT. The results are shown in Figure 3.8. Overall, typical
grammatical errors such as noun number errors or orthographic errors are well corrected, but
the model struggles with drastic revisions (“OTHER” type errors).

3.7 Related work
Some of the information overlaps with what was presented in Chapter 2, but we reorganize
the works related to the SentRev task.
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3.7 Related work

3.7.1 Writing assistance in the academic domain
Several shared tasks for supporting academic writing have been organized in NLP. The Help-
ing Our Own (HOO) 2011 Pilot Shared Task (Dale and Kilgarriff, 2011) aimed to promote
the development of tools and techniques to assist authors in writing, with a specific focus
on writing within the NLP community. The Automated Evaluation of Scientific Writing
(AESW) Shared Task (Daudaravičius, 2015) was organized to promote tools to help write
scientific papers. The HOO dataset was created by finding errors in published papers and
editing the errors. AESWcontains a collection of text extracts from journal papers before and
after proofreading. Rather than adding finishing touches to almost completed sentences, our
task is to convert unfinished, rough drafts into complete sentences. In addition, these works
tackled the task of the identification of errors, while SentRev goes further by rewriting the
drafts.

Other datasets for revisions are available in the academic domain (Lee and Webster,
2012; Tan and Lee, 2014; Zhang et al., 2017). Thus, we provide a notable contribution
by exploring the methods to create a dataset of revisions with a scalable crowdsourcing
approach. By contrast, Zhang et al. (2017) recruited 60 students over two weeks, and Lee
and Webster (2012) collected data from a language learning project where over 300 tutors
reviewed academic essays written by 4500 students.

3.7.2 Grammatical error correction
GEC is the task of correcting errors in text, such as spelling, punctuation, grammar, and
word choice (Ng et al., 2014; Yuan and Briscoe, 2016). GEC falls within the editing and
proofreading stages of the writing process, while SentRev encompasses GEC and a broader
range of text generation (e.g., increasing the fluency and complementing missing informa-
tion). Napoles et al. (2017) and Sakaguchi et al. (2016) explored fluency edits to correct
grammatical errors and to make the text more “native sounding.” This direction is similar to
SentRev, but more adjustments are needed in SentRev.

3.7.3 Style transfer
Style transfer is the task of rephrasing the text in accordance with specific stylistic properties
while preserving the text’s original semantic content (Logeswaran et al., 2018; Prabhumoye
et al., 2018). From the perspective of automatic academic writing assistance, assistance
systems are required to convert nonacademic-style drafts into academic-style drafts. This
type of transfer is regarded as a subproblem in the revising stage of the writing process.
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3.7.4 Text infilling
The drafts in the revising stage may contain gaps denoted with <*>. This setting is similar
to text infilling Zhu et al. (2019), masking-based language modeling Devlin et al. (2019);
Fedus et al. (2018), or the sentence completion task Zweig et al. (2012), where the models
have to replace mask tokens with plausible words. Systems for these tasks are expected to
keep all the original tokens unchanged and only fill the <*> token with one or more other
tokens. This is a different design from SentRev.

3.8 Conclusion
We proposed the SentRev task, where an incomplete, rough draft sentence is revised into a
more fluent, complete sentence in the academic domain. We created the SMITH dataset with
crowdsourcing for the development and evaluation of this task and built baseline models
using a synthetic training dataset. We believe this task can increase the effectiveness of the
academic writing process. While this chapter has provided an intrinsic evaluation of the
models, the subsequent chapters will investigate whether the model for the SentRev task
improves the non-native English speakers’ writing.
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3.8 Conclusion

Table 3.7 Examples of the output from the baseline models. Bold text indicates tokens intro-
duced by the model.

Draft The global modeling using the reinforcement learning in all documents is our
work in the future .

H-ND The global modeling of the reinforcement learning using all documents in
our work is the future .

ED-ND In our future work , we plan to explore the use of global modeling for
reinforcement learning in all documents .

GEC Global modelling using reinforcement learning in all documents is our work
in the future .

Reference The global modeling using reinforcement learning for a whole document is
our future work .

Draft Also , the above <*> efficiently calculated by dynamic programming .
H-ND Also , the above results are calculated efficiently by dynamic programming

.
ED-ND Also , the above probabilities are calculated efficiently by dynamic pro-

gramming .
GEC Also , the above is efficiently calculated by dynamic programming .
Reference Again , the above equation can be efficiently computed by dynamic program-

ming .
Draft Chart4 : relation model and gold % between KL and piason .
H-ND Table 1 : Charx- relation between gold and piason and KL .
ED-ND Figure 2 : CharxDiff relation between model and gold standard and pia-

son .
GEC Chart4 : relation model and gold % between KL and person .
Reference Table 4 : KL and Pearson correlation between model and gold probability .
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Chapter 4

Langsmith: An Interactive
Academic Text Revision System

4.1 Introduction
Diversity and inclusion in the natural language processing (NLP) community are encour-
aged. In fact, at the latest NLP conference at the time of writing1, papers were submitted
from more than 50 countries. However, one obstacle can limit this diversity: The papers
must be written in English. Writing papers in English can be a daunting task, especially
for inexperienced, non-native speakers. These writers often struggle to put their ideas into
words.

To address this problem, we built the Langsmith editor, an assistance system for writ-
ing NLP papers in English.2 The main feature in Langsmith is a revision function, which
suggests fluent, academic-style sentences based on writers’rough, incomplete drafts.

The drafts might be so rough that it becomes challenging to understand the user’s in-
tended meaning to use as inputs. In addition, several potentially plausible revisions can
exist for the drafts, especially when the input draft is incomplete.

Based on such difficulties, our system provides two ways for users to customize the re-
vision: the users can (i) request specific revisions, and (ii) select a suitable revision from
diverse candidates (Figure 4.1). In particular, the request stage allows users to specify the
parts that require intensive revision.

1The 58th Annual Meeting of the Association for Computational Linguistics
2See https://www.youtube.com/channel/UCjHeZPe0tT6bWxVVvum1bFQ for the screencast.
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4.1 Introduction

We observed significant differences
in the results between A and B.

We saw difference in the results 
between A and B. 

• We observed significant differences
in the results between A and B.

• We noticed a slight difference in the 
results between A and B.

• We also saw a difference in the 
results between A and B

Please rephrase the words around saw.

The first one is exactly what I was trying to say!

Okay. Is there anything you’d like to write?

request

select

suggest 
diverse

candidates

human revision
system

Langsmith

Figure 4.1 An overview of interactively writing texts with a revision system.

Our experiments demonstrate the effectiveness of our system. Specifically, students
whose first language is Japanese, which differs greatly from English, managed to write better
drafts when working with Langsmith.

Langsmith has other assistance features as well, such as text completion with a neural
language model. Furthermore, the communication between the server and the web frontend
is achieved via a protocol specialized in writing software called the Text Editing Assistance
Smartness Protocol for Natural Language (TEASPN) (Hagiwara et al., 2019). We hope that
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4.2 The Langsmith editor

Figure 4.2 Screenshot of Langsmith. The revision feature suggests various revisions for the
input “Grammar error correction (GEC) () of automatically correcting errors made by a
human writer in text.” The characters highlighted in green are added to the original sentence,
and the red points indicate tracked deletions.

our system will help the NLP community and researchers, especially those lacking a native
command of English.3

4.2 The Langsmith editor

4.2.1 Overview
This section presents Langsmith, a web-based text editor for academic writing assistance
(Figure 4.2). The system has the following three features: (i) text revision, (ii) text comple-
tion, and (iii) a grammatical/spelling error checker. These features are activated when users
select a text span, type a word, or push a special key.

As a case study, this work focuses on paper writing in the NLP domain. Thus, each
assistance feature is specialized in the NLP domain. The following sections explain the
details of each feature.

4.2.2 Revision feature
The revision feature, the main feature of Langsmith, suggests better sentences in terms of
fluency and style for a given draft sentence (Figure 4.2). This feature is activated when the
user selects a sentence or smaller unit.

Writers sometimes struggle to put their ideas into words. Thus, the input draft for the
revision systems can be incomplete or less informative. Based on such a challenging situa-

3This paper was also written using Langsmith.
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4.2 The Langsmith editor

(a) Revisions focusing on This formulation ⋯ and
output.

(b) Revisions focusing on promote.

(c) Revisions focusing on human–computer inter-
action.

Figure 4.3 The focus of the revision depends on the parts selected by users.

tion, we examine the REQUEST and SELECT framework to help users discover sentences that
better match what the user wanted to write.

Request stage

Langsmith provides two ways for users to request a specific revision, which can prevent
unnecessary revisions from being provided to the user.
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4.2 The Langsmith editor

First, users can specify where the system should intensively revise a text.4 That is, when a
part of a sentence is selected, the system intensively rephrases the words around the selected
part.5 Figure 4.3 demonstrates the change of the revision focus, depending on the selected
text span. Note that controlling the revision focus was not explored in the original sentence-
level revision task (chapter 3). This feature is also inspired by Grangier and Auli (2018).

Second, users can insert placeholder symbols, “()”, at specific points in a sentence. The
system revises the sentence by replacing the symbol with an appropriate expression regarding
its context. The input for the revision in Figure 4.2 also has the placeholder symbol. Here,
for example, the symbol is replaced with “the task.”

Select stage.

The system provides several revisions (Figure 4.2). Note that there is typically more than
one plausible revision in terms of fluency and style, in contrast to correcting surface-level
errors (Napoles et al., 2017).

The diversity of the output revisions is encouraged using diverse beam search (Vijayaku-
mar et al., 2018). In addition, these revisions are ordered by a language model that is fine-
tuned for NLP papers. That is, revisions with lower perplexity are listed in the upper part
of the suggestion box. Furthermore, the revisions are highlighted in colors, which makes it
easier to distinguish the characteristics of each revision.

Implementation of revision feature

We trained the revision model using the slightly modified version of the synthetic training
data introduced in Chapter 3. They created several types of synthetic training data with
several noising methods; (i) heuristic noising method, (i) grammatical error generation, (iii)
style removal, and (iv) entailed sentence generation. We used the data created by the heuristic
noising method, style removal, and the entailed sentence generation for training the revision
model. Note that we did not use the data generated by the grammatical error generation
because grammatical error correction feature was implemented separately from the revision
feature in Langsmith.

We attached the edit marks to the subpart of the training data generated by the style
removal method. Let x1∶N = (x1, x2, ⋯ , xN) and y1∶T = (y1, y1, ⋯ , yM) be an input sentence
with N tokens and its revision with M tokens, respectively. Here x was the synthetic draft

4The system performs sentence-level revisions. Hence the users are instructed to select the non-sentence-
crossing area.

5We allow the system to correct the parts outside the selected span because sometimes the revision for a
specific part requires another adjustment for the other parts.
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sentence generated by the style removal method from y. The training dataset consists of the
pairs of (x, y).

For each (x, y), we first determined if each word in x was rewritten compared to y. We
assumed that a token xi ∈ x was rewritten if a token with the same lemma as xi was not in
{yj|max(0, i – 3) ≤ j ≤ min(M, i + 3)}. Here we obtained a sequence c ∈ {0, 1}N, where
each element ci corresponds to whether the token xi was rewritten or not. If xi was written
in y, ci is 1; otherwise ci is 0. Then, we defined a score r(c) for each (x, y) as follows:

r(c) =
∑N

i=1 ci
|c|

where | ⋅ | returns the length of the vector. If r(c) > 0.4, we did not attach the edit marks.
When r(c) ≤ 0.4, we obtained a span s = (a, b) for x and c as follows:

argmax
(a,b)∈𝒮

b

∑
i=a

c′
i –

a–1

∑
i=0

c′
i –

N+1

∑
i=b+1

c′
i

where c′
i =

⎧
⎪
⎨
⎪
⎩

10 (ci = 1)
0 (i = 0, N + 1)
–1 (otherwise)

𝒮 = {(a, b) | a, b ∈ 1, ⋯ , N, a ≤ b}

Based on the obtained s = (a, b), we inserted <? before the token xa, and ?> after the token
xb. We included the data with special symbols added by such a procedure in the training
data.

When the users select a subsequence of a sentence in Langsmith, the edit marks are
attached to the input sentence. For example, if the user selects a span “promote” in the sen-
tence “This formulation of the input and output promotes human-computer interaction.”, the
input to the revision feature is formatted as follows: This formulation of the input
and output <? promotes ?> human-computer interaction.

Table 4.1 shows the hyperparameters of the revision model. In the decoding phase, we
used the diverse beam search (Vijayakumar et al., 2018). Beam size is set to 15. The diverse
beam group and the diverse beam strength are 15 and 1.0, respectively.

Specifically, we first obtained top-15 hypotheses, and then these hypotheses were re-
ranked by the language model. Here, the language model considers 20 tokens in the left
context and 20 tokens in the right context beyond the sentence. We excluded the hypotheses
with a perplexity greater than 1.3 times the perplexity of the input. We finally showed the
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4.2 The Langsmith editor

Table 4.1 Hyperparameters of the revision feature.

Fairseq model architecture lightconv_iwslt_de_en

Optimizer

algorithm Adam
learning rate 5e-4
adam epsilon 1e-08
adam betas (0.9, 0.98)
weight decay 0.0001
clip norm 0.0

Learning rate scheduler
type inverse_sqrt
warmup updates 4000
warmup init lrarning rate 1e-7
min learning rate 1e-9

Training batch size 24,000 tokens
updates 1,050,530 steps

top-8 revisions re-ranked to the users. The language model used for re-ranking is the same
as the model used for the completion feature (Section 4.2.3).

Figure 4.4 An example of the completion feature. These suggestions are conditioned by the
left context, section name (Related work) and the paper title (Better Models for Grammatical
Error Correction.)
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Figure 4.5 The interface of the error correction feature. Errors are automatically highlighted
with a red line. The corrections are suggested when the user hovers over the highlighted
words.

4.2.3 Other features
Completion feature

When the user presses the Tab key, the completion feature generates plausible preceding
phrases from the cursor point (Figure 4.4). This feature can consider the paper title and
section name as well as the text to the left of the cursor.

We used GPT-2 small (117M) (Radford et al., 2019). To fine-tune the pre-trained GPT-2
on academic domain, we collected 234,830 PDFs of the papers published in ACL Anthol-
ogy6 by 2019. Then, we used GROBID (GRO, 2022) for extracting the text information from
the PDF files. Table 4.2 shows the training data format. The title name is omitted with 20%
probability, and the order of the sections in the same paper was shuffled. Table 4.3 shows the
hyperparameters for fine-tuning. We used an implementation in Transformers (Wolf et al.,
2019), and used nucleus sampling (Holtzman et al., 2020) with p = 0.97 to generate the
texts.

Error correction feature.

We used LanguageTool,7 an open-source grammatical/spelling error correction tool. Each
time the text changes, this feature is called upon. The detected errors are then automatically
highlighted with red lines (Figure 4.5). The corrections are listed when the user hovers over
the highlighted words.

6https://www.aclweb.org/anthology
7https://github.com/languagetool-org/languagetool/releases/tag/v3.2
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4.3 Experiments and results

Table 4.2 The format of the training data for the completion model.

@ Title @

* Section name
Texts in the section
⋯

* Section name
Texts in the section
⟨|endoftext|⟩

@ Title (of another paper) @
⋯

4.2.4 Protocol
Langsmith was developed based on the TEASPN Software Development Kit (Hagiwara
et al., 2019).8 TEASPN defines a set of APIs for writing software (e.g., text editors) to
communicate with servers that implement NLP technologies (e.g., revision model). We ex-
tended the protocol to convey title and section information in the completion feature. Since
Langsmith is a browser-based tool and frequently communicates with a web server running
models, we used WebSocket to achieve smooth communication.

4.3 Experiments and results
We demonstrate the effectiveness of human–machine interactions in revising drafts imple-
mented in our system. We also check whether the REQUEST stage in the revision feature
works adequately.

4.3.1 On the revised draft quality
Settings. We suppose a situationwhere a personwrites a draft in their native language (non-
English language), translates it to English, and then revises it further to create an English-
language draft. In order to simulate this situation, we first collected Japanese-language ver-
sion of the abstract sections from eight Japanese peer-reviewed journals.9 Then, the abstracts

8https://github.com/teaspn/teaspn-sdk
9We used the journals accepted at https://www.anlp.jp/en/index.html.
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4.3 Experiments and results

Table 4.3 Hyperparameters for fine-tuning LMs.

Model architecture gpt2

Optimizer

algorithm Adam
learning rate 5e-5
adam epsilon 1e-8
adam betas (0.9, 0.999)
weight decay 0.0
clip norm 1.0

Learning rate scheduler
type linear
warmup updates 0
max learning rate 5e-5
total epochs (just used for scheduling) 100

Training batch size 262,144 tokens
updates 138,300 steps

were translated into English with an off-the-shelf translation system10. We considered the
translated abstracts as first drafts. The task is to revise the first drafts. Expert translators
created reference final drafts from the Japanese versions of the drafts.11 We evaluated the
quality of the revised versions by comparing them with the corresponding final drafts.

We compared three versions of revised drafts to evaluate the effectiveness of Langsmith:

• one fully and automatically revised by Langsmith (MACHINE-ONLY revision)
• one revised by a human writer without Langsmith (HUMAN-ONLY revision), and
• one revised by a human writer using assistance features in Langsmith (HU-

MAN&MACHINE revision).

The following paragraphs explain how we obtained the above three versions of the revisions.
Table 4.4 shows the statistics of the drafts collected.

Machine-only revision. We automatically applied the revision feature to the drafts (each
sentence) without the REQUEST and Select stages. For each sentence, the revision with the
highest generation probability was selected.12 We created one MACHINE-ONLY revision for
each first draft.

10https://translate.google.co.jp
11We used https://www.ulatus.com/.
12The hyperparameters for decoding revisions were the same as the revision feature in Langsmith. Re-

ranking with the language model was also employed.
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4.3 Experiments and results

Table 4.4 Statistics of the drafts. The scores are averaged over the drafts. The values fol-
lowing “±” denote the standard deviation of the scores. The column “word type” shows the
number of types of the tokens used in the drafts.

drafts length word types
Final drafts (reference) 199 ± 52 108 ± 17
HUMAN&MACHINE 192 ± 40 101 ± 17
HUMAN-ONLY 192 ± 43 100 ± 16
MACHINE-ONLY 199 ± 58 105 ± 22
First drafts 202 ± 56 104 ± 22

Table 4.5 Comparison of the revision quality. The scores are averaged over the corresponding
revisions. Higher scores indicate that the drafts are closer to the final drafts.

Condition BLEURT
HUMAN&MACHINE -0.08
HUMAN-ONLY -0.14
MACHINE-ONLY -0.18
First drafts -0.36

Human-only revision. Human writers revise a given first draft. The writers can only ac-
cess to the error correction feature. This setting simulates the situations that writers typically
face.

Human&Machine revision. Human writers revise a given first draft with full access to
the Langsmith features.

Human writers. We asked 16 undergraduate and master’s students at an NLP laboratory
to revise the first drafts in terms of fluency and style. The students were Japanese natives,
representatives of the inexperienced researchers in a country where the spoken language is
considerably different from English. Each participant revised two different first drafts, one
with the HUMAN-ONLY setting and the other one with the HUMAN&MACHINE setting.

Half of the participants first revised a draft with the HUMAN-ONLY setting, and then
revised another draft with the HUMAN&MACHINE setting; the other half performed the same
task in the opposite order. Ultimately, we collected two HUMAN&MACHINE revisions and
two HUMAN-ONLY revisions for each first draft.
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Table 4.6 Results of the user study about (I)-(VI). The scores denote the percentage of the
participants who chose the option.

Q. Strongly agree Slightly agree Slightly disagree Strongly disagree
(I) 87.5 12.5 0.0 0.0
(II) 50.0 50.0 0.0 0.0
(III) 62.5 31.3 6.3 0.0
(IV) 12.5 50.0 31.3 6.3
(V) 75.0 12.5 6.3 6.3
(VI) 43.8 43.8 12.5 0.0

Comparison and results

We compared the quality of the three versions of the revised drafts: MACHINE-ONLY revi-
sion, HUMAN-ONLY revision, and HUMAN&MACHINE revision. We compared the revised
drafts with their corresponding final draft using BLEURT (Sellam et al., 2020), the state-
of-the-art automatic evaluation metric for natural language generation tasks.13 BLEURT is
designed to evaluate the similarity of a given sentence pair. Thus, we first split each draft into
sentences, and each sentence in the first drafts was aligned with the most similar sentence
in the corresponding final draft. Sentence splitting was achieved by spaCy. Note that the
references have been created so that the sentence separation does not change from the origi-
nal first draft. Finally, we calculated the similarity of each sentence pair with BLEURT, and
averaged the results. Note that the score is not in the range [0, 1], and a higher score means
that the revision is closer to the final draft.

Table 4.5 shows that HUMAN&MACHINE revisions were significantly better14 than
MACHINE-ONLY and HUMAN-ONLY revisions. The results suggest the effectiveness of
human–machine interaction achieved in Langsmith. Since this experiment was relatively
small in scale and only used an automatic evaluation metric, we will conduct a larger-scale
experiment with human evaluations in the future.

4.3.2 User study
After the experiments outlined in Section 4.3.1, we asked the participants about the usability
of Langsmith. The 16 participants were instructed to evaluate the following statements:

(I) Langsmith was more helpful than the Baseline environment for the revision task.
13We used BLEURT-Base with 128 max tokens: https://storage.googleapis.com/bleurt-oss/bleurt-base-128.

zip.
14Weapplied a bootstrap hypothesis test (Koehn, 2004), and the score of HUMAN&MACHINEwas significantly

higher than the HUMAN-ONLY and MACHINE-ONLY scores (p < 0.05).
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4.3 Experiments and results

Table 4.7 Results of the user study about helpful features. The scores denote the percentage
of the participants who chose the feature (multiple choice question).

Feature percentage
revision 100

completion 31.3
correction 62.5

(II) Comparing the text written by the two environments, the text written with Langsmith
was better.

(III) The feature of specifying where to intensively revise was helpful.
(IV) The placeholder feature in the revision feature was helpful.
(V) Providing more than one output from the revision feature was helpful.
(VI) Providing more than one output from the completion feature was helpful.

The participants evaluated the statements (I)-(VI) on a four-point scale: (a) strongly agree,
(b) slightly agree, (c) slightly disagree, and (d) strongly disagree. In addition, the participants
answered whether each feature was helpful in writing.

Results

Tables 4.6 and 4.7 show the results of our user study. From the responses to (I) and (II),
we observed that the users were satisfied with the writing experience with Langsmith. The
responses to (III), (IV), and (V) support the idea that our REQUEST and SELECT stages are
helpful. Here, using the place holders was relatively not helpful. The responses to (VI) also
suggest that showing several candidates does not bother the users. Table 4.7 displays the
result of whether each feature was helpful in writing. The result indicates that the revision
feature was the most useful for creating drafts using the implemented features.

4.3.3 Sanity check of the Request stage
Finally, we checked the validity of our method to control the revision based on the selected
part of the sentence (Figure 4.3).

Settings

We randomly collected 1,000 sentences from the first drafts created with the translation sys-
tem. In each sentence with T tokens x = (w1, ⋯ , wT), we randomly inserted edit marks to
specify a certain span s = (i, j) in x (1 ≤ i < j ≤ T, 1 ≤ j – i ≤ 5). Specifically, special
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tokens were inserted before wi and after wj in x. We denote the input sentence with these
edit marks as xedit. We then obtained 10-best outputs of the revision system (yedit1 , ⋯ , yedit10 )
for each xedit. Here, these output sentences were generated through the diverse beam search
with the same settings as the revision feature in Langsmith. We calculated the following
score for each input sentence and its revisions:

r = |{yeditk | xi∶j ∈ ngram(yeditk ), 1 ≤ k ≤ 10}|

where xi∶j denotes the subsequence (wi, ⋯ , wj) in x. The function ngram(⋅) returns a set of
all the n-grams of a given sequence. A lower r indicates that the subsequence specified with
the edit marks are more frequently rephrased.

We also obtained a score r′ for each x. r′ was calculated using the input without the edit
marks x and its 10-best outputs yk. We compared r and r′ for each x.

Results

We observed that r frequently15 had lower values than r′. That is, a certain subsequence
was more rephrased by the revision system when it had the edit marks than when it did not.
These results validate our approach of controlling the revision focus, which is implemented
in the REQUEST stage of the revision feature.

4.4 Conclusions
We have presented Langsmith, an academic writing assistance system. Langsmith provides
a writing environment, in which human writers use several assistance features to improve
the quality of texts. Our experiments suggest that our system is useful for inexperienced,
non-native writers in revising English-language papers.

Publicly available paid version supports academic domains other than natural language
processing. Other features now available include an example sentence search feature and a
sentence comparison feature that determines which of two sentences is more fluent.

15We conducted the one-side sign test. The difference is significant with p ≤ 0.05.
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Chapter 5

How Non-native English speakers
use AI-powered writing-support
tools

5.1 Introduction
English has become the lingua franca of the world, bringing inevitable disadvantages to
non-native English speakers (NNESs), especially those living in countries with low English
proficiency, in numerous aspects of work and business. Academia is one such industry where
English dominates. For NNES researchers, writing an academic manuscript in English can
be a daunting task that requires the ability to write concisely, clearly, and fluently, with-
out spelling or grammatical errors. Helping NNESs overcome such language barriers is an
important step toward achieving diversity and inclusion in academia (Khelifa et al., 2022).

AI-powered writing-support tools play an important role in diminishing these language
barriers. The typical current design of such tools involves machines suggesting potential
revisions (e.g., correcting grammatical errors and improving the wording) to a user-written
draft sentence. However, the users, regardless of their English abilities, must themselves
determine whether such revisions are compatible with their writing goals. This raises sev-
eral questions about NNESs in these situations, including why they will accept or reject
AI-provided revisions, and how they develop trust in these AI-powered tools. Understand-
ing howNNESs interact with AI-powered writing-support systems and develop trust/distrust
in this process is an important step toward designing better human-AI collaborative writing
systems. To date, the use of AI-powered writing tools has been studied extensively in the
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area of human-computer interaction (HCI) (Buschek et al., 2021; Clark et al., 2018; Coenen
et al., 2021; Lee et al., 2022). Yet, little of this research has focused on NNESs.

In this study, we investigate NNESs behaviors and their mental models while using an
AI-powered writing-support system. We focus on a rewriting tool, Langsmith (Chapter 4)
1, representing AI-powered writing-support systems. Similar to other writing-support sys-
tems, Langsmith suggests potential revisions in terms of grammaticality, fluency, and style
once a draft sentence is an input by the user. First, we conducted a preliminary investiga-
tion of numerous available writing-assistance systems often employed by NNESs, alongside
Langsmith, to gain important insights, in line with those recently reported by Liebling et al.
(2021), who found that NNESs employed other resources, including search systems and dic-
tionaries, to verify MT results. Our preliminary survey of NNES Langsmith users in Japan 2

revealed that the most used MT in conjunction with this rewriting tool. Based on this find-
ing, we conducted user studies and interviews to gain a detailed understanding of NNESs
Langsmith usage and thought processes when using Langsmith. We divided the NNESs
participant into two groups, namely, those who did and did not simultaneously apply MT
tools to ameliorate their writing, as the use of MT tools is likely to have an impact on how
users assess the revisions recommended by Langsmith. We investigated differences in the
decision-making between these two groups, about whether and how to adopt Langsmith’s
suggestions, and explored the factors influencing their trust in it.

Our findings suggest that NNESs using MT tend to face more difficulty making appro-
priate selections on their own when assessing rewriting suggestions. As a result, they rely on
other resources, such as the score provided by the tool and back-translation. They are more
likely to lose trust in the tool when discovering evident errors. Based on these and other
findings, we suggested various avenues for improving AI-based NNES writing-support.

5.2 Related work

5.2.1 AI-powered writing-support systems
To overcome the language barriers to writing and publishing activity, researchers proposed
and developed writing-support systems specifically for academic papers written in English
by NNESs (Daudaravičius, 2015). Dale and Kilgarriff (2011) introduced a grammatical-
error detection and correction system. Various systems have also been developed to rewrite
texts into fluent academic English, as discussed in Chapter 2.

1http://langsmith.co.jp/
2Japan is one of the countries with low English proficiency according to the EF English proficiency index

(https://www.ef.com/wwen/epi/regions/asia/japan/).
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In addition to writing-support tools that emerged from pure research, numerous com-
mercial tools have been developed and are already on the market. Dale and Viethen (2021)
surveyed more than 50 of these commercial writing systems and categorized them into three
types: pattern-matching style checkers, autocompletion tools, and rewriting tools. Pattern-
matching style checkers generally identify errors with high precision based on large sets of
manually produced rules. However, they are unable to detect and correct errors that are
not included in their rules. In contrast, autocompletion and rewriting tools do not require
manually generated rules, but instead tend to introduce more errors when predicting user
input or proposing corrections. Rewriting tools suggest rewriting candidates that enhance
style and fluency beyond traditional grammar and spelling corrections. Rewriting research
has been an active area in the field of NLP. A variety of automatic rewriting techniques
have been developed with various aims, including effective paraphrasing (Li et al., 2018),
stylistic change (Jin et al., 2022b), improving fluency (Napoles et al., 2017), and simplifi-
cation (Nisioi et al., 2017). The range of choice of commercial tools in this category, such
as Wordtune3 and Langsmith (Chapter 4), is likewise increasing. Many of these tools em-
ploy an interface that suggests multiple alternatives to human-written drafts, and the human
author then selects the one that best fits his or her intentions.

Numerous AI-powered writing-support systems display multiple suggestions in their
user interfaces (Buschek et al., 2021; Coenen et al., 2021; Ito et al., 2020a; Lee et al., 2022).
Chen and Tseng (2022) proposed a decision model for presenting multiple outputs from
NLP models. They recommend the UI presenting multiple outputs when language genera-
tion models are applied, or when the outputs of NLP models are shown directly to the users.
Generally, multiple suggestions are arranged in the order of their generation probability.
Several UIs simultaneously display scores, such as the generation probability. For exam-
ple, the AllenNLP language model demo site 4 shows the outputs of NLP models and their
scores. Such scores are displayed in the hope that they will improve the users’ performance
in evaluating and adopting model outputs (Feng and Boyd-Graber, 2019).

5.2.2 Interaction between NNESs and AI-powered writing tools
Although the performance of writing-support systems is improving dramatically, their rec-
ommendations sometimes contain errors (He et al., 2021). Moreover, unlike pattern-
matching systems and human editors, AI-powered writing tools are unable to provide users
with reasons for their suggestions. Therefore, even if a probability score for each suggestion
is presented, users must decide which suggestion to accept based on information extrinsic to

3https://www.wordtune.com/
4https://demo.allennlp.org/next-token-lm
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5.3 Research tool: Langsmith

Figure 5.1 Screenshot of Langsmith. The typicality bar indicates how natural a sentence is,
and is calculated by a language model. The blue and red highlights indicate where text has
been added or removed, respectively.

the system: often, a pre-existing personal knowledge of English, which is inevitably lower
among NNESs than among native speakers.

Studies indicated that NNESs have difficulty thinking and making judgments in En-
glish (Cohen and Brooks-Carson, 2001), and therefore tend to rely on MT when writing
in English. According to Aranberri (2020); Lee (2020); Lee and Briggs (2021), MT aids
the NNESs’ English-writing process by allowing them to write in their native language and
ultimately helps them write better English than on their own.

Despite these findings indicating that NNESs tend to use their native language during
their English-writing process and increasingly rely on MTs, research on human interac-
tion with AI-powered writing-support systems has mostly focused on native English speak-
ers (Buschek et al., 2021; Clark et al., 2018; Coenen et al., 2021; Lee et al., 2022). Among
few exceptions, Buschek et al. (2021) found that NNESs were more accepting of AI-powered
writing tool suggestions than native English speakers. However, the reason behind this result
remains unclear, indicating that there is a lack of understanding of how NNESs are affected
by and use AI-powered writing tools. To address this gap in the existing research, our study
conducted a behavioral study on the users of an AI-powered writing tool.

5.3 Research tool: Langsmith
We adopted Langsmith (Chapter 4), an AI-powered writing-support tool specifically tuned
for academic English (Figure 5.1), as the focus of our research. The main users are NNES
Japanese researchers and students.

Langsmith offers two modes: autocompletion and rewriting. In the former, it predicts
the rest of the sentence that a user is typing when the user presses the tab key. In turn, the
latter transforms the user’s writing into more fluent expressions. For each sentence that the
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user selects using the cursor, Langsmith suggests multiple rewritten options, as shown in
Figure 5.1. If the user selects part of a sentence, Langsmith intensively suggests rewritten
options for that part.5

In addition, the rewriting mode offers two features to assist users in their writing. When
a sentence with a placeholder “()” inserted is selected, Langsmith fills in the placeholder
as part of its rewriting process. Furthermore, Langsmith provides a “typicality score” for
each rewrite candidate (orange bars shown in Figure 5.1). Each score is based on the genera-
tion probability of that sentence as calculated by the relevant neural language model. Thus,
the higher the typicality score, the more common the sentence is in the language model’s
training data. This score is often used to assess sentence fluency in NLP (Kann et al., 2018;
Yang et al., 2018). This typicality score feature has been introduced after the experiment of
Chapter 4.

5.4 Preliminary study
Our preliminary study is aimed at investigating how Langsmith users typically use the tool to
write academic papers, and what other tools they use in conjunction with it in their writing
process. We started with a log analysis of Langsmith users to identify which of the two
modes (autocompletion and rewriting) and corresponding features were most used. Then,
we constructed a short survey to determine which tools besides Langsmith users employed
to help them write academic papers in English. This survey was sent to individuals on the
Langsmith user mailing list and also posted on Twitter. The 39 users that responded were
not compensated. Each of these phases of is described in further detail in the following
subsection.

5.4.1 Log analysis results
To determine the most employed modes and features of Langsmith in writing processes, we
analyzed the users’ session logs. Each such log includes the function name and number
of times the function was called on the Langsmith website. We analyzed 6,860 sessions
from April 26th to September 16th, 2021, and found that within that period, the rewriting
mode was used around 50 times more frequently per session than the autocompletion mode
(M = 9.80, SD = 18.72 vs. M = 0.19, SD = 1.70). We also found that the placeholder
feature of the rewriting service was rarely used, i.e., only 0.1% of total rewriting time.

5Langsmith may rewrite areas outside of the selected range if the rewrite of the part requires another ad-
justment or if there are errors.
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5.4.2 Survey results
In the survey, we asked about the tools the respondents usually used when writing papers
in English and how they used Langsmith. We received responses from 39 Japanese adults
(33 males and 6 females), whose average age was 32 (range: 22–54). They included thirteen
faculty members, nine Master’s students, nine Ph.D. students, one industry researcher, five
public institution researchers, and two others.

Survey results indicated that 85% of the respondents used MT tools such as DeepL and
Google Translate in conjunction with Langsmith. A total of 75% used grammatical error
correction tools like Grammarly and Trinka. More than 70% of the respondents also reported
using online/offline resources (e.g., Hyper Collocation and Power Thesaurus) to look up
example sentences and alternative expressions. To the question of how they usually use
Langsmith, exactly half of those surveyed answered that they used other editors to create
English text and copied them into Langsmith as needed; under a third responded that they
pasted MT output into Langsmith for editing; and five stated that they wrote sentences into
Langsmith directly.

In summary, the log analysis and survey results of Langsmith users showed that they
used the rewriting mode far more frequently than auto-complete mode. Furthermore, the
users typically used the rewriting tool in combination with other tools — mostly MT and
other rewriting tools — while writing academic English.

These results help us formulate specific research questions and construct the design for
our main study. First, we used a customized version of Langsmith, where the autocomple-
tion mode and placeholder feature were disabled. Second, we formed our research questions
around how the use of other tools affects NNESs to assess the appropriateness/validity of the
rewriting suggestions. Because numerous users employed MTs, we were particularly inter-
ested in understanding how this affects their use of rewriting tools and the writing process,
and what factors influence trust in the tools.

5.5 Research questions
Our preliminary study and recent literature reviewed in Section 5.2 show that NNESs in-
creasingly rely on MT tools. Thus, we pose the following research question:
RQ1: How do NNESs use MT alongside an AI-powered rewriting tool during their writing
process?

Based on the answers to RQ1, we investigate how NNESs use AI-powered rewriting
tools. As discussed earlier, when an AI-powered rewriting tool recommends word re-
placements, grammatical corrections, etc., it is not always possible for NNESs to make in-
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formed choices about whether these recommendations are worth adopting. Prior research
has reported that NNESs use various strategies to verify MT output, such as using exter-
nal resources (e.g., dictionaries, other MT software, and back-translation), or asking ex-
perts (Liebling et al., 2021). In the case of rewriting tools that provide their suggestions
in English, however, it is not clear what strategies NNESs use to determine whether a sug-
gestion should be adopted or rejected. Therefore, we pose the following question:
RQ2: How do NNESs decide whether or not to accept the suggestions of an AI-powered
rewriting tool? What, if any, is the difference in the approach of NNESs who use MT and
those who do not in assessing the suggestions?

Finally, we are interested in understanding how users form mental models of rewriting
tools during their writing process and, in particular, what kinds of suggestions make NNESs
feel that the tool is reliable vs. unreliable. This is an important issue, because whether users
continue to use a system or not depends on their perception of its usefulness (Davis, 1985).
Therefore, the final question:
RQ3: What impressions are key to NNESs’ development of trust (or distrust) in an AI-
powered rewriting tool, and are there differences between those who use MT and those who
do not regarding these impressions?

5.6 Main study
To explore the research questions presented in Section 5.5, we designed the main study, in
which NNESs performed English-writing tasks using Langsmith’s rewriting mode, followed
by an online interview. To ensure that the focus of themain study remains solely on rewriting,
we disabled the autocompletion function and placeholder feature.

5.6.1 Procedure
A crowdsourcing platform, CrowdWorks6 was used to recruit 24 NNESs, of whom 21 com-
pleted the writing tasks, as detailed in Section 5.6.3 below. After receiving a briefing on
the study and signing consent forms, they were shown a video that explained how to use
Langsmith. To familiarize themselves with this tool and the task format, they were asked
to perform a brief (approximately 10-minute) practice writing task using Langsmith. Subse-
quently, they were asked to work on two writing tasks and make screen recordings during
their writing process. The tasks were distributed to the participants via Google Docs, and
we asked them to write their final answers on the same Google Docs files. The order of

6https://crowdworks.jp/
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the two tasks was randomized among the participants. As our preliminary study indicates
that NNESs use various tools for writing, we allowed the use of other tools besides Lang-
smith. However, the use of any such tools that could not be captured in screen recordings
was forbidden.

Online interviews were conducted within a week after both main tasks were completed,
and they were semi-structured. We randomly selected 15 participants and invited them for a
follow-up interview, and 14 participated. The interview protocol was designed to encourage
the interviewees to reflect on their writing process, including questions about their general
practices when writing academic papers, use of writing-support tools, opinions and impres-
sions of Langsmith, and how they assessed/selected the suggestions provided. All interviews
were conducted in Japanese; they were audio-recorded, and lasted approximately one hour
(range: 56-74 minutes). Compensation for participation in the main study was calculated
based on the local pay rates for part-time work: participants who participated only in the
writing task received 4,500 yen, and those who participated in both the writing task and the
interview received 7,500 yen.

5.6.2 Writing tasks
We adapted all writing tasks from examples of the IELTS Academic Writing Task 1 posted
on the website of iPassIELTS (an online IELTS course provider) with the company’s permis-
sion. Each task consisted of a bar graph and a table, which the participants were asked to
describe.7 The original IELTS Academic Writing Task 1 requires examinees to write a mini-
mum of 150 words, and the estimated time for completing it is 20 minutes.8 However, when
we initially asked two NNES members of our laboratory team to complete a sample task,
we found that a 20-minute limit left them very little time to elaborate on their writing using
Langsmith. Therefore, we provided a 30 min window for each writing task. However, we
did not set a strict time limit, as our principal goal was not to assess the participants’ English-
writing ability, but rather to obtain a detailed picture of their English-writing process using
Langsmith.

5.6.3 Participants
We recruited the participants for the main study via CrowdWorks, a Japanese crowdsourcing
service. The participation criteria were: 1) experience in writing academic English within

7https://www.ipassielts.com/ielts_training/study_plans_single/leisure-time and https://www.ipassielts.
com/ielts_training/study_plans_single/ielts_task1_hotel_occupancy

8https://www.ielts.org/for-test-takers/test-format
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Table 5.1 Demographic of participants in main study.

Participant Gender Profession Use of MT
P1∗ Male Ph.D. student ✓
P2 Male faculty member ✓
P3∗ Female undergraduate student
P4∗ Male faculty member
P5∗ Female undergraduate student
P6∗ Male Ph.D. student ✓
P7 Female public institution researcher
P8∗ Male public institution researcher ✓
P9 Male master’s student ✓
P10∗ Female master’s student ✓
P11∗ Male master’s student ✓
P12∗ Female undergraduate student ✓
P13∗ Male faculty member
P14∗ Female Ph.D. student ✓
P15 Male master’s student ✓
P16∗ Male master’s student ✓
P17 Female Ph.D. student ✓
P18∗ Male Ph.D. student ✓
P19 Male industry researcher ✓
P20∗ Male Ph.D. student
P21 Female physician ✓

Note: ∗ indicates those who participated in the interview. ✓indicates the participants using MT.
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the previous three years, and/or 2) a plan to write a paper in English within the following year.
Of the 24 Japanese students and researchers who were recruited 9, three failed to complete
the study due to technological issues, resulting in a final pool of 21 participants (13 males,
8 females) with a mean age of 31.8 (range: 20-47). None of them had prior experience
using Langsmith. Three were undergraduate students, four were Master’s students, seven
were Ph.D. students, one was an industry researcher, two were public institution researchers,
three were faculty members, and one was a physician. Nine of the male and five of the
female participants (i.e., those marked with asterisks in Table 5.1) participated in the post-
task interviews.

During the study, 15 participants (71%) used MT, and 11 (52%) used web searches in ad-
dition to Langsmith. Four also used Grammarly, a grammar-error correction tool. Although
Grammarly has a rewriting feature, this feature is only available to paid users, and all four of
the participants in question used the free plan.10 Notably, all participants had default access
to the spelling- and grammar-correction functions of Google Docs.

5.6.4 Measurement and analysis
We collected screen recording data from 21 participants, and audio data from 14 interviews.
To differentiate between the assessments of Langsmith’s suggestions between those who
used MT and those who did not, we divided our participants into two groups, namely the
MT and SELF group. We analyzed differences in how their respective member sets assessed
the suggestions made by Langsmith and formed impressions of it. 11.

Video recordings. We used video recordings to address RQ1 and RQ2. To identify the
tools used by participants along with Langsmith (RQ1), we reviewed the video recordings
and counted the number of participants using each tool. For MT, we categorized its us-
age into two types: forward-translation (Japanese → English) and back-translation (English
→ Japanese). Notably, back-translation is often used in human translation work, and back-
translation by MT is also used to verify MT output (Liebling et al., 2021). To address RQ2,
we observed the video recordings and identifiedwhich tools were used for assessing the Lang-
smith suggestions. Importantly, the use of MT was limited to back-translation, as Langsmith
suggestions were listed in English.

9All participants’ first language was Japanese.
10Plans and feature details of Grammarly: https://www.grammarly.com/plans (accessed on January 9, 2022)
11An analysis of the participants’ writings is presented in 　 Appendix .2
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Interviews. The recorded interviews were transcribed using an automatic-transcription
tool. The transcripts were then reviewed and corrected by the first author. We identified
themes in the transcripts using an inductive approach (Corbin and Strauss, 2014). Two au-
thors separately analyzed one-third of the transcripts and sorted them into meaningful cate-
gories, while identifying relationships between the themes and looking for salient themes.
The same two authors then iteratively checked and elaborated on their codes until agreement
and saturation were reached. Then, the first author coded the rest of the transcripts.

5.7 Findings
We present our findings organized around our three research questions. The participants’
ID numbers include an “-MT” or “-SELF” suffix according to whether that person used MT
during the writing process.

5.7.1 NNESs’ writing methods (RQ1)
This section describes the SELF and MT groups’ respective writing methods — how they
used Langsmith and MT in their writing process (RQ1) — based on 1) our observations of
the participants’ screen recordings, and 2) the interview data.

Usage of the MT during writing

MTwas used by 15 of the 21 participants during writing tasks. Out of the 15 participants, six
drafted the full text in Japanese and forward-translated it into English. Seven others drafted
the text in Japanese for some parts and in English for others, and forward-translated the
Japanese parts into English. Back-translation, on the other hand, was used by 10 participants,
eight of whom also used forward-translation. In most cases, these participants would back-
translate their English text into Japanese after refining it with Langsmith.

Writing methods

SELF group. All participants in the SELF group created the draft themselves entirely in
English and revised it with Langsmith. They also occasionally used web searches to look up
words. As P4-SELF noted, “I don’t think about the text in Japanese when writing scientific
papers.”
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MT group. In contrast, all participants in the MT group revealed in their interviews that
they used the MT technology regularly, i.e., not only for the writing tasks of this study. As
P18-MT explained:

“I use machine translation almost all the time, except for expressions that come
up many times or that I use often. So I think I rely on the machine translation
80% of the time when I write in English.”

Many participants in the MT group created the drafts with forward-translation, and then
revised them by repeating Langsmith and back-translation. They also occasionally edited
the English text by themselves after back-translation. However, two (P1-MT and P6-MT)
never edited the English text by themselves. Instead, the two participants rewrote the
source Japanese text and repeated the process of forward-translation, Langsmith, and back-
translation until a back-translation result (in Japanese) that they were comfortable with ap-
peared. These participants seemed to follow a similar practice (i.e., repeat forward and back-
ward translations) in their daily English academic writing:

“I usually draft some Japanese text, translate it into English using DeepL, and
then translate it back into Japanese, again using DeepL. I check to see whether
the Japanese is properly translated, and if it is not, I look at what is wrong and
correct the sentences one by one.” (P1-MT)

Summary of findings (RQ1)

NNES participants who did not use MT during the writing process rarely used tools other
than Langsmith to revise their English text. However, those who used MT in the writing pro-
cess often wrote sentences in their first language (Japanese) and translated them into English.
After refining the English with Langsmith, they further back-translated it and evaluated its
validity. These results show that NNESs who use MT in conjunction with Langsmith to
write English texts make creative use of MT’s forward- and back-translations in combina-
tion, before and after using the rewriting tool.

5.7.2 NNESs’ assessment of rewriting suggestions (RQ2)
To explore NNESs’ decision-making on whether/how they adopt Langsmith’s suggestions
(RQ2), we first examined video recordings to assess what other tools were used to verify
Langsmith’s output. Then, we conducted a thematic analysis of NNESs’ interview quotes
and identified their assessment strategies.
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Table 5.2 Tools used to check suggestions, identified from the video recordings

MT(Back-trans.) WebSearch Gram.Checker Nothing
MT (15) 67% (10) 20% (3) 13% (2) 27% (4)
SELF (6) - 33% (2) 17% (1) 50% (3)

Note: The values in parentheses are headcounts.

Table 5.3 Assessment strategies of suggestion identified via thematic analysis

Typicality Back-trans. WebSearch Own proficiency
MT (9) 100% (9) 67% (6) 23% (2) 34% (3)

SELF (5) 60% (3) - 40% (2) 40% (2)

Note: The values in parentheses are headcounts.

Usage of other tools to check Langsmith output

Table 5.2 lists the tools used by the participants to verify Langsmith’s output. This indicates
that the MT group members tend to back-translate Langsmith’s output, while SELF group
members were more likely to determine the output for themselves.

Assessment strategies

From the interview analysis, we identified four strategies by which the sampled NNESs as-
sessed Langsmith’s writing suggestions. These were by consulting 1) Langsmith’s typicality
score, 2) back-translation, 3) web search results, and 4) their own English knowledge. Ac-
cording to the interviewees, the search engines were used to check the meaning or usage of
unclear words. Table 5.3 lists the percentages of interviewees from MT and SELF groups
who claimed to adopt each of these assessment strategies. Overall, members of both groups
seemed to rely on the typicality scores provided by Langsmith. However, members of the
MT group seemed to rely more on system-generated suggestions (by their typicality scores
provided by Langsmith or back-translations) than members of the SELF group. Specific in-
sights gained from the interviews with each of the SELF and MT groups are given in the
following.

SELF group. Members of the SELF group generally appeared to decide whether or not to
accept Langsmith’s suggestions based on their own preferences. Although some referred to
the system-provided typicality score, they did not seem to regard it as particularly important.
As P13-SELF put it, “I noticed there was a chart on the right side [i.e., typicality score], but
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I didn’t pay much attention to it.” They referred to the typicality scores only when they were
not sure about their own decisions. As P3-SELF commented:

“I could usually narrow it down to about one or two sentences, because even if I
got a lot of sentences, some of themwere a bit different fromwhat I really wanted
to say. If I was unsure about two or one so, I would either read them myself to
check, or if not sure myself, refer to the credibility section on the right-hand
side.”

Both advantages and disadvantages of using the typicality score to assess Langsmith’s
suggestions were reported by members of the SELF group. Especially those who ipso facto
did not use MT, considered it a positive aspect of the system that it facilitated conversion
from English to English. As P3-SELF stated, “I think it’s more efficient to keep it in English
when revising something written in English.” However, P20-SELF reported the negative
effects of using a typicality score, reducing self-elaboration:

“In a way, it seemed as if the level of my revision was becoming increasingly
shallower. At first, I was comparing not only the typicality of the text with my
original text, but by the end of the project, I felt like I was unconsciously or
without thinking looking for text with a high typicality score.”

MT group. Members of the MT group tended to regard Langsmith’s typicality scores as
more important than their SELF group counterparts. SomeMT members simply adopted the
system proposal with the highest typicality score without checking it. For example, P1-MT
stated that he was unsure of his English proficiency and thought that the machine judgment
was better than his own. Some others expressed a belief that Langsmith’s suggestions with
smaller typicality scores were completely unworthy of consideration. As P18-MT explained,
“I only looked at the top three or four. I didn’t look at the bottom of the suggestions because
their typicality bars were so small that I didn’t think I needed to look at them.” However, this
is not to suggest that MT group members completely trusted Langsmith’s typicality scores.
Rather, they relied on them due to a perceived lack of any other means of assessment.

“I can’t judge whether it sounds fluent or not because I’m not a native speaker.
I had my doubts about whether the sentence was really fluent, but I selected it.”
(P16-MT)

Another characteristic strategy adopted by MT group members was back-translation us-
ing MT. All participants who stated that they ever used back-translation also back-translated
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Table 5.4 Comparison of trust and distrust factors in MT and SELF

factors MT (9) SELF (5)

trust quality of suggestions 44% (4) 100% (5)
variety of suggestions 89% (8) 100% (5)

distrust obvious errors in suggestions 89% (8) 20% (1)

Note: The values in parentheses are headcounts.

their task text after using Langsmith. Mostly, they said they did this to ensure that Lang-
smith’s output did not contain evident errors or evidently missing information, as it was
more efficient for them to check it in Japanese. As P10-MT noted, “I tried it in DeepL first,
and if something looked strange, I checked the English text myself.”

Some participants also guessed the quality of English sentences provided by Langsmith
from the quality of back-translated Japanese. They believed that if their MT could translate
system-produced English into error-free Japanese, the English itself was also error-free.

Summary of findings (RQ2)

The sampled NNESs’ use of a variety of tools for determining Langsmith’s output was con-
sistent with the findings of previous research, which indicates that NNESs rely on other
resources to check MT results Liebling et al. (2021). Furthermore, MT group members
tended to assign more importance to Langsmith’s typicality scores, and were more likely to
use back-translation to make judgments, as compared to SELF group members.

5.7.3 NNESs’ development of trust in the rewriting tool (RQ3)
RQ3 addressed the factors contributing to NNESs’ trust and distrust of Langsmith. To an-
swer this, we conducted a thematic analysis of NNESs’ interview quotes and identified the
factors shaping their trust and distrust.

Trust and distrust factors

Our coding of the interview data identified two factors contributing to establishing trust,
namely, the “quality of suggestions” and “variety of suggestions,” as well as one distrust
factor, namely “evident errors in suggestions.” Table 5.4 shows how the incidence of each
of these factors differed across the two groups.
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Many interviewees from both groups mentioned that a positive and trust-building aspect
of Langsmith was the great variety of suggestions it provided. Further, all interviewees
from the SELF group pointed to the quality of the system’s proposals as a factor that boosted
their trust in it. In contrast, manyMT group members reported finding errors in Langsmith’s
suggestions, which led to a decrease of their trust in it. These and other findings are discussed
in more detail below.

SELF group. All interviewees from the SELF group regarded Langsmith’s suggestions as
high-quality, and stated that their writing was ameliorated by adopting them. In terms of
the diversity of such suggestions, they also commented that they had learned new English
expressions from the system; some expressed appreciation for the fact that they could select
and mix system-generated expressions according to their own preferences. As P5-SELF
explained,

“I combined the first one with the third one and so on. I also kept what I wanted
to keep in my writing, but which reflected Langsmith’s suggestions that I thought
were better. I liked the fact that I could combine multiple suggestions.” (P5-
SELF)

Interestingly, a few participants in the SELF group expressed distrust of Langsmith, even
when it contained evident errors or made low-quality suggestions. As P4-SELF puts it:

“My experience was that when I typed in longer sentences, I had the impression
that Langsmith returned suggestions that didn’t make much sense, so I figured
that my sentence was too long to make sense in the first place.” (P4-SELF)

These quotes indicate that participants, who were able to produce English sentences on their
own, were often able to evaluate and take advantage of the various suggestions generated by
Langsmith.

MT group. Many interviewees in the MT group likewise indicated that Langsmith’s di-
verse recommendations introduced them to new English expressions. However, some com-
mented that it was difficult to select appropriate suggestions and/or to modify them as
needed:

“If there was a big change, I wondered whether the sentence is weird, which
gives me a chance to think about where to fix it. But since I am unable to fix it,
I’m unsure of whether I’m making the right choice.” (P12-MT)
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Thus, as described in Section 5.7.2,MT group participants turned to typicality scores to help
them select among Langsmith’s various suggestions. Moreover, in contrast to the intervie-
wees from the SELF group, some said they appreciated multiple suggestions as a backup
in case they did not prefer the top suggestion. As P16-MT put it, “If there was only one
suggestion and I was told that it was the best one, I could not do anything about it, even if
it looked weird. Langsmith gave me about seven suggestions, so I could look at them from
the top down, and if a suggestion seemed wrong, I could choose the next one. I think it
was a good feature.” Many interviewees in the MT group also pointed out clear discrepan-
cies in Langsmith’s suggestions to the text they had prepared. This point was rarely made
by their SELF group counterparts. In particular, some of those who used back-translation
commented that they could not immediately identify errors when examining Langsmith’s
suggestions. However, they did notice them via back-translation, i.e., when they appeared
in Japanese.

“At first, I fixed each sentence with Langsmith. I thought, ‘Oh, that’s goodwork,’
and then put it into DeepL and translated it into Japanese. But it turned out that
something was missing.” (P1-MT)

As described in Section 5.7.2, participants in theMT group tended to be unable to assess
suggestions on their own in English, and had to rely on typicality scores. This suggests that
they had lesser ability to recognize errors in the suggestions than SELF group members.
Additionally, when finding errors, some of the MT group did not correct them themselves,
but relied again on MT to do so.

Summary of findings (RQ3)

The participating JapaneseNNESs appreciated that the focal AI-powered rewriting toolmade
high-quality and varied suggestions. However, those who usedMT tended to lose confidence
in Langsmith as soon as they found clear output errors. This mostly happened after they back-
translated suggested English sentences into Japanese usingMT. Participants in theMT group
tended to evaluate Langsmith’s output based on factors other than their English proficiency,
resulting in a high error-detection load as well as a loss of trust in the tool when errors were
found.
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5.8 Discussion and design implications

5.8.1 NNESs’ writing strategies
Existing research makes conflicting arguments and suggestions about NNES’s use of MT
in academic writing. While some studies recommend that NNESs not draft in their native
languages nor useMTwhenwriting papers (Wallwork, 2016;Wallwork and Southern, 2020),
recent studies (Aranberri, 2020; Lee, 2020; Lee and Briggs, 2021; Tsai, 2020) claim that the
use of MT can improve NNESs’ writing and also provides educational benefits (Lee, 2021).

Our findings show that many of our participants created their initial drafts in their native
language. They further seem to imply that the use of MT is widespread and highly trusted by
Japanese NNESs, even in the context of academic writing. We have drawn a few implications
from this finding, which we outline below.

First, most prior studies on the interaction with AI-powered writing tools (Buschek et al.,
2021; Lee et al., 2022) based their analyses on tool logs, which may not be an appropriate
design for understanding the writing behavior of NNESs, given the variety of their tool-use
behaviors that we observed. For example, our findings show that the text input of writing
tools is not necessarily drafted by the users, but may be the output of other tools (e.g., MT).
Therefore, we encourage future developers and evaluators of writing-support systems for
NNESs to adopt research designs that comprehensively observe the writing process.

Second, a characteristic usage of MT, namely back-translation, was observed in our
study. Back-translation has actually been hailed as an effective strategy for MT-output as-
sessment (Liebling et al., 2021; Miyabe and Yoshino, 2009). For example, recent work on
MT for outbound translations — i.e., ones in which the translation is into a language un-
known to the MT user — reported that back-translation increased user confidence (Zouhar
et al., 2021).

However, the such use of MT may not always be effective. In fact, a majority of MT
research has focused on improving translation robustness, even when NNESs make some
errors in their original text (Anastasopoulos et al., 2019). This means that MT (including
back-translation) can often correctly translate texts containing errors. Such automatic correc-
tion of the original text suggests that use of MT is inappropriate to evaluate the correctness
of the original text (Wallwork and Southern, 2020).

Using back-translation by MT to assess source text quality may require improvements in
aspects other than robustness. For example, if there are errors in the source English text, MT
may need to warn the users instead of attempting to translate it into Japanese. Further, to
help NNESs correctly assess the appropriateness of English text, technologies of text quality
evaluation such as Langsmith’s typicality score are important. In NLP, text quality evaluation
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continues to be an active research area (Zhu and Bhat, 2020), and further development is
encouraged.

5.8.2 Feedback for NNESs from AI-powered rewriting tools
Numerous participants in MT group selected system-generated English sentences based on
their typicality scores, and some ignored sentences that were assigned low scores. One mem-
ber in the SELF group also reported subconscious pressure to act according to typicality
scores, which made his own elaboration more shallow. Although these numerical indicators
provide a useful basis for NNESs’ judgments, they also appear to have become an obstacle
to NNESs checking the AI-powered tool’s suggestions for themselves. This finding encour-
ages further research on the explanations and feedback for NNESs. For example, providing
feedback in natural language on the reasons for corrections (Nagata et al., 2021) or actual
examples of phrases and expressions (Kaneko et al., 2022) might be worthwhile. Further, it
is important to investigate the kinds of explanations NNESs find most useful.

5.8.3 NNESs’ mental models of the AI-powered rewriting tool
The fact that the NNESs who used MT tend to lose trust in the focal AI-powered writing
tool when they find errors in its suggestions implies that this subgroup may demand higher
precision from such tools, as compared to broadly similar individuals who did not use MT.
Furthermore, many of our participating MT-using NNESs indicated that they were not con-
fident or good at English. This dynamic was also reflected in their usual writing strategies.
P1-MT, for example, edited his original Japanese draft rather than the English version when
he found errors or unintended expressions in the latter. Similarly, P12-MT stated that in
the past, she had written papers in Japanese, had them translated into English by an expert
human translator, and then asked an English proofreader to revise them before submission.
This suggests that NNESs who have (or perceive themselves as having) low English profi-
ciency may avoid writing English as much as possible. Such tendency suggests that they
may form mental models of AI-powered rewriting tools differently from the mental models
of NNESs, who do not use MT in their writing process. This is a promising avenue for future
research, which we hope will be stimulated by the present study.

5.8.4 Diversity of suggestions
Many participants mentioned its diverse output as a positive aspect of Langsmith. In partic-
ular, many participants in the SELF group combined some of the multiple suggestions from
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Langsmith. This tool uses an algorithm called diverse beam search (Vijayakumar et al.,
2018), which achieves diverse outputs by adding noise to the probability distribution of the
model’s outputs. Due to the nature of the algorithm, high noise strength produces a variety of
outputs but also increases the probability of errors. Several studies have been conducted on
other algorithms to achieve diverse outputs, but many of them have also yielded slower or de-
graded performance (Ippolito et al., 2019; Luo and Shakhnarovich, 2020). According to our
findings, participants in the MT group faced difficulty in assessing suggestions, indicating
that diversity and quality must be balanced to support the NNES.

Evaluating diversity is not technically easy, and few NLP tasks have added diversity to
their evaluation criteria (Tevet and Berant, 2021). Our findings highlight the need for further
research on the improvement of algorithms and evaluation of models when such diversity is
a goal. Further behavioral research in HCI must examine NNESs trade-offs among diversity,
quality, and speed.

5.8.5 NLP-powered integrated writing assistance
When working with Langsmith to produce academic English writing, participating Japanese
NNESs relied on several other tools and frequently switched between various applications
and websites. In particular, many participants in the MT group switched back and forth
between MT and Langsmith several times. It is reasonable to expect that such switching
can lead to increases in the workload (Pilzer et al., 2020), and could make the assessment of
AI-powered tool’s suggestions more demanding. To improve usability, an integrated writing
environment for NNESs must be developed. To achieve this, we believe that it is important
to unify protocols across NLP models and editors (Hagiwara et al., 2019), and promote the
development of interfaces that allow efficient access to NLP functions (Yang et al., 2019).

5.8.6 Limitations
Our study has several limitations that should be the focus of future research. First, the study
setup differed from most independent academic writing. Specifically, the participants in our
main study had previously never used Langsmith, and their usual writing practices may be
different from the one observed in our study.

Furthermore, the participants were not allowed to use paper dictionaries and any other
tools that could not appear on-screen (including secondary digital devices). This may have
created further deviation from their commonwriting practice. Therefore, we hope to conduct
future research over a longer period and in more realistic settings.
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Second, we analyzed NNESs’ behavior based on their writing process, specifically by
dividing them into two groups according to whether they used MT. This examined the im-
pact of MT use on the rewriting process. In the future, however, it will be important to
analyze data grouped by English proficiency. We found several differences between the two
groups. The use or non-use of MT may be related to their English proficiency, and thus
all of the above differences may be attributed to their English proficiency or confidence in
English. Indeed, prior research has found that NNESs with low English proficiency tend to
translate from their native language rather than writing directly in a second language (Cohen
and Brooks-Carson, 2001) and employ MT more frequently than those with higher English
proficiency (Tsai, 2020). Furthermore, we targeted only Japanese researchers and students,
and a more comprehensive study of NNESs would necessarily involve participants with a
wider array of linguistic, cultural, and occupational backgrounds.

Finally, this is a case study based on Langsmith alone. While we believe that our find-
ings will guide the future development of AI-powered writing-support systems for NNESs,
research focused on other NLP models and interfaces could contradict our findings. There-
fore, we emphasize the need for ongoing research as this technology develops.

5.9 Conclusion
We examined how one AI-powered writing-support tool, Langsmith, was used and perceived
by NNES Japanese researchers in the context of English-language paper writing. We first
investigated what other tools are used for this purpose and found that many participants
supplemented their use of rewriting tools with MT. Further, we conducted user studies and
interviews with these researchers to understand how they assessed Langsmith’s rewriting
suggestions and what factors prompted them to trust or distrust these suggestions.

Our results suggest that theNNESswho usedMT tended to rely on sources of information
other than their personal English proficiency to evaluate the English output of an AI-powered
writing-support tool. Probably as a consequence, we observed that they tended to discover
errors in the rewriting tool’s suggestions at a relatively late stage in their writing tasks, and
that their trust in the tool plummeted upon noticing evident errors.

In summary, the results of this study imply that interaction between NNESs and the focal
AI-powered writing tool may be restricted by the language barrier. While AI-powered writ-
ing tools may help them become aware of new words and expressions, reliable verification
processes remain time-consuming and expensive. We hope that our results will motivate
both the HCI and NLP research communities to take up the challenge of developing writing-
support tools specifically for NNESs.

62



Chapter 6

Conclusion and Future Work

In this thesis, we aimed to assist NNESs or academic writing in English. We proposed a
new rewriting task to convert drafts into more fluent text, created an evaluation dataset, and
investigated how to construct pseudo-training data to build the rewriting model (Chapter 3).
Then, we built a writing support system, Langsmith, which incorporates the rewritingmodel,
and released it to the public (Chapter 4). Finally, we investigated the effectiveness and usage
of Langsmith (Chapter 5). As described in Chapter 2.2, although various writing assistance
tools are now available to the public, Langsmith was one of the earliest tools released among
them.

Although we demonstrated that Langsmith helped NNES improve their writing in the
Chapter 4 experiment, subsequent qualitative analysis revealed that NNESs struggle to as-
sess Langsmith’s suggestions and reflect them in their original document. In addition, we
found that many NNESs use machine translation to produce their drafts. Machine transla-
tion systems have also improved dramatically in performance over the past few years, and
numerous machine translation applications (e.g., Google Translation and DeepL) are now
available. Our findings in Chapter 5 suggest that NNESs may be able to start their revisions
from a more fluent English draft than we assumed when we designed the rewriting task in
Chapter 3.

6.1 Future work
Based on our findings and recent works on NLP and HCI, we discuss promising directions
for NNESs writing support.
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Expansion of the datasets for writing supports: Although a number of datasets on vari-
ous revisions have been proposed in recent years, the rewriting task remains a low-resource
setting because drafts are not publicly available, and there are multiple possible candi-
dates for reasonable revisions, as discussed in Chapter 3. Recently created datasets have
used approaches such as extracting differences from multiple versions submitted to paper
archives (Du et al., 2022; Jiang et al., 2022), having professional editors edit manuscripts
to create differences (Mita et al., 2022), and creating drafts with pseudo-noise similar to
our method (Dong et al., 2021). Although various datasets are now available, and we have
access to a wide variety of editing data at the time of writing, there is no doubt that many
processes have not been addressed previously. Our ultimate goal is to support the entire
writing process for non-native English speakers. Data collection and developing protocols
and frameworks are important issues supporting the entire process.

User log analysis and personalization: There may be a gap between the input we assume
into the system and the actual sentence the user inputs. In addition, the input that should
be assumed may depend on the user’s abilities. Indeed, our study revealed that some users
draft their own drafts and others use machine translation to draft their drafts. Machines
and humans could make errors differently. In addition, assistance will be required at dif-
ferent stages of the writing process (Sarrafzadeh et al., 2021). In general, when data is not
included in the training data, the performance of the model may be adversely affected. A
more in-depth and continuous analysis of Langsmith’s user logs could reveal more about
how non-native English speakers write and what kind of assistance they seek. Analyzing
user behavior is important not only for Langsmith but also for research on writing assistants,
including rewriting task design, methods for creating rewriting task datasets, and designing
other writing support systems.

Human-in-the-loop approach to building and evaluating writing support systems: As
discussed above, building a dataset for rewriting is not easy, and personalization according
to the user’s ability and writing style is an important issue. To solve these challenges, the
Reinforcement Learning from Human Feedback (RLHF) approach (Stiennon et al., 2020;
Ziegler et al., 2019) may be one effective direction. RLHF is a framework that human eval-
uates the model’s output against the real input of the user, and the model is trained based
on that feedback. In this approach, the model can be trained using real user inputs. We
believe using RLHF for continuous system improvement is worthwhile because Langsmith
has already acquired a certain number of users. For the success of the RLHF, improvements
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in reinforcement learning algorithms are important, as well as practices regarding how to
evaluate NLG models by humans and collect efficient and appropriate human feedback.

Reference-free automatic text evaluation: In Chapter 3, we created an evaluation dataset
and evaluated the model’s performance using reference-based evaluation metrics. Reference-
based evaluation metrics are a standard evaluation method in many NLG tasks (Sai et al.,
2022). However, reference-based evaluation metrics typically have the disadvantage that is
creating reference text is costly. Therefore, a new evaluation dataset must be created when-
ever a model in a different domain is created. A reference-free evaluation metric would
reduce the cost of the evaluation. Various reference-free evaluation metrics have been pro-
posed recently, and their performance has been improved (Rei et al., 2021). Furthermore,
reference-free evaluation metrics can also be used for filtering and re-ranking against the
output of NLG systems (Fernandes et al., 2022), such as Langsmith’s typicality score (Chap-
ter 5). A reference-free evaluation metrics can be helpful not only for the evaluation of NLG
models but also for helping NNESs asses system suggestions.

Beyond the surface-level suggestions: Support for information and logical structure is
important for better writing (King, 2012). No one would dispute the importance of such
assistance, but how to implement it computationally is still unclear and is a longstanding
issue in NLP (Dou et al., 2022). Langsmith also provides only superficial support. As a
first step, we believe it is essential to develop a method for automatically evaluating the
logical structure of sentences by classifying or scoring good sentences in terms of logical
structure and other factors. If automatic evaluation with high accuracy becomes possible,
it may lead to constructing more writing support models using reinforcement learning and
data augmentation approaches.

6.2 NLP and HCI Collaboration
Finally, we emphasize the importance of cross-disciplinary research spanning natural lan-
guage processing and human-computer interaction to promote research and social diffusion
of applications using natural language processing, especially natural language generation.

Human reactions and processes change when the environment changes due to new sys-
tems and other factors. For example, research had shown that human writing processes also
changed when they changed from handwriting to typewriting (Haas, 1989; Lutz, 1987). AI
writing assistance could also change the process and style of human writing. Therefore, a
better understanding of the human writing process is important for more effective AI writing
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assistance. We also believe that case studies must be accumulated to understand the human
process. Our research will be one of the most important case studies for building better
writing support systems.

Collaboration between NLP and HCI is important not only for writing support systems
but also for various NLG systems (Heuer and Buschek, 2021). With the development of deep
learning technology, NLG systems are able to generate very fluent sentences, which have
the potential to be applied to a variety of applications. Furthermore, the recent emergence of
large-scale language models has made it possible to handle various tasks simply by adjusting
the prompts. These developments will likely lead to the development of many more NLG
applications. In developing applications, it is important to consider how users will use them
and the development of their interfaces. Furthermore, collaboration with HCI is important
in terms of extrinsic evaluation, which examine the usefulness of the NLG model to users in
a real-life scenario. We hope more collaboration between NLP and HCI will lead to more
research on various applications, including writing support tools.
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Appendix

.1 Examples from the Smith dataset and generated sen-
tences by baseline models

Table 1 shows examples from the SMITH dataset and the output of the baseline models. “Ref-
erence” is a sentence extracted from papers, “Draft” is written by a crowdworker and is the
input for the baseline models.

Table 1 Further examples of draft, reference, and the baseline models’ output.

Draft By this setting , the persona is acquired from a test set popl about both turker
anad model .

H-ND By this setting , the persona is acquired from a test set both about popl anad
anad model .

ED-ND In this setting , persona is obtained from the test set popl about both Turker
and model .

GEC By this setting , the persona is acquired from a test set pool about both turkey
and models .

Reference In this setting , for both the Turker and the model , the personas come from
the test set pool .

Draft In addition to results of study until now , we add two baseline to vindicate
effectiveness on our flame work .

H-ND In addition to the results of this study , we now add two baseline methods to
vindicate effectiveness on our work .

ED-ND In addition to the results of the study until now , we add two baselines to
visualize the effectiveness of our framework .
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.1 Examples from the Smith dataset and generated sentences by baseline models

GEC In addition to the results of study until now , we added two baseline to vindi-
cate effectiveness on our flame work .

Reference In addition to results of previous work , we add two baselines to demonstrate
the effectiveness of our framework .

Draft Yhe input and output <*> are one - hot encoding of the center word and the
context word , <*> .

H-ND The input and output are one - hot encoding of the center word and the context
word , respectively .

ED-ND The input and output layers are one - hot encoding of the center word and the
context word , respectively .

GEC Yhe input and output are one - hot encoding of the center word and the context
word , .

Reference The input and output layers are centre word and context word one - hot en-
codings , respectively .

Draft I registered the vocabulary sizes of encorder and decorder as 150 K and 50 K
each other .

H-ND I registered the vocabulary sizes of decorder and encorder as 150 K and each
other .

ED-ND We registered the vocabulary sizes of the encoder and decoder as 150 K and
50 K respectively .

GEC I registered the vocabulary sizes of encoder and recorder as 150 K and 50 K
for each other .

Reference In this experiment , we set the vocabulary size on the encoder and decoder
sides to 150 K and 50 K , respectively .

Draft They add the new class image generated by generator and classfy them .

H-ND They add the new image class generated by the generator and classfy them .

ED-ND They add a new class of images generated by the generator and classify them
.

GEC They add a new class image generated by generator and classify them .
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.1 Examples from the Smith dataset and generated sentences by baseline models

Reference They add a new class of images that are generated by the generator and clas-
sify them .

Draft The chart 3 shows performance of multi input correction against sub groups
with different number of witnesses .

H-ND Table 3 shows the performance of multi - chart correction against different
input groups with different number of witnesses .

ED-ND Figure 3 shows the performance of multiple input correction against sub-
graphs with different number of witnesses .

GEC chart 3 shows performance of multi input correction against sub groups with
different number of witnesses .

Reference Figure 3 presents the performance of multi - input correction on subgroups
with different number of witnesses .

Draft It is vindicated that InferSent accomplishes the most <*> result regarding
SentEval task .

H-ND It is vindicated that InferSent accomplishes the most relevant result regarding
the SentEval task .

ED-ND It is vindicated that InferSent accomplishes the most important result regard-
ing the SentEval task .

GEC It is vindicated that InferSent accomplishes the most results regarding SentE-
val task .

Reference InferSent has been shown to achieve state - of - the - art results on the SentEval
tasks .

Draft Our proposal model can get both long - term dependence and local informa-
tion well .

H-ND Our proposal can get both long - term and local information as well .

ED-ND Our proposed model can capture both long - term dependencies and local
information well .

GEC Our proposal model can get both long - term dependence and local informa-
tion well .

Reference Our proposed model can both capture long - term dependencies and local
information well .

83



.2 Writing Performance of participants in the main study of Chpater 5

Table 2 Comparison of writing performance betweenMT and SELF. TA=Task achievement;
CC=Coherence and cohesion; LR=Lexical resource; GRA=Grammatical range and accu-
racy. Total is the sum of those criteria. Each value is the mean score of the participant’s
writings, and the value in parentheses is the standard deviation. The values in parentheses
for groups are headcounts.

Group TA CC LR GRA Total
MT (15) 2.5 (1.1) 6.2 (1.1) 6.7 (1.3) 7.5 (0.9) 22.9 (3.7)
SELF (6) 2.7 (0.5) 6.2 (1.7) 7.0 (1.5) 7.5 (0.6) 23.3 (4.0)

.2 Writing Performance of participants in the main study
of Chpater 5

We asked iPassIELTS to rate the participants’ writing based on the indicators usually em-
ployed when providing course feedback.1 Each participant’s tasks was evaluated in four
aspects: “Task achievement,” “Coherence and cohesion,” “Lexical resource,” and “Gram-
matical range and accuracy.” Each aspect consists of two scoring items, and all items were
rated on the same four-point scale, i.e., 1 = satisfactory, 2 = good, 3 = very good, and 4 =
excellent.

The average number of words produced in the two tasks was almost identical: 161 words
(SD = 13.6, range: 131-186) for the bar-graph task and 165 words (SD = 17.1, range:
125-209) for the table task. Two participants, P10-MT and P12-MT, took more than 30
minutes on both of their tasks, yet failed to reach the 150 word goal on either. The par-
ticipant’s score for each of the four dimensions of writing performance was the sum of the
relevant iPassIELTS-assigned item scores across both writing tasks. As indicated by the
scores presented in Table 2, there were minor differences between theMT and SELF groups
in any writing-quality dimension. Note that the texts were written while using tools such as
Langsmith and machine translation, and do not represent the pure English proficiency of the
participants.

1Sample feedback: https://www.ipassielts.com/images/uploads/Nuri_GDP_growth_web.pdf
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