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Numerical Methods for Simulating Multiphysics Thermal-Fluid Flows  
of Supercritical Hydrocarbon 

 
Shuto YATSUYANAGI 

 
Abstract 

 
A supercritical fluid is a fluid in a state exceeding the critical pressure and critical temperature of a substance. At 

higher pressures than the critical pressure, the surface tension and latent heat approach zero, and the 

thermodynamic and transport properties drastically and continuously change crossing the pseudocritical line. In 

the present study, the unique transition state is called the transcritical condition. It is sometimes called the pseudo-

boiling owing to its similarities with the boiling phenomenon at subcritical pressure. It is experimentally known 

that turbulent heat transfer characteristics and frictional stress characteristics vary significantly in the transcritical 

region. Hence, an understanding of the pseudo-boiling phenomenon in the transcritical region is crucial for 

industrial applications that utilize the supercritical fluid. Industrial applications of supercritical fluids actively 

utilize or inevitably encounter the pseudo-boiling phenomenon. In addition, chemical reactions such as 

nanoparticle formation and pyrolysis sometimes occur in supercritical fluid devices. Therefore, the internal flow 

of supercritical fluid devices may become a multiphysics flow in which multiple physical phenomena coexist and 

interfere with each other. Understanding the multiphysics flow that governs the characteristics of supercritical fluid 

devices is the key to further innovation. 

Of among the industrial applications of supercritical fluids, a regenerative cooling system using hydrocarbon 

fuel as the working fluid has attracted the attention of many researchers in the context of the development of a 

hypersonic reusable launch vehicle. In the regenerative cooling system, the hydrocarbon fuel is fed into the cooling 

channel around the combustion chamber to cool the engine system with the heat exchange. Hydrocarbon fuels 

such as kerosene fuel have desirable characteristics for use as aviation fuel and rocket propellant, such as their 

high density, which allows for smaller fuel tanks, and ease of handling. However, there exist many unsolved aspects 

of multiphysics flows of hydrocarbons in the regenerative cooling system, and these are barriers to understanding 

the cooling characteristics. Another challenge is to develop robust numerical methods to simulate these unsolved 

hydrocarbon flows. The objective of this work is to develop a robust numerical method for supercritical 

multicomponent flows of hydrocarbons and to clarify the multiphysics flows of hydrocarbons that govern the 

characteristics of regenerative cooling systems. 

The robust numerical method for simulating multicomponent and supercritical hydrocarbon flows is 

established. The spurious oscillations associated with the multicomponent and supercritical flows when using a 

fully conservative scheme are investigated in detail. The present study analytically clarifies the mechanism 

responsible for the generation of spurious oscillations in preconditioning systems. In a one-dimensional Euler 

system, I derived the temporal variation of the unknown variables in the case of a single fluid interface for different 

temperatures, and also at the material interface for a uniform fluid temperature. The temporal variation in the 

preconditioned system indicated that the spatial variations of the mass fraction and temperature caused spurious 

oscillations. Based on the analytical results, the double flux model (DFM) is extended to the preconditioning 
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method to eliminate the spurious pressure oscillations. Furthermore, the conservation errors due to the use of a 

quasi-conservative form are quantitatively evaluated. The proposed numerical methods are applied to a series of 

test cases to examine the performance of DFM and to demonstrate its suitability in simulations for multicomponent 

supercritical flows of hydrocarbons. 

To investigate the effects of pyrolysis reaction on supercritical hydrocarbon flows, the present study conducts 

numerical simulations for supercritical n-octane flows with the pyrolysis reaction in a heated circular pipe. To 

clarify the effect of density change associated with the pyrolysis reaction, the 𝑘𝑘–𝜔𝜔 SST+M𝜏𝜏 turbulence model is 

incorporated into the numerical method based on the preconditioning method. The pyrolysis reaction model is 

developed based on a series of zero-dimensional pyrolysis reaction calculations. The reaction equation is expressed 

as a one-step reaction, and the reaction rate constant is expressed by using the Alenius equation. The pyrolysis 

reaction model is validated compared to the experimental data of the mole fraction of decomposed components. 

Supercritical n-octane flows in a horizontal heated circular pipe with pyrolysis are conducted, and numerical results 

are compared with the experimental data about the outlet temperature and the conversion rate to validate the present 

numerical methods. The effect of density fluctuations on turbulent thermal diffusivity is discussed. Simulated 

results suggest that the consideration of the density fluctuations effect and the corresponding production of 

turbulent kinetic energy are key issues for reproducing the thermal fluid flows of supercritical hydrocarbons with 

pyrolysis. In addition, the capabilities and limitations of simple thermophysical property models for the mixture 

are evaluated through a comparison of results obtained using three mixture property models.  

The mechanism of flow instability and the hydrodynamic characteristic curve, which is deeply related to the 

dynamic behavior of flow instability, are investigated for supercritical hydrocarbon flows. First, new numerical 

methods that can conduct the transient simulation for the flow instabilities under the transcritical and pyrolysis 

conditions are developed to clarify the mechanism of flow instability. The numerical methods are validated by 

referring to available numerical and experimental data on pressure drop and mass flow rate in a heated circular 

tube. First, steady-state simulations are conducted to obtain the hydrodynamic characteristic curve for n-dodecane 

flows. The effects of DFM and PSM on the hydrodynamic characteristic curves are investigated. Then, transient 

simulations are conducted for the flow instability of n-dodecane flows in a horizontal heated circular tube. The 

effects of pyrolysis reactions and pressure on the flow instability are evaluated for n-dodecane flows in a horizontal 

heated circular tube. Next, the hydrodynamic characteristic curves of a horizontal heated circular tube at 

supercritical pressure are investigated by using the large eddy simulation (LES) code. The numerical methods are 

validated by referring to available direct numerical simulation data of the turbulent channel flows and also the 

friction factor correlation of the adiabatic circular tube. Hydrodynamic characteristic curves are obtained under 

different three supercritical pressure conditions. To clarify the generation mechanisms of pressure-drop behind the 

formation of the hydrodynamic characteristic curves, the present LES analyzes the flow properties, such as the 

thermodynamic properties and local Nusselt number, and turbulence statistics in the heated circular tube. 
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Chapter 1  

Introduction 

 
1.1 Backgrounds and motivations 
A supercritical fluid is a fluid in a state exceeding the critical pressure and critical temperature of a substance. 

Figure 1.1 shows the phase diagram for the pressure and temperature. The pseudocritical temperature, which 

exhibits a drastic change in thermophysical properties, depends on the pressure condition. The line 

connecting the pseudocritical temperature is called the pseudocritical line; this is indicated by the red line in 

Fig. 1.1. Figure 1.2 shows the temperature dependency of density, isobaric specific heat, viscosity, and 

thermal conductivity for n-dodecane at a supercritical pressure of 2 MPa and 5 MPa. The thermodynamic 

properties calculated by the perfect-gas relations and the transport properties calculated by Sutherland’s law 

are also plotted in Fig. 1.2. When crossing the pseudocritical line, the fluid characteristic changes from a 

liquid-like high-density fluid to a gas-like low-density fluid. The isobaric specific heat peaks at the 

pseudocritical line. At higher pressures than the critical pressure, the surface tension and latent heat approach 

zero, and the thermodynamic and transport properties continuously change crossing the pseudocritical line. 

However, the changes occur abruptly over a narrow temperature range. In the present study, the unique 

transition state is called the transcritical condition. It is sometimes called the pseudo-boiling owing to its 

similarities with the boiling phenomenon at subcritical pressure. It is experimentally known that turbulent 

heat transfer characteristics [1] and frictional stress characteristics [2] vary significantly in the transcritical 

region. Hence, an understanding of the pseudo-boiling phenomenon in the transcritical region is crucial for 

industrial applications that utilize the supercritical fluid. 

Supercritical fluids have been used in chemical processes such as nanoparticle formation [3], 

chromatography [4], and thin-film deposition for microelectronics [5], as well as working fluids in advanced 

power generation cycles [6] and spacecraft thermal protection systems [7]. Further expansion of the use of 

supercritical fluids is expected not only in terms of their efficiency but also in terms of their environmental 

friendliness and sustainability [8]. Industrial applications of supercritical fluids actively utilize or inevitably 

encounter unique thermophysical property changes in the transcritical state and chemical reactions. In 

addition, chemical reactions such as nanoparticle formation and pyrolysis sometimes occur in supercritical fluid 

devices. Therefore, the internal flow of supercritical fluid devices sometimes becomes a multiphysics flow in 

which multiple physical phenomena coexist and interfere. Understanding the multiphysics flow that governs 

the characteristics of supercritical fluid devices is the key to further innovation. 

Experiments on supercritical fluids are difficult because they are generally under high-temperature and 

high-pressure conditions. The use of computational fluid dynamics (CFD), which enables fluid analysis 
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modeling on a computer, is expected to better explain multiphysics supercritical flows. However, there exist 

multiphysics flows that are difficult to simulate with conventional CFD tools, and a better understanding of 

their flow mechanisms is not an easy task. Further innovation and the expanded use of supercritical fluid 

devices require multiphysics CFD tools that can accurately simulate complex multiphysics flow at 

supercritical pressures. 

Of among the industrial applications of supercritical fluids, a regenerative cooling system using 

hydrocarbon fuel as the working fluid has attracted the attention of many researchers in the context of the 

development of a hypersonic reusable launch vehicle. The regenerative cooling system is a highly efficient 

thermal protection technology for aerospace vehicles that use fuel or oxidizer as a coolant. The Japan 

Aerospace Exploration Agency (JAXA) has researched and developed a reusable launch vehicle called the 

Two-Stage-To-Orbit (TSTO) system [9]. Figure 1.3 shows an illustration of the booster stage in the TSTO 

system. The JAXA has considered applying the regenerative cooling system using hydrocarbon fuel to the 

launch vehicle. The hydrocarbon fuel is fed into the cooling channel around the combustion chamber to cool 

the engine system with the heat exchange. After that cooling process, it will be injected into the combustion 

chamber. In general, the pressure in the cooling channel is above the supercritical pressure of the hydrocarbon 

fuel to prevent heat transfer deterioration associated with boiling phenomena at subcritical pressure.  

Hydrocarbon fuels such as kerosene fuel have desirable characteristics for use as aviation fuel and rocket 

propellant, such as their high density, which allows for smaller fuel tanks, and ease of handling. However, 

there exist many unsolved aspects of hydrocarbon flow at supercritical pressure in the regenerative cooling 

system, and these are barriers to understanding the cooling characteristics. Another challenge is to develop 

robust numerical methods to simulate these unresolved hydrocarbon flows. The present study focused on 

three issues: the development of a robust numerical method for supercritical hydrocarbon flow, the 

clarification of supercritical hydrocarbon flow with endothermic pyrolysis reaction, and the clarification of 

flow instabilities on supercritical hydrocarbon. 

First, it is necessary to develop a robust numerical method for supercritical hydrocarbon flow. It is 

known that so-called spurious oscillations [10] occur when solving flows with thermophysical property 

changes using a fully conservative scheme. Spurious oscillations generate unphysical flow that, in the worst 

case, leads to the divergence of simulation. In the analysis of the regenerative cooling system, the occurrence 

of spurious oscillations is inevitable owing to the dramatic changes in thermophysical properties caused by 

pseudo-boiling and pyrolysis reactions of the hydrocarbon fuel. To accurately understand the multiphysics 

flow in a regenerative cooling system, the development of numerical methods that can prevent these spurious 

oscillations and that can stably simulate supercritical multicomponent flows is urgently needed. 

The problem with respect to the presence of spurious oscillations in fully conservative schemes was first 

reported by Abgrall [10]. He reported spurious pressure oscillations occurring in multicomponent flows and 

proposed a quasi-conservative scheme for solving the mass fraction transport equation in a non-conservative 

form to prevent this problem. This idea was extended to higher-order accurate finite-volume [11] and finite-

difference [12] schemes. In addition, various other numerical methods have been proposed, such as solving 

the pressure evolution equation instead of the total energy conservation equation [13] and introducing an 

additional evolution equation to maintain pressure equilibrium [14]. The double-flux model (DFM) [15] is a 
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quasi-conservative method developed by Abgrall and Karni for multicomponent nonreactive flows assuming 

thermally perfect gas. DFM has been extended to reactive flows [16] and transcritical flows [17]. These previous 

studies on DFM have been conducted under the assumption of ordinary compressible flow and for sufficiently 

high velocity forced convection. In contrast, low Mach number flows with density variations are also an 

important topic for practical applications such as chemical reactors and heat exchangers. Usually, the Navier–

Stokes equations with low Mach number approximation [18, 19] or the preconditioning method [20-23] are 

considered the numerical methods of choice for such flows. The low Mach number approximation removes 

from the fundamental equations the effect of sound waves on the solution, whereas the preconditioning 

method can take into account the effect of sound waves. Versatile approaches to compressible and 

incompressible fluids, such as the preconditioning method, are important for a variety of industrial 

applications. Housman et al. [24] reported that the preconditioning methods also have spurious oscillation 

problems. Their proposed numerical method is based on a fully conservative preconditioned Euler system, 

but they attempted to prevent spurious oscillations by employing a hybrid scheme that switches to a non-

conservative preconditioned Euler system near the material interface. Although they reported the 

effectiveness of their method in multidimensional problems, the mechanism of spurious oscillations in the 

preconditioned system was not investigated at all, and the conservation error resulting from the use of the 

non-conservative form was not evaluated. 

The second issue is the clarification of supercritical hydrocarbon flow with endothermic pyrolysis 

reaction. Some polymer hydrocarbons contained in hydrocarbon fuels undergo endothermic pyrolysis 

reactions [25] at high temperatures above about 700 K, and they are called endothermic hydrocarbon fuels 

(EHFs). Although the effective utilization of endothermic reactions is expected to improve the cooling 

performance, the effect of pyrolysis reaction on hydrocarbon flows at supercritical pressure has never been 

sufficiently understood, and this is a barrier to the quantitative prediction of cooling performance. To enable 

the development of a highly efficient regenerative cooling system, a multiphysics CFD tool capable of 

reproducing the flow of supercritical hydrocarbons with pyrolysis reactions is needed. 

The use of EHFs in regenerative cooling systems has been investigated since the 1960s. Nixon et al. [26] 

demonstrated that the selective dehydrogenation of methylcyclohexane using a Pt/Al2O3 catalyst could yield 

a total heat sink of 1300 Btu/lb at pressures up to 900 psi with maximum conversions of about 60%. Since 

then, various experimental studies have been conducted, including the application of cheaper catalysts to 

paraffinic fuels [27] and the evaluation of the endothermic properties of existing jet fuels [28]. Recently, many 

numerical and experimental studies for endothermic pyrolysis reaction of hydrocarbon fuels have been 

conducted. Ward et al. [29] developed a one-step global reaction model called the proportional product 

distribution (PPD) model for the mild cracking of n-decane and n-dodecane. The PPD model has been 

employed in many numerical studies [30-35] owing to its practical accuracy and simplicity. Zhu et al. [36] 

proposed a one-step global reaction model for n-decane containing 18 decomposition components at 

supercritical pressure. The model was valid for conversions less than 13%. The numerical studies that were 

carried out were based on the simplified pyrolytic reaction mechanisms, such as the PPD model [29] or the 

model proposed by Zhu et al. [36], ignored many important secondary chemical reactions, and the applicability 

of these numerical models was limited to the mild cracking conditions. For such a situation, Jiang et al. [37] 
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constructed a detailed reaction model for the aviation kerosene RP-3 considering 18 chemical species and 24 

elementary reactions with C5–C11 alkene and cycloalkane lamps. Xu and Meng [38] employed the detailed 

reaction model proposed by Jiang et al. [37] and numerically studied the turbulent convective heat transfer of 

RP-3 in a circular cooling tube at a supercritical pressure of 5 MPa. More advanced numerical simulations 

targeting the carbon deposition [39-42], steam reforming [43, 44], and secondary flow in a curved channel [45] 

have recently been conducted as well. Despite these many studies, the interference mechanism between the 

pyrolysis reactions and the flow is still not fully understood. In particular, the effects of large density 

fluctuations associated with pyrolysis reactions on turbulent transport have not been discussed at all. Recent 

direct numerical simulations for transcritical turbulent boundary layers [46] have revealed that large density 

fluctuations associated with pseudo-boiling generate non-negligible turbulent kinetic energy in the case of 

ideal-gas flows with small density fluctuations, the density fluctuation effect is generally negligible. Because 

supercritical hydrocarbon flows with pyrolysis reactions can exhibit density fluctuations that are comparable 

to those of pseudo-boiling, it is expected that supercritical hydrocarbon flow analysis takes into account the 

density fluctuation effect of turbulence. However, the conventional Reynolds-averaged Navier–Stokes 

(RANS) models, such as the 𝑘𝑘–𝜀𝜀, 𝑘𝑘–𝜔𝜔, and 𝑘𝑘–𝜔𝜔 SST model, neglect density fluctuation effects on turbulent 

kinetic energy generation and cannot account for them in the flow simulation. In this situation, Kawai and 

Oikawa [47] recently developed a new RANS model, the 𝑘𝑘–𝜔𝜔 SST+M𝜏𝜏 model, which takes into account 

turbulent kinetic energy generation due to density fluctuations.  

The third issue is the flow instabilities on supercritical hydrocarbon. The drastic flow rate fluctuation of 

hydrocarbon fuels in the transcritical region was observed in a heated circular tube [48]. This is called "flow 

instability" and can cause heat transfer deterioration and mechanical vibration, endangering the operation of 

the system. Understanding the flow instability mechanism using multiphysics CFD can aid in developing a 

reliable regenerative cooling system.  

The flow instability in a heated tube is classified as static instability and dynamic instability: they 

indicate flow excursion or flow oscillation. The work on flow instability was started by Ledinegg [49], who 

demonstrated that the pressure drop in a heated channel is expressed as a cubic curve with respect to the flow 

rate. This relationship is well-known as the multi-valued hydrodynamic characteristic curve. The negative 

slope region in the hydrodynamic characteristic curve has been recognized as a necessary condition of flow 

excursion, which is one of the static instabilities. This flow excursion studied by Ledinegg is often called the 

Ledinegg instability. Starting with Ledinegg’s study, and as the background of the design and operation of 

industrial systems utilizing two-phase flow, such as boiling water reactors, intensive research has been 

conducted from the 1960s to the present, and numerous amounts of experimental and numerical data have 

been obtained [50-52]. In recent years, with the increased industrial use of supercritical fluids, the phenomenon 

of flow fluctuation at supercritical pressure as well as subcritical pressure has attracted attention. Several 

numerical [53-72] and experimental [73-82] studies have been conducted on flow instability under supercritical 

pressure conditions. However, research into the flow instability of supercritical fluids is still in its infancy, 

and no consensus has been attained on the mechanism of flow instability, or even pertaining to its existence 
[74]. Nevertheless, Yang et al. [74-76] reported experimental data indicating the universal existence of flow 

instability of hydrocarbons at supercritical pressure, and detailed discussions on the mechanism of occurrence 
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are expected. In addition, although there are also some studies on the flow instability phenomenon in the 

pyrolysis region [69, 72, 77], the phenomenon has not been well understood owing to a lack of knowledge in 

both experiments and numerical simulations. 

 

 
Figure 1.1. Phase diagram for pressure and temperature with pseudocritical line. 

 

  
(a) Density (b) Isobaric specific heat 

  
(c) Viscosity (d) Thermal conductivity 

Figure 1.2. Thermophysical and transport properties for n-dodecane using REFPROP (NIST Standard 

Reference Database, Version 10.0), the perfect-gas relations, and Sutherland’s law ( 𝜇𝜇 =
𝜇𝜇1100K (1100 + 𝑆𝑆) (𝑇𝑇 + 𝑆𝑆)(𝑇𝑇 1100⁄ )3 2⁄⁄  where 𝑆𝑆 = 600, 𝜅𝜅 = 𝜇𝜇𝑐𝑐𝑝𝑝 𝑃𝑃𝑃𝑃⁄ , and 𝑃𝑃𝑃𝑃 = 0.72 ) at 𝑝𝑝 =

2 MPa and 𝑝𝑝 = 4 MPa. 
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Figure 1.3. Illustration of booster stage in TSTO system [9]. 

 

1.2 Objectives 
The objective of this work is to develop a robust numerical method for supercritical multicomponent flows 

of hydrocarbons and to clarify the multiphysics flows of supercritical hydrocarbons that govern the 

characteristics of regenerative cooling systems. To achieve the objective, this study specifically addresses the 

following three issues. 

 

 Although the problem of spurious oscillations in the preconditioning method has been known for 

some time, the generation mechanism of such oscillations has not been investigated at all. This 

study analytically clarifies the mechanism responsible for the generation of spurious oscillations 

for preconditioning systems for which there is limited knowledge in the previous study. Based on 

the analytical results, a new DFM procedure for the preconditioning system was developed to 

establish a numerical method for preventing spurious oscillations in the preconditioning system.  

 The existing studies on supercritical hydrocarbon flow with endothermic pyrolysis reactions did 

not consider the density fluctuation effects of turbulence. In this study, the 𝑘𝑘–𝜔𝜔 SST+M𝜏𝜏 model is 

introduced into the preconditioned compressible Navier–Stokes equations, and numerical 

simulations are conducted for supercritical hydrocarbon flows in a horizontal heated circular tube 

to clarify the effect of density fluctuation associated with pyrolysis reactions on supercritical 

hydrocarbon flows.  

 The flow oscillation phenomenon in a heated tube is one of the most important issues to consider 

when developing a reliable regenerative cooling system; however, the mechanism has not yet been 

understood owing to the lack of experimental data and the difficulty associated with performing 

robust simulations for the supercritical fluid flow. First, a new robust numerical method is 

developed that can conduct the transient simulation for the flow instabilities under the transcritical 
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and pyrolysis conditions. Transient simulations of flow instability in a heated circular tube are 

conducted using the developed numerical method to evaluate effects of the pyrolysis reaction and 

pressure on the flow instability. Next, the present study conducts numerical simulations for n-

dodecane flows in a horizontal heated circular tube by using a robust three-dimensional large eddy 

simulation (LES) code toward the clarification of the generation mechanism of the hydrodynamic 

characteristic curve at supercritical pressure.  

 

1.3 Outline of the thesis 
The contents of this thesis are outlined as follows: The robust numerical method for simulating the 

multicomponent supercritical flows is established in Chapter 2, and numerical methods for this study are also 

provided. The spurious oscillations associated with the multicomponent and supercritical flows when a fully 

conservative scheme is employed are investigated in detail. The DFM is extended to the preconditioning 

method to eliminate the spurious pressure oscillations. The conservation error of mass, momentum, and total 

energy are evaluated. The proposed numerical methods are applied to a series of test cases to examine the 

performance of DFM and to demonstrate its suitability in simulations for multicomponent supercritical flows. 

In Chapter 3, the modeling method for the pyrolysis reaction of hydrocarbons is established. Using 

Cantera software and the JetSurf model, a series of zero-dimensional pyrolysis reaction calculations of n-

dodecane are conducted to define the reaction equation and reaction rate constants. Then, the pyrolysis 

reaction model is introduced to the numerical method based on the preconditioning method. Assuming an 

axisymmetric flow, the supercritical n-dodecane flows with the pyrolysis reaction in a heated circular pipe 

are simulated. The numerical results are compared with the experimental data about the outlet temperature 

and the conversion rate to validate the pyrolysis reaction model. In addition, the results of the n-dodecane 

flow are compared to those of the n-octane flow and the differences between both flows are discussed.   

In Chapter 4, the effects of pyrolysis reaction on supercritical n-octane flows in a horizontal heated 

circular tube are elucidated. To clarify the effects of density fluctuations on the supercritical flow, the 𝑘𝑘–𝜔𝜔 

SST+M𝜏𝜏 turbulence model is introduced to the numerical method based on the preconditioning method. The 

detailed zero-dimensional reaction calculation estimated the endothermic energy and reaction rate. The 

thermophysical properties of the pure fluid are calculated by the polynomial equations defined in the 

Reference Fluid Thermodynamic and Transport Properties Database (REFPROP), and the mixture properties 

are modeled on the basis of the mass fraction. The numerical method was validated through comparisons 

with experimental data on the temperature and conversion rate. The capabilities and limitations of simple 

thermophysical property models for the mixture are evaluated by using the three mixture property models. 

The effect of density fluctuations on turbulent thermal diffusivity is discussed by employing the 𝑘𝑘–𝜔𝜔 
SST+M𝜏𝜏 turbulence model.  

In Chapter 5, the mechanism of flow instability and the hydrodynamic characteristic curve, which is 

deeply related to the dynamic behavior of flow instability, are investigated. First, new numerical methods 

that can simulate the flow instabilities under the transcritical and pyrolysis conditions are developed to 

investigate the dynamic behavior of flow instability. The numerical methods are validated by referring to 
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available numerical and experimental data on pressure drop and mass flow rate in a heated circular tube. First, 

steady-state simulations are conducted to obtain the hydrodynamic characteristic curve for n-dodecane flows. 

The effects of DFM and PSM on the hydrodynamic characteristic curves are investigated. Then, transient 

simulations are conducted for the flow instability of n-dodecane flows in a horizontal heated circular tube. 

The effects of pyrolysis reactions and pressure on the flow instability are evaluated for n-dodecane flows in 

a horizontal heated circular tube. Next, the hydrodynamic characteristic curves of a horizontal heated circular 

tube at supercritical pressure are investigated by using the LES code. The numerical methods are validated 

by referring to available direct numerical simulation (DNS) data of the turbulent channel flows and also the 

friction factor correlation of the adiabatic circular tube. After the validation, the simulations for n-dodecane 

flows in a horizontal heated circular tube are conducted, and the pressure drop with respect to the mass flow 

rate, i.e., the hydrodynamic characteristic curves, are calculated for three different pressure conditions. To 

clarify the generation mechanisms of pressure-drop behind the formation of the hydrodynamic characteristic 

curves, the present LES analyzes the flow properties, such as the thermodynamic properties and local Nusselt 

number, and turbulence statistics in the heated circular tube. 

In Chapter 6, the conclusions of this thesis are presented, and an outlook for future research is discussed. 
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Chapter 2 

Robust numerical method for 

multi-component supercritical flows 
 
2.1 Introduction 
Multicomponent fluid flows in a supercritical state are used in various fields for thermal and chemical 

processes. The supercritical antisolvent technique is a method to fabricate nanoparticles in the mixing process 

of a liquid solvent and supercritical CO2 [1]. In a regenerative cooling system for next-generation hypersonic 

aircrafts [2], a liquid hydrocarbon transits to the supercritical state for the heat reduction of the engine system. 

In addition, pyrolysis reactions occur above 800 K in the cooling channel, which generates lower alkanes and 

alkenes, resulting in multicomponent hydrocarbon flows. The decomposed components have a much lower 

density compared to the fed hydrocarbon. While the multicomponent flows in these processes are in a low 

Mach-number condition, such as natural and mixed convection, the density changes drastically with the 

transition to the supercritical state, resulting in generation of the lower alkane and alkene. The mass and 

thermal flow interact with the transition and chemical reactions. Hereafter, a robust and accurate numerical 

method for simulating multicomponent fluid flow in natural convection and mixed convection under a low 

Mach number condition is key to developing a highly efficient and reliable system. 

A fully conservative scheme is the first choice to simulate multicomponent fluid flows even under low 

Mach number conditions. However, a fully conservative scheme has problems, specifically, the so-called 

spurious oscillations, when solving the flows with variable thermodynamic properties such as 

multicomponent flow and transcritical flows crossing the pseudo-boiling line. The spurious oscillations have 

a negative impact on the robustness and accuracy of numerical simulations. The work on spurious oscillations 

was initiated by Abgrall [3]. He reported the spurious pressure oscillation that occurred on multicomponent 

nonreactive flows and proposed a quasi-conservative method, which solves the nonconservative form of the 

mass fraction equation to avoid numerical oscillation problems. This idea was extended to a higher-order 

finite volume and difference scheme [4,5]. The method proposed by Terashima and Koshi [6] solves the 

pressure evolution equation instead of the total energy conservation equation. Consistent numerical diffusion 

terms were added for the velocity equilibrium and to avoid mass fraction and temperature oscillations at the 

fluid interfaces. Pantano et al. [7] developed an Euler system for flows with shock waves and transcritical 

contact. They proposed an additional evolution equation to maintain the mechanical equilibrium in 

nonuniform velocity fields and demonstrated numerical simulations under the conditions of nonuniform 

velocities, such as shock waves. Abgrall and Karni [8] proposed a double-flux model (DFM) with a single-
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fluid flavor algorithm for a calorically perfect gas. The DFM does not require any additional equations for 

the original governing equations. The DFM was extended to reactive flows by Billet and Abgrall [9], and 

more recently, to transcritical flows by Ma et al. [10]. These studies were developed and investigated for forced 

convections at sufficiently high velocities assuming ordinary compressible flows. On the other hand, low 

Mach number conditions with density changes are also a crucial topic for practical applications, such as in 

chemical reactors and heat exchangers. The removing acoustic approach is a method to simulate low Mach 

number flows without the acoustic effects, in which the Navier–Stokes equations with the low-Mach-number 

approximation are employed [11,12]. In this approach, the effects of acoustic waves on the solution are removed 

from the fundamental equation. The pressure is decomposed into a thermodynamic part and a hydrodynamic 

part, and thermophysical property variations caused by hydrodynamic pressure fluctuations are neglected. 

Versatile approaches for the compressible and incompressible fluid flows are important for simulating the 

fluid flows in various industrial applications. The preconditioning method has been proposed [13–15] for very 

low Mach-number flows with compressible Navier–Stokes equations. Yamamoto [16] simulated the natural 

convection of condensate fluid flows using a precondition-ing method. Housman et al. [17] reported that the 

preconditioning method also had a spurious oscillation problem, and they employed a hybrid scheme that 

solves the preconditioned Euler system of nonconservative form near the material interface to avoid spurious 

oscillations. The mechanism of spurious oscillations in the preconditioning method has not been sufficiently 

investigated, and the conservation errors due to the use of a non-conservative scheme have not been evaluated. 

In this study, the DFM is applied to the preconditioning method using the original and simplified 

preconditioning matrix, based on the mechanism of spurious oscillations. One- and two-dimensional 

simulations were performed using the proposed method. First, the mechanism of spurious oscillations is 

demonstrated in a one-dimensional preconditioned system, and the DFM is applied to the preconditioning 

method while discussing the conservation error. Additionally, I investigated the one-dimensional flow 

problem with the DFM technique using a simplified preconditioning matrix, because the simplification may 

cause spurious oscillations at the material interface. The two-dimensional advection of methane in an n-

dodecane atmosphere at supercritical pressure was simulated to investigate the multi-dimensional capability 

and robustness of the proposed method for a binary fluid flow condition. The natural convection of n-

dodecane in the square cavity was simulated, which demonstrates the validity of the proposed method for a 

transcritical condition in a very low Mach-number flow. Finally, as a practical application for reactive flows 

under transcritical conditions, the proposed method is applied to n-dodecane flows with a pyrolysis reaction 

in a heated circular tube. The outlet conversion rates of the reacted n-dodecane were compared with the 

experimental data. 
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Nomenclature  

𝑐𝑐 speed of sound 

𝐸𝐸 total internal energy per unit volume 

𝑔𝑔 gravitational acceleration 
𝑔𝑔𝑖𝑖𝑖𝑖 metrics ∇𝜉𝜉𝑖𝑖 ∙∇𝜉𝜉𝑖𝑖 (𝑖𝑖, 𝑗𝑗 = 1, 2) 

ℎ enthalpy per unit mass 

ℎ𝑝𝑝 partial derivative of enthalpy with respect to pressure 

ℎ𝑇𝑇  partial derivative of enthalpy with respect to temperature 
ℎ𝑌𝑌𝑛𝑛

 partial derivative of enthalpy with respect to mass fraction of nth component 

𝐽𝐽 Jacobian of transformation 

𝑘𝑘 turbulent kinetic energy 

𝑝𝑝 pressure 

𝑅𝑅 gas constant 

𝑇𝑇  temperature 

𝑡𝑡 time 

𝑈𝑈𝑖𝑖 contravariant velocities (𝑖𝑖 = 1, 2) 

𝑢𝑢𝑖𝑖 velocities (𝑖𝑖 = 1, 2) 

𝑥𝑥𝑖𝑖 Cartesian coordinates (𝑖𝑖 = 1, 2) 

𝑌𝑌𝑛𝑛 mass fraction of the nth component 

Greek symbol 

𝜃𝜃 preconditioning parameter 

𝜅𝜅 thermal conductivity  

𝜅𝜅𝑡𝑡 turbulent thermal conductivity  

𝜇𝜇 molecular viscosity 

𝜇𝜇𝑡𝑡 eddy viscosity 

𝜉𝜉𝑖𝑖 general curvilinear coordinates (𝑖𝑖 = 1, 2) 

𝜌𝜌 density 

𝜌𝜌𝑠𝑠 standard density 

𝜌𝜌𝑝𝑝 partial derivative of density with respect to pressure 

𝜌𝜌𝑇𝑇  partial derivative of density with respect to temperature 
𝜌𝜌𝑌𝑌𝑛𝑛

 partial derivative of density with respect to mass fraction of nth component 

𝜏𝜏 pseudo time 
𝜏𝜏𝑖𝑖𝑖𝑖 viscous stress tensors (𝑖𝑖, 𝑗𝑗 = 1, 2) 

𝜔𝜔 specific turbulent dissipation rate 
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2.2 Numerical methods 

2.2.1 Fundamental equations for multicomponent low Mach-number flows 

The fundamental equations consist of the conservation equations of mass, momentum, total energy, and the 

mass fraction of the 1st, …, (𝑛𝑛 − 1)th component, coupled with the transport equations for turbulent kinetic 

energy and a specific turbulent dissipation rate. Here, 𝑛𝑛 represents the number of components. The set of 

equations is expressed in the system equation of the two-dimensional general curvilinear coordinates. 

Additionally, the preconditioning matrix [16] is adopted for the system and can be written in vector form as 

follows: 

 

𝜕𝜕𝑸𝑸
𝜕𝜕𝑡𝑡 + 𝜞𝜞 𝜕𝜕𝑸𝑸�

𝜕𝜕𝜏𝜏 + 𝜕𝜕𝑭𝑭𝑖𝑖
𝜕𝜕𝜉𝜉𝑖𝑖

+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖
𝜕𝜕𝜉𝜉𝑖𝑖

+ 𝑺𝑺 = 0  (𝑖𝑖 = 1, 2), (2.1) 

 

where 

 

𝜞𝜞 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃 0 0 𝜌𝜌𝑇𝑇 0 0 𝜌𝜌𝑌𝑌1
⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝜃𝜃𝑢𝑢1 𝜌𝜌 0 𝜌𝜌𝑇𝑇 𝑢𝑢1 0 0 𝜌𝜌𝑌𝑌1
𝑢𝑢1 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑢𝑢1

𝜃𝜃𝑢𝑢2 0 𝜌𝜌 𝜌𝜌𝑇𝑇 𝑢𝑢2 0 0 𝜌𝜌𝑌𝑌1
𝑢𝑢2 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑢𝑢2

𝜃𝜃𝜃𝜃 − �1 − 𝜌𝜌ℎ𝑝𝑝� 𝜌𝜌𝑢𝑢1 𝜌𝜌𝑢𝑢2 𝜌𝜌𝑇𝑇 𝜃𝜃 + 𝜌𝜌ℎ𝑇𝑇 0 0 𝜌𝜌𝑌𝑌1
𝜃𝜃 + 𝜌𝜌ℎ𝑌𝑌1

⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝜃𝜃 + 𝜌𝜌ℎ𝑌𝑌𝑛𝑛−1

𝜃𝜃𝑘𝑘 0 0 𝜌𝜌𝑇𝑇𝑘𝑘 𝜌𝜌 0 𝜌𝜌𝑌𝑌1
𝑘𝑘 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑘𝑘
𝜃𝜃𝜔𝜔 0 0 𝜌𝜌𝑇𝑇𝜔𝜔 0 𝜌𝜌 𝜌𝜌𝑌𝑌1

𝜔𝜔 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝜔𝜔

𝜃𝜃𝑌𝑌1 0 0 𝜌𝜌𝑇𝑇𝑌𝑌1 0 0 𝜌𝜌𝑌𝑌1
𝑌𝑌1 + 𝜌𝜌 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑌𝑌1

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
𝜃𝜃𝑌𝑌𝑛𝑛−1 0 0 𝜌𝜌𝑇𝑇𝑌𝑌𝑛𝑛−1 0 0 𝜌𝜌𝑌𝑌1

𝑌𝑌𝑛𝑛−1 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝑌𝑌𝑛𝑛−1 + 𝜌𝜌 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

𝑸𝑸 = 𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝜌𝜌
𝜌𝜌𝑢𝑢1
𝜌𝜌𝑢𝑢2
𝐸𝐸
𝜌𝜌𝑘𝑘
𝜌𝜌𝜔𝜔
𝜌𝜌𝑌𝑌1
⋮

𝜌𝜌𝑌𝑌𝑛𝑛−1

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑸𝑸� = 𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝑝𝑝
𝑢𝑢1
𝑢𝑢2
𝑇𝑇
𝑘𝑘
𝜔𝜔
𝑌𝑌1
⋮

𝑌𝑌𝑛𝑛−1

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑭𝑭𝑖𝑖 = 𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝜌𝜌𝑈𝑈𝑖𝑖

𝜌𝜌𝑢𝑢1𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥1

𝑝𝑝

𝜌𝜌𝑢𝑢2𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥2

𝑝𝑝

(𝐸𝐸 + 𝑝𝑝)𝑈𝑈𝑖𝑖
𝜌𝜌𝑘𝑘𝑈𝑈𝑖𝑖
𝜌𝜌𝜔𝜔𝑈𝑈𝑖𝑖
𝜌𝜌𝑌𝑌1𝑈𝑈𝑖𝑖

⋮
𝜌𝜌𝑌𝑌𝑛𝑛−1𝑈𝑈𝑖𝑖

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,   
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𝑭𝑭𝒗𝒗𝑖𝑖 = −𝐽𝐽 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

0
𝜏𝜏𝑖𝑖1
𝜏𝜏𝑖𝑖2

𝜏𝜏𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗 + (𝜅𝜅 + 𝜅𝜅𝑡𝑡)
𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥𝑖𝑖

𝜎𝜎𝑗𝑗𝑖𝑖
𝜎𝜎𝜔𝜔𝑖𝑖

0
⋮
0

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑺𝑺 = −𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

0
0

(𝜌𝜌𝑠𝑠 − 𝜌𝜌)𝑔𝑔
(𝜌𝜌𝑠𝑠 − 𝜌𝜌)𝑔𝑔𝑢𝑢2

𝑠𝑠𝑗𝑗
𝑠𝑠𝜔𝜔
𝑠𝑠𝑌𝑌1

⋮
𝑠𝑠𝑌𝑌𝑛𝑛−1

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. 

 
𝜞𝜞  is the preconditioning matrix. As 𝜏𝜏 → ∞, the pseudo-time term in Eq. (2.1) converges to zero and the 

equation becomes the conservative system. 𝜃𝜃 = (𝐸𝐸 + 𝑝𝑝) 𝜌𝜌⁄ = ℎ + 𝑢𝑢𝑖𝑖
2 2⁄  . 𝑸𝑸� , 𝑭𝑭𝑖𝑖 , 𝑭𝑭𝒗𝒗𝑖𝑖 , and 𝑺𝑺  are the 

vectors of the unknown variables, inviscid flux, viscous flux, and source term, respectively. The dissipation 
and source terms of the turbulence model, 𝜎𝜎𝑗𝑗𝑖𝑖, 𝜎𝜎𝜔𝜔𝑖𝑖, 𝑠𝑠𝑗𝑗, and 𝑠𝑠𝜔𝜔 are as defined by Menter [18] and Kawai 
[19]. 𝑠𝑠𝑌𝑌𝑛𝑛

 is the mass generation rate for the nth component. The preconditioning parameter 𝜃𝜃 is defined as 

follows: 

 

𝜃𝜃 = 1
𝑈𝑈𝑟𝑟

2 −
𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

𝜌𝜌ℎ𝑇𝑇
, (2.2) 

 

where 𝑈𝑈𝑟𝑟 is a switching parameter. In this study, I employed 

 

𝑈𝑈𝑟𝑟 = min[𝑐𝑐,max(𝑢𝑢, 3𝑢𝑢∞)]. (2.3) 

 

The local velocity is defined as 𝑢𝑢 = �𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖, and 𝑢𝑢∞ is a reference velocity defined by the inlet or the 

maximum velocity. 

The second-order explicit Runge–Kutta scheme was used for time integration. The numerical flux was 

evaluated using the preconditioned flux-vector splitting scheme derived by Yamamoto [16]. The unknown 

variables were interpolated using the second-order MUSCL scheme.  

 

2.2.2 Spatial difference method 

The Godunov type scheme is employed in this study. The solution of governing equations is assumed to be 

constant in the computation cell, and the temporal variation in the cell is computed by the numerical flux 

in/out across the cell. The key to the Godunov-type scheme is how to evaluate the numerical flux at the cell 

interface. An approximate Riemann solver is widely used as an evaluation method of the numerical flux. In 

this study, the preconditioning flux-vector splitting (FVS) scheme proposed by Yamamoto [16] is employed to 

evaluate the numerical flux. 

The numerical flux defined at a cell interface can be written by the FVS form as follow: 
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𝑭𝑭�̃�𝑖 = 𝑭𝑭�̃�𝑖
+ + 𝑭𝑭�̃�𝑖

− = 𝑨𝑨𝑖𝑖
+𝑸𝑸L + 𝑨𝑨𝑖𝑖

−𝑸𝑸R. (2.4) 

 

Here, Euler’s homogeneity relation 𝑭𝑭 = 𝑨𝑨𝑸𝑸  is applied. The superscripts ±  indicate the sign of 

characteristic speeds. The subscript 𝑖𝑖 (𝑖𝑖 = 1, 2) represents each coordinate. 𝑨𝑨𝑖𝑖 are the Jacobian matrix of 

the conserved form. 𝑸𝑸L and 𝑸𝑸R are the unknown vectors extrapolated at the left and right sides of the 

interface, respectively.  

To be compatible with the preconditioned system, Eq. (2.4) is recast in terms of primitive variables 𝑸𝑸� 
using preconditioned eigenvalues. 𝑨𝑨𝑖𝑖𝑸𝑸 in Eq. (2.4) is rewritten as follows: 

  

𝑨𝑨𝑖𝑖𝑸𝑸 = 𝜞𝜞 𝜞𝜞−1 𝜕𝜕𝑭𝑭𝑖𝑖
𝜕𝜕𝑸𝑸

𝑸𝑸 = 𝜞𝜞 �𝜞𝜞−1 𝜕𝜕𝑭𝑭𝑖𝑖

𝜕𝜕𝑸𝑸�
�𝑸𝑸� = 𝜞𝜞 𝑨𝑨�̂�𝑖𝑸𝑸�, (2.5) 

 
𝑨𝑨�̂�𝑖 are the preconditioned Jacobian matrix of the conservative form and written in detailed as follow: 
 

𝑨𝑨�̂�𝑖 = 𝜞𝜞 −1 𝜕𝜕𝑭𝑭𝑖𝑖

𝜕𝜕𝑸𝑸�

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

�𝜌𝜌ℎ𝑇𝑇 𝜌𝜌𝑝𝑝 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝��𝑈𝑈𝑖𝑖

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
𝜉𝜉𝑖𝑖,1𝜌𝜌2ℎ𝑇𝑇

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
𝜉𝜉𝑖𝑖,2𝜌𝜌2ℎ𝑇𝑇

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
0

𝜉𝜉𝑖𝑖,1

𝜌𝜌 𝑈𝑈𝑖𝑖 0 0

𝜉𝜉𝑖𝑖,2

𝜌𝜌 0 𝑈𝑈𝑖𝑖 0

�𝜌𝜌𝑝𝑝 − 𝜃𝜃��1 − 𝜌𝜌ℎ𝑝𝑝�𝑈𝑈𝑖𝑖

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
𝜉𝜉𝑖𝑖,1�1 − 𝜌𝜌ℎ𝑝𝑝�𝑈𝑈𝑖𝑖

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
𝜉𝜉𝑖𝑖,2�1 − 𝜌𝜌ℎ𝑝𝑝�𝑈𝑈𝑖𝑖

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
𝑈𝑈𝑖𝑖

0 0 0 0
0 0 0 0
0 0 0 0
⋮ ⋮ ⋮ ⋮
0 0 0 0

 

          

0 0 0 ⋯ 0
0 0 0 ⋯ 0
0 0 0 ⋯ 0
0 0 0 ⋯ 0
𝑈𝑈𝑖𝑖 0 0 ⋯ 0
0 𝑈𝑈𝑖𝑖 0 ⋯ 0
0 0 𝑈𝑈𝑖𝑖 ⋯ 0
⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 ⋯ 𝑈𝑈𝑖𝑖⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

(2.6) 

 

where 
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𝜞𝜞 −1 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

ℎ𝑇𝑇 �𝜌𝜌 + ∑ 𝜌𝜌𝑌𝑌𝑚𝑚
𝑌𝑌𝑚𝑚

𝑛𝑛−1
𝑚𝑚=1 � − 𝜌𝜌𝑇𝑇 �𝑢𝑢𝑖𝑖

2 − 𝜃𝜃 + ∑ ℎ𝑌𝑌𝑚𝑚
𝑌𝑌𝑚𝑚

𝑛𝑛−1
𝑚𝑚=1 �

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝑢𝑢1
𝜌𝜌

−𝑢𝑢2
𝜌𝜌

1 − ℎ𝑝𝑝�𝜌𝜌 + ∑ 𝜌𝜌𝑌𝑌𝑚𝑚
𝑌𝑌𝑚𝑚

𝑛𝑛−1
𝑚𝑚=1 � + 𝜃𝜃�𝑢𝑢𝑖𝑖

2 − 𝜃𝜃 + ∑ ℎ𝑌𝑌𝑚𝑚
𝑌𝑌𝑚𝑚

𝑛𝑛−1
𝑚𝑚=1 � + ∑ 𝜌𝜌𝑌𝑌𝑚𝑚

𝑌𝑌𝑚𝑚
𝑛𝑛−1
𝑚𝑚=1

𝜌𝜌⁄
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝑘𝑘
𝜌𝜌

−𝜔𝜔
𝜌𝜌

−𝑌𝑌1
𝜌𝜌
⋮

−𝑌𝑌𝑛𝑛−1
𝜌𝜌

 

            

𝑢𝑢1𝜌𝜌𝑇𝑇
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

𝑢𝑢2𝜌𝜌𝑇𝑇
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝜌𝜌𝑇𝑇
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

0 0

−𝑢𝑢1
𝜌𝜌 0 0 0 0

0 −𝑢𝑢2
𝜌𝜌 0 0 0

−𝑢𝑢1𝜃𝜃
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝑢𝑢2𝜃𝜃
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

𝜃𝜃
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

0 0

0 0 0 1
𝜌𝜌 0

0 0 0 0 1
𝜌𝜌

0 0 0 0 0
⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 0 0

 

          

𝜌𝜌𝑇𝑇 ℎ𝑌𝑌1
− 𝜌𝜌𝑌𝑌1

ℎ𝑇𝑇

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
⋯

𝜌𝜌𝑇𝑇 ℎ𝑌𝑌𝑛𝑛−1
− 𝜌𝜌𝑌𝑌𝑛𝑛−1

ℎ𝑇𝑇

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
0 ⋯ 0
0 ⋯ 0

𝜌𝜌𝑌𝑌1
ℎ𝑝𝑝 − 𝜃𝜃ℎ𝑌𝑌1

− 𝜌𝜌𝑌𝑌1
𝜌𝜌⁄

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
⋯

𝜌𝜌𝑌𝑌𝑛𝑛−1
ℎ𝑝𝑝 − 𝜃𝜃ℎ𝑌𝑌𝑛𝑛−1

− 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝜌𝜌⁄

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃 + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
0 ⋯ 0
1
𝜌𝜌 ⋯ 0

⋮ ⋱ ⋮

0 ⋯ 1
𝜌𝜌 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

(2.7) 

 

and 
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𝜕𝜕𝑭𝑭𝑖𝑖

𝜕𝜕𝑸𝑸�
=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜌𝜌𝑝𝑝𝑈𝑈𝑖𝑖 𝜉𝜉𝑖𝑖,1𝜌𝜌 𝜉𝜉𝑖𝑖,2𝜌𝜌 𝜌𝜌𝑇𝑇 𝑈𝑈𝑖𝑖 0
𝜌𝜌𝑝𝑝𝑢𝑢1𝑈𝑈𝑖𝑖 + 𝜉𝜉𝑖𝑖,1 𝜉𝜉𝑖𝑖,1𝜌𝜌𝑢𝑢1 + 𝜌𝜌𝑈𝑈𝑖𝑖 𝜉𝜉𝑖𝑖,2𝜌𝜌𝑢𝑢1 𝜌𝜌𝑇𝑇 𝑢𝑢1𝑈𝑈𝑖𝑖 0
𝜌𝜌𝑝𝑝𝑢𝑢2𝑈𝑈𝑖𝑖 + 𝜉𝜉𝑖𝑖,2 𝜉𝜉𝑖𝑖,1𝜌𝜌𝑢𝑢2 𝜉𝜉𝑖𝑖,2𝜌𝜌𝑢𝑢2 + 𝜌𝜌𝑈𝑈𝑖𝑖 𝜌𝜌𝑇𝑇 𝑢𝑢2𝑈𝑈𝑖𝑖 0

𝜌𝜌𝑝𝑝ℎ𝑈𝑈𝑖𝑖 + 𝜌𝜌ℎ𝑝𝑝𝑈𝑈𝑖𝑖 𝜌𝜌𝑢𝑢1𝑈𝑈𝑖𝑖 + 𝜉𝜉𝑖𝑖,1𝜌𝜌ℎ 𝜌𝜌𝑢𝑢2𝑈𝑈𝑖𝑖 + 𝜉𝜉𝑖𝑖,2𝜌𝜌ℎ 𝜌𝜌𝑇𝑇 ℎ𝑈𝑈𝑖𝑖 + 𝜌𝜌ℎ𝑇𝑇 𝑈𝑈𝑖𝑖 0
𝜌𝜌𝑝𝑝𝑘𝑘𝑈𝑈𝑖𝑖 𝜉𝜉𝑖𝑖,1𝜌𝜌𝑘𝑘 𝜉𝜉𝑖𝑖,2𝜌𝜌𝑘𝑘 𝜌𝜌𝑇𝑇 𝑘𝑘𝑈𝑈𝑖𝑖 𝜌𝜌𝑈𝑈𝑖𝑖

𝜌𝜌𝑝𝑝𝜔𝜔𝑈𝑈𝑖𝑖 𝜉𝜉𝑖𝑖,1𝜌𝜌𝜔𝜔 𝜉𝜉𝑖𝑖,2𝜌𝜌𝜔𝜔 𝜌𝜌𝑇𝑇 𝜔𝜔𝑈𝑈𝑖𝑖 0
𝜌𝜌𝑝𝑝𝑌𝑌1𝑈𝑈𝑖𝑖 𝜉𝜉𝑖𝑖,1𝜌𝜌𝑌𝑌1 𝜉𝜉𝑖𝑖,2𝜌𝜌𝑌𝑌1 𝜌𝜌𝑇𝑇 𝑌𝑌1𝑈𝑈𝑖𝑖 0

⋮ ⋮ ⋮ ⋮ ⋮
𝜌𝜌𝑝𝑝𝑌𝑌𝑛𝑛−1𝑈𝑈𝑖𝑖 𝜉𝜉𝑖𝑖,1𝜌𝜌𝑌𝑌𝑛𝑛−1 𝜉𝜉𝑖𝑖,2𝜌𝜌𝑌𝑌𝑛𝑛−1 𝜌𝜌𝑇𝑇 𝑌𝑌𝑛𝑛−1𝑈𝑈𝑖𝑖 0 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

           

0 𝜌𝜌𝑌𝑌1
𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑈𝑈𝑖𝑖

0 𝜌𝜌𝑌𝑌1
𝑢𝑢1𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑢𝑢1𝑈𝑈𝑖𝑖

0 𝜌𝜌𝑌𝑌1
𝑢𝑢2𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑢𝑢2𝑈𝑈𝑖𝑖

0 𝜌𝜌𝑌𝑌1
𝜃𝜃𝑈𝑈𝑖𝑖 + 𝜌𝜌ℎ𝑌𝑌1

𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝜃𝜃𝑈𝑈𝑖𝑖 + 𝜌𝜌ℎ𝑌𝑌𝑛𝑛−1

𝑈𝑈𝑖𝑖

0 𝜌𝜌𝑌𝑌1
𝑘𝑘𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑘𝑘𝑈𝑈𝑖𝑖

𝜌𝜌𝑈𝑈𝑖𝑖 𝜌𝜌𝑌𝑌1
𝜔𝜔𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝜔𝜔𝑈𝑈𝑖𝑖

0 𝜌𝜌𝑌𝑌1
𝑌𝑌1𝑈𝑈𝑖𝑖 + 𝜌𝜌𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑌𝑌1𝑈𝑈𝑖𝑖
⋮ ⋮ ⋱ ⋮
0 𝜌𝜌𝑌𝑌1

𝑌𝑌1𝑈𝑈𝑖𝑖 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝑌𝑌𝑛𝑛−1𝑈𝑈𝑖𝑖 + 𝜌𝜌𝑈𝑈𝑖𝑖 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. 

(2.8) 

 

The eigenvalues of preconditioned Jacobian matrix 𝑨𝑨�̂�𝑖  are derived from the characteristic equation as 
follow: 

 

�𝑨𝑨�̂�𝑖 − �̂�𝜆𝑖𝑖𝑰𝑰� = 0, (2.9) 

 

where �̂�𝜆𝑖𝑖 and 𝑰𝑰  are eigenvalues of the preconditioned Jacobian matrix and unit matrix. The eigenvalues 

are the solutions of the algebraic equation for �̂�𝜆𝑖𝑖, and are obtained as follows:  
 

�̂�𝜆𝑖𝑖1 = 𝑈𝑈𝑖𝑖, (2.10a) 

�̂�𝜆𝑖𝑖3 = (1 + 𝛼𝛼)𝑈𝑈𝑖𝑖
2 + 𝑐𝑐�̂�𝑖�𝑔𝑔𝑖𝑖𝑖𝑖, (2.10b) 

�̂�𝜆𝑖𝑖4 = (1 + 𝛼𝛼)𝑈𝑈𝑖𝑖
2 − 𝑐𝑐�̂�𝑖�𝑔𝑔𝑖𝑖𝑖𝑖. (2.10c) 

 
𝑐𝑐�̂�𝑖 are the numerical speed of sound and are defined as follow: 
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𝑐𝑐�̂�𝑖 = 1
2
�𝑈𝑈𝑖𝑖

2(1 + 𝛼𝛼)2 g𝑖𝑖𝑖𝑖⁄ + 4𝑈𝑈𝑟𝑟
2, (2.11) 

 
where 
 

𝛼𝛼 = 𝑈𝑈𝑟𝑟
2 �𝜌𝜌𝑝𝑝 +

𝜌𝜌𝑇𝑇 (1 − 𝜌𝜌ℎ𝑝𝑝)
𝜌𝜌ℎ𝑇𝑇

�. (2.12) 

 
If 𝑈𝑈𝑟𝑟 equals the physical speed of sound, 𝛼𝛼 is reduced to unity and characteristic speeds and physical speed 

of sound for compressible flows is equal to the original value.. The diagonal matrix of eigenvalues is defined 

as follow: 

 

𝜦𝜦1 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

�̂�𝜆11 0 0 0 0 0 0 ⋯ 0
0 �̂�𝜆13 0 0 0 0 0 ⋯ 0
0 0 �̂�𝜆11 0 0 0 0 ⋯ 0
0 0 0 �̂�𝜆14 0 0 0 ⋯ 0
0 0 0 0 �̂�𝜆11 0 0 ⋯ 0
0 0 0 0 0 �̂�𝜆11 0 ⋯ 0
0 0 0 0 0 0 �̂�𝜆11 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 0 0 0 ⋯ �̂�𝜆11⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, (2.13a) 

𝜦𝜦2 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

�̂�𝜆21 0 0 0 0 0 0 ⋯ 0
0 �̂�𝜆21 0 0 0 0 0 ⋯ 0
0 0 �̂�𝜆23 0 0 0 0 ⋯ 0
0 0 0 �̂�𝜆24 0 0 0 ⋯ 0
0 0 0 0 �̂�𝜆21 0 0 ⋯ 0
0 0 0 0 0 �̂�𝜆21 0 ⋯ 0
0 0 0 0 0 0 �̂�𝜆21 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 0 0 0 ⋯ �̂�𝜆21⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. (2.13b) 

 
The left eigenvector is orthogonal to all vectors composing the matrix �𝑨𝑨�̂�𝑖 − �̂�𝜆𝑖𝑖𝑰𝑰�. Therefore, 

 

𝑳𝑳𝑖𝑖�𝑨𝑨�̂�𝑖 − �̂�𝜆𝑖𝑖𝑰𝑰� = 0. (2.14) 

 
Left eigenvectors are determined to satisfy Eq. (2.14). 
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𝑳𝑳1 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡1 0 0 − 𝜌𝜌ℎ𝑇𝑇

1 − 𝜌𝜌ℎ𝑝𝑝
0 0 0 ⋯ 0

1 𝜉𝜉1,1𝑙𝑙1+ 𝜉𝜉1,2𝑙𝑙1+ 0 0 0 0 ⋯ 0
0 𝜉𝜉1,2 −𝜉𝜉1,1 0 0 0 0 ⋯ 0
1 𝜉𝜉1,1𝑙𝑙1− 𝜉𝜉1,2𝑙𝑙1− 0 0 0 0 ⋯ 0
0 0 0 0 1 0 0 ⋯ 0
0 0 0 0 0 1 0 ⋯ 0
0 0 0 0 0 0 1 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 0 0 0 ⋯ 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, (2.15a) 

𝑳𝑳2 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡1 0 0 − 𝜌𝜌ℎ𝑇𝑇

1 − 𝜌𝜌ℎ𝑝𝑝
0 0 0 ⋯ 0

0 −𝜉𝜉2,2 𝜉𝜉2,1 0 0 0 0 ⋯ 0
1 𝜉𝜉2,1𝑙𝑙2+ −𝜉𝜉2,2𝑙𝑙2+ 0 0 0 0 ⋯ 0
1 𝜉𝜉2,1𝑙𝑙2− 𝜉𝜉2,2𝑙𝑙2− 0 0 0 0 ⋯ 0
0 0 0 0 1 0 0 ⋯ 0
0 0 0 0 0 1 0 ⋯ 0
0 0 0 0 0 0 1 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 0 0 0 ⋯ 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. (2.15b) 

 
The right eigenvector is the inversed matrix of 𝑳𝑳𝑖𝑖. 

 

𝑹𝑹1 = 𝑳𝑳1
−1 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 0 − 𝑙𝑙1−

𝑙𝑙1
+ − 𝑙𝑙1−

0

0
𝜉𝜉1,1

�𝜉𝜉1,1
2 + 𝜉𝜉1,2

2 �𝑙𝑙1
+ − �𝜉𝜉1,1

2 + 𝜉𝜉1,2
2 �𝑙𝑙1−

𝜉𝜉1,2

𝜉𝜉1,1
2 + 𝜉𝜉1,2

2

0
𝜉𝜉1,2

�𝜉𝜉1,1
2 + 𝜉𝜉1,2

2 �𝑙𝑙1
+ − �𝜉𝜉1,1

2 + 𝜉𝜉1,2
2 �𝑙𝑙1−

−
𝜉𝜉1,1

𝜉𝜉1,1
2 + 𝜉𝜉1,2

2

−
1 − 𝜌𝜌ℎ𝑝𝑝

𝜌𝜌ℎ𝑇𝑇
−

�1 − 𝜌𝜌ℎ𝑝𝑝�𝑙𝑙1−

𝜌𝜌ℎ𝑇𝑇 (𝑙𝑙1
+ − 𝑙𝑙1−) 0

0 0 0
0 0 0
0 0 0
⋮ ⋮ ⋮
0 0 0

 (2.16a) 
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𝑙𝑙1+

𝑙𝑙1
+ − 𝑙𝑙1−

0 0 0 ⋯ 0

−
𝜉𝜉1,1

�𝜉𝜉1,1
2 + 𝜉𝜉1,2

2 �𝑙𝑙1
+ − �𝜉𝜉1,1

2 + 𝜉𝜉1,2
2 �𝑙𝑙1−

0 0 0 ⋯ 0

−
𝜉𝜉1,2

�𝜉𝜉1,1
2 + 𝜉𝜉1,2

2 �𝑙𝑙1
+ − �𝜉𝜉1,1

2 + 𝜉𝜉1,2
2 �𝑙𝑙1−

0 0 0 ⋯ 0

�1 − 𝜌𝜌ℎ𝑝𝑝�𝑙𝑙1+

𝜌𝜌ℎ𝑇𝑇 (𝑙𝑙1
+ − 𝑙𝑙1−) 0 0 0 ⋯ 0

0 1 0 0 ⋯ 0
0 0 1 0 ⋯ 0
0 0 0 1 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 ⋯ 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

𝑹𝑹2 = 𝑳𝑳2
−1 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 0 0 − 𝑙𝑙2−

𝑙𝑙2
+ − 𝑙𝑙2−

0
𝜉𝜉2,2

𝜉𝜉2,1
2 + 𝜉𝜉2,2

2
𝜉𝜉2,1

�𝜉𝜉2,1
2 + 𝜉𝜉2,2

2 �𝑙𝑙2
+ − �𝜉𝜉2,1

2 + 𝜉𝜉2,2
2 �𝑙𝑙2−

0 −
𝜉𝜉2,1

𝜉𝜉2,1
2 + 𝜉𝜉2,2

2
𝜉𝜉2,2

�𝜉𝜉2,1
2 + 𝜉𝜉2,2

2 �𝑙𝑙2
+ − �𝜉𝜉2,1

2 + 𝜉𝜉2,2
2 �𝑙𝑙2−

−
1 − 𝜌𝜌ℎ𝑝𝑝

𝜌𝜌ℎ𝑇𝑇
0 −

�1 − 𝜌𝜌ℎ𝑝𝑝�𝑙𝑙2−

𝜌𝜌ℎ𝑇𝑇 (𝑙𝑙2
+ − 𝑙𝑙2−)

0 0 0
0 0 0
0 0 0
⋮ ⋮ ⋮
0 0 0

 

    

𝑙𝑙2+

𝑙𝑙2
+ − 𝑙𝑙2−

0 0 0 ⋯ 0

−
𝜉𝜉2,1

�𝜉𝜉2,1
2 + 𝜉𝜉2,2

2 �𝑙𝑙2
+ − �𝜉𝜉2,1

2 + 𝜉𝜉2,2
2 �𝑙𝑙2−

0 0 0 ⋯ 0

−
𝜉𝜉2,2

�𝜉𝜉2,1
2 + 𝜉𝜉2,2

2 �𝑙𝑙2
+ − �𝜉𝜉2,1

2 + 𝜉𝜉2,2
2 �𝑙𝑙2−

0 0 0 ⋯ 0

�1 − 𝜌𝜌ℎ𝑝𝑝�𝑙𝑙2+

𝜌𝜌ℎ𝑇𝑇 (𝑙𝑙2
+ − 𝑙𝑙2−) 0 0 0 ⋯ 0

0 1 0 0 ⋯ 0
0 0 1 0 ⋯ 0
0 0 0 1 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 0 0 0 ⋯ 1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

(2.16b) 

 

where 𝑙𝑙± is given by  

 

𝑙𝑙± = 𝜌𝜌𝑈𝑈𝑟𝑟
2

𝑈𝑈𝑖𝑖 (𝛼𝛼 − 1) 2⁄ ± 𝑐𝑐�̂�𝑖�𝑔𝑔𝑖𝑖𝑖𝑖
. (2.17) 
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Eventually, the preconditioned Jacobian matrix 𝑨𝑨�̂�𝑖 is diagonalized by using the diagonal matrix 𝜦𝜦𝑖𝑖 and 
eigenvectors 𝑳𝑳𝑖𝑖 and 𝑹𝑹𝑖𝑖 as follow: 

 

𝑨𝑨�̂�𝑖 = 𝑹𝑹𝑖𝑖𝜦𝜦𝑖𝑖𝑳𝑳𝑖𝑖. (2.18) 

 

From the above discussion, 𝜞𝜞𝑨𝑨�̂�𝑖
±𝑸𝑸M (M = L,R) is expressed as a sub-vector form by 

 

𝜞𝜞𝑨𝑨�𝑖𝑖
±
𝑸𝑸M  = 𝜞𝜞𝑹𝑹𝑖𝑖𝜦𝜦𝑖𝑖𝑳𝑳𝑖𝑖𝑸𝑸�

𝑴𝑴
= �̂�𝜆𝑖𝑖1

±
𝜞𝜞𝑸𝑸�

𝑴𝑴
+ �̂�𝜆𝑖𝑖𝑖𝑖

±

𝑐𝑐�̂�𝑖�𝑔𝑔𝑖𝑖𝑖𝑖
𝑸𝑸𝑖𝑖𝑖𝑖 + �̂�𝜆𝑖𝑖𝑖𝑖

±

𝑐𝑐�̂�𝑖
2 𝑸𝑸𝑖𝑖𝑖𝑖.  (2.19) 

 
The Eq. (2.19) is the preconditioned FVS form derived by Yamamoto [16]. 𝑸𝑸𝑖𝑖𝑖𝑖 and 𝑸𝑸𝑖𝑖𝑖𝑖 are the sub-

vectors defined as follows: 

 

𝑸𝑸𝑖𝑖𝑖𝑖 = 𝑞𝑞1̂
𝑀𝑀𝑸𝑸𝑖𝑖𝑖𝑖 + 𝜌𝜌�̂�𝑈𝑖𝑖𝑸𝑸𝑑𝑑,  (2.20a) 

𝑸𝑸𝑖𝑖𝑖𝑖  = 𝜌𝜌�̂�𝑈𝑖𝑖𝑐𝑐�̂�𝑖
2

𝑔𝑔𝑖𝑖𝑖𝑖
𝑸𝑸𝑖𝑖𝑖𝑖 + 𝑞𝑞1̂

𝑀𝑀𝑐𝑐�̂�𝑖
2

�̂�𝑈𝑟𝑟
2

𝑸𝑸𝑑𝑑,  (2.20b) 

 

where 𝑞𝑞�̂�𝑖
𝑀𝑀  and �̂�𝑈𝑖𝑖�= �𝜕𝜕𝜉𝜉𝑖𝑖 𝜕𝜕𝑥𝑥𝑖𝑖⁄ �𝑞𝑞�̂�𝑖

𝑀𝑀 (𝑗𝑗 = 1, 2)� are the jth element of 𝑸𝑸� and the contravariant velocities 

extrapolated from left and right directions. 𝑸𝑸𝑖𝑖𝑖𝑖 and 𝑸𝑸𝑑𝑑 are the sub-vectors given as follows: 

 

𝑸𝑸𝑖𝑖𝑖𝑖 = [0 𝜕𝜕𝜉𝜉𝑖𝑖 𝜕𝜕𝑥𝑥1⁄ 𝜕𝜕𝜉𝜉𝑖𝑖 𝜕𝜕𝑥𝑥2⁄ 𝑈𝑈𝑖𝑖 0 0 0 ⋯ 0],  (2.21a) 

𝑸𝑸𝑑𝑑  = [1 𝑢𝑢1 𝑢𝑢2 𝜃𝜃 𝑘𝑘 𝜔𝜔 𝑌𝑌1 ⋯ 𝑌𝑌𝑛𝑛].  (2.21b) 

 

The preconditioned FVS form can be modified to the preconditioned flux-difference splitting form. The 

upwind-type numerical flux in the preconditioned system is defined at a cell interface as follow: 

 

𝑭𝑭�̃�𝑖+1 2⁄ = 1
2 �𝑭𝑭𝑖𝑖�𝑸𝑸�L� + 𝑭𝑭𝑖𝑖�𝑸𝑸�R� − 𝜞𝜞 �𝑨𝑨�̂�𝑖�∆𝑸𝑸��, (2.22) 

 

where ∆𝑸𝑸� = 𝑸𝑸�R − 𝑸𝑸�L . Here, the dissipation term of upwind-type numerical flux is written using the 
preconditioned flux-vector splitting form of Eq. (2.19) as follow: 

 

𝜞𝜞  �𝑨𝑨�𝑖𝑖�𝑸𝑸�
𝑴𝑴

 = ��̂�𝜆𝑖𝑖1�𝜞𝜞𝑸𝑸�
𝑴𝑴

+
��̂�𝜆𝑖𝑖𝑖𝑖�

𝑐𝑐�̂�𝑖�𝑔𝑔𝑖𝑖𝑖𝑖
𝑸𝑸𝑖𝑖𝑖𝑖 +

��̂�𝜆𝑖𝑖𝑖𝑖�

𝑐𝑐�̂�𝑖
2 𝑸𝑸𝑖𝑖𝑖𝑖.  (2.23) 
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2.2.3 Time integration with dual time-stepping method 

The dual time-stepping technique by Weiss and Smith [15] with the explicit Runge–Kutta scheme is employed. 

The physical time-derivative in Eq. (2.1) is discretized using a second-order backward difference as follow: 

 

𝑴𝑴 𝛿𝛿𝑸𝑸� = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏 �3𝑸𝑸𝑙𝑙 − 4𝑸𝑸𝑛𝑛 + 𝑸𝑸𝑛𝑛−1

2𝛿𝛿𝑡𝑡 + 𝜕𝜕𝑭𝑭𝑖𝑖
𝑙𝑙

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑙𝑙

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑙𝑙�. (2.24) 

 

Here, the superscripts 𝑛𝑛 and 𝑙𝑙 represent the physical time step and stage counter of Runge–Kutta scheme, 

respectively. 𝛿𝛿(⋅) = (⋅)𝑙𝑙+1 − (⋅)𝑙𝑙  indicates the temporal variation of the 𝑙𝑙 th stage of the Runge–Kutta 

scheme. 𝛿𝛿𝑡𝑡 and 𝛿𝛿𝜏𝜏  are the physical and pseudo time step, respectively. 𝛼𝛼𝑙𝑙 is the Runge–Kutta coefficients. 

The matrix 𝑴𝑴  was introduced by Weiss and Smith [15] and defined by the preconditioning matrix 𝜞𝜞  and 

Jacobian matrix 𝑵𝑵  as 

 

𝑴𝑴 = 3𝛿𝛿𝜏𝜏
2𝛿𝛿𝑡𝑡 𝑵𝑵 + 𝜞𝜞 = �3𝛿𝛿𝜏𝜏

2𝛿𝛿𝑡𝑡 + 1� × 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃′ 0 0 𝜌𝜌𝑇𝑇 0 0 𝜌𝜌𝑌𝑌1
⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝜃𝜃′𝑢𝑢1 𝜌𝜌 0 𝜌𝜌𝑇𝑇 𝑢𝑢1 0 0 𝜌𝜌𝑌𝑌1
𝑢𝑢1 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑢𝑢1

𝜃𝜃′𝑢𝑢2 0 𝜌𝜌 𝜌𝜌𝑇𝑇 𝑢𝑢2 0 0 𝜌𝜌𝑌𝑌1
𝑢𝑢2 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑢𝑢2

𝜃𝜃′𝜃𝜃 − �1 − 𝜌𝜌ℎ𝑝𝑝� 𝜌𝜌𝑢𝑢1 𝜌𝜌𝑢𝑢2 𝜌𝜌𝑇𝑇 𝜃𝜃 + 𝜌𝜌ℎ𝑇𝑇 0 0 𝜌𝜌𝑌𝑌1
𝜃𝜃 + 𝜌𝜌ℎ𝑌𝑌1

⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝜃𝜃 + 𝜌𝜌ℎ𝑌𝑌𝑛𝑛−1

𝜃𝜃′𝑘𝑘 0 0 𝜌𝜌𝑇𝑇 𝑘𝑘 𝜌𝜌 0 𝜌𝜌𝑌𝑌1
𝑘𝑘 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑘𝑘
𝜃𝜃′𝜔𝜔 0 0 𝜌𝜌𝑇𝑇 𝜔𝜔 0 𝜌𝜌 𝜌𝜌𝑌𝑌1

𝜔𝜔 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1
𝜔𝜔

𝜃𝜃′𝑌𝑌1 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌1 0 0 𝜌𝜌𝑌𝑌1
𝑌𝑌1 + 𝜌𝜌 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑌𝑌1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮

𝜃𝜃′𝑌𝑌𝑛𝑛−1 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌𝑛𝑛−1 0 0 𝜌𝜌𝑌𝑌1
𝑌𝑌𝑛𝑛−1 ⋯ 𝜌𝜌𝑌𝑌𝑛𝑛−1

𝑌𝑌𝑛𝑛−1 + 𝜌𝜌 ⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 
(2.25) 

 

where 

 

𝑵𝑵 = 𝜕𝜕𝑸𝑸
𝜕𝜕𝑸𝑸�

, (2.26a) 

𝜃𝜃′ =
3𝛿𝛿𝜏𝜏
2𝛿𝛿𝑡𝑡 𝜌𝜌𝑝𝑝 + 𝜃𝜃
3𝛿𝛿𝜏𝜏
2𝛿𝛿𝑡𝑡 + 1

. (2.26b) 

 

The density of the multicomponent flow depends not only on the pressure and temperature but also on 

the mass fraction of each component. 𝑴𝑴  can be simplified by omitting the partial derivatives with respect 

to the mass fractions [20, 21] as 
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𝑴𝑴s = �3𝛿𝛿𝜏𝜏
2𝛿𝛿𝑡𝑡 + 1�

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃′ 0 0 𝜌𝜌𝑇𝑇 0 0 0 ⋯ 0
𝜃𝜃′𝑢𝑢1 𝜌𝜌 0 𝜌𝜌𝑇𝑇 𝑢𝑢1 0 0 0 ⋯ 0
𝜃𝜃′𝑢𝑢2 0 𝜌𝜌 𝜌𝜌𝑇𝑇 𝑢𝑢2 0 0 0 ⋯ 0

𝜃𝜃′𝜃𝜃 − �1 − 𝜌𝜌ℎ𝑝𝑝� 𝜌𝜌𝑢𝑢1 𝜌𝜌𝑢𝑢2 𝜌𝜌𝑇𝑇 𝜃𝜃 + 𝜌𝜌ℎ𝑇𝑇 0 0 0 ⋯ 0
𝜃𝜃′𝑘𝑘 0 0 𝜌𝜌𝑇𝑇 𝑘𝑘 𝜌𝜌 0 0 ⋯ 0
𝜃𝜃′𝜔𝜔 0 0 𝜌𝜌𝑇𝑇 𝜔𝜔 0 𝜌𝜌 0 ⋯ 0
𝜃𝜃′𝑌𝑌1 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌1 0 0 𝜌𝜌 ⋯ 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ ⋮
𝜃𝜃′𝑌𝑌𝑛𝑛−1 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌𝑛𝑛−1 0 0 0 ⋯ 𝜌𝜌⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. (2.27) 

 

Note that this simplification changes the system of equations so that they become physically incorrect system 

of equations. This simplification facilitates implementing a flow solver for multicomponent fluid flows when 

dealing with a larger number of species. The error by 𝑴𝑴s  is discussed in following section by one-

dimensional simulation. 

The dual time-stepping technique with the LU-SGS scheme is used in Chapter 5. The derivation in two 

dimension is shown here. Note that the extension to derivation in three dimensions is straightforward. The 

fundamental equations of Eq. (2.1) can be also written as follow:  

 

𝜕𝜕𝑸𝑸
𝜕𝜕𝑡𝑡 + 𝜞𝜞 𝜕𝜕𝑸𝑸�

𝜕𝜕𝜏𝜏 + 𝜃𝜃𝐿𝐿 �𝜕𝜕𝑭𝑭𝑖𝑖
𝑚𝑚+1

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚+1

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚+1� = −(1 − 𝜃𝜃𝐿𝐿)�𝜕𝜕𝑭𝑭𝑖𝑖

𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚�, (2.28) 

 

where 𝑚𝑚 represents the pseudo time step. The subscript 𝑖𝑖 (𝑖𝑖 = 1, 2) represents each coordinate. For the 

explicit scheme 𝜃𝜃𝐿𝐿 = 0 and for the implicit scheme 𝜃𝜃𝐿𝐿 = 1 and. Discretizing the physical time-derivative 

by the second-order backward difference and the pseudo time-derivative by the first-order forward difference 

yields the following equation. 

 

3𝑸𝑸𝑚𝑚+1 − 4𝑸𝑸𝑛𝑛 + 𝑸𝑸𝑛𝑛−1

2∆𝑡𝑡 + 𝜞𝜞 𝑸𝑸�𝑚𝑚+1 − 𝑸𝑸�𝑚𝑚

∆𝜏𝜏 + 𝜃𝜃𝐿𝐿 �𝜕𝜕𝑭𝑭𝑖𝑖
𝑚𝑚+1

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚+1

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚+1�

= −(1 − 𝜃𝜃𝐿𝐿)�𝜕𝜕𝑭𝑭𝑖𝑖
𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚�. 

(2.29) 

 

The inviscid flux is linearized as follow: 

 

𝜕𝜕𝑭𝑭𝑖𝑖
𝜕𝜕𝜏𝜏 = 𝜕𝜕𝑭𝑭𝑖𝑖

𝜕𝜕𝑸𝑸�
𝜕𝜕𝑸𝑸�
𝜕𝜕𝜏𝜏 = 𝑨𝑨�̂�𝑖

𝜕𝜕𝑸𝑸�
𝜕𝜕𝜏𝜏 . (2.30) 

 

Therefore 
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𝑭𝑭𝑖𝑖
𝑚𝑚+1 = 𝑭𝑭𝑖𝑖

𝑚𝑚 + 𝑨𝑨�̂�𝑖∆𝑸𝑸�, (2.31) 

 

where ∆𝑸𝑸� = 𝑸𝑸�𝑚𝑚+1 − 𝑸𝑸�𝑚𝑚. Substituting Eq. (2.31) into Eq. (2.29), 
 

3𝑸𝑸𝑚𝑚+1 − 4𝑸𝑸𝑛𝑛 + 𝑸𝑸𝑛𝑛−1

2∆𝑡𝑡 + 𝜞𝜞 𝑸𝑸�𝑚𝑚+1 − 𝑸𝑸�𝑚𝑚

∆𝜏𝜏 + 𝜃𝜃𝐿𝐿 �
𝜕𝜕𝑭𝑭𝑖𝑖

𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝐴𝐴�̂�𝑖

𝜕𝜕𝜉𝜉𝑖𝑖
∆𝑸𝑸� + 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚+1

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚+1�

= −(1 − 𝜃𝜃𝐿𝐿)�𝜕𝜕𝑭𝑭𝑖𝑖
𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚�. 

(2.32) 

 

Treating the inviscid flux vector implicitly and the viscous flux vector and source vector explicitly, and 

rearranging the equations, the following equation is obtained. 

 

�𝑴𝑴 + ∆𝜏𝜏 𝜕𝜕𝑨𝑨�̂�𝑖
𝜕𝜕𝜉𝜉𝑖𝑖

� ∆𝑸𝑸� = −∆𝜏𝜏 �3𝑸𝑸𝑚𝑚 − 4𝑸𝑸𝑛𝑛 + 𝑸𝑸𝑛𝑛−1

2∆𝑡𝑡 + 𝜕𝜕𝑭𝑭𝑖𝑖
𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚�. (2.33) 

 

Note that the following relationship is used. 

 

𝑸𝑸𝑚𝑚+1 = 𝑸𝑸𝑚𝑚 + ∆𝑸𝑸. (2.34) 

 

Multiplying the LHS and RHS by 𝑴𝑴−1, 

 

�𝑰𝑰 + ∆𝜏𝜏𝑴𝑴−1 𝜕𝜕𝑨𝑨�̂�𝑖
𝜕𝜕𝜉𝜉𝑖𝑖

�∆𝑸𝑸�

= −∆𝜏𝜏𝑴𝑴−1 �3𝑸𝑸𝑚𝑚 − 4𝑸𝑸𝑛𝑛 + 𝑸𝑸𝑛𝑛−1

2∆𝑡𝑡 + 𝜕𝜕𝑭𝑭𝑖𝑖
𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝑚𝑚

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺𝑚𝑚� = 𝐑𝐑𝐑𝐑𝐑𝐑. 

(2.35) 

 

The left-hand side is expressed by the upwind form as follow: 

 

�𝑰𝑰 + ∆𝜏𝜏𝑴𝑴−1�∆𝑖𝑖
−𝑨𝑨�̂�𝑖

+ + ∆𝑖𝑖
+𝑨𝑨�̂�𝑖

−��∆𝑸𝑸� = 𝐑𝐑𝐑𝐑𝐑𝐑, (2.36) 

 

where ∆𝑖𝑖
±  are the forward and backward difference operators. Evaluated by the first-order upwind 

difference scheme, the following equation is obtained. 
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�𝑰𝑰 + ∆𝜏𝜏 ��𝑴𝑴−1𝐴𝐴1̂
+�

𝑖𝑖,𝑖𝑖
− �𝑴𝑴−1𝐴𝐴1̂

−�
𝑖𝑖,𝑖𝑖

+ �𝑴𝑴−1𝐴𝐴2̂
+�

𝑖𝑖,𝑖𝑖
− �𝑴𝑴−1𝐴𝐴2̂

−�
𝑖𝑖,𝑖𝑖

��∆𝑸𝑸�

+ ∆𝜏𝜏 �−�𝑴𝑴−1𝐴𝐴1̂
+∆𝑸𝑸��

𝑖𝑖−1,𝑖𝑖
+ �𝑴𝑴−1𝐴𝐴1̂

−∆𝑸𝑸��
𝑖𝑖+1,𝑖𝑖

− �𝑴𝑴−1𝐴𝐴2̂
+∆𝑸𝑸��

𝑖𝑖,𝑖𝑖−1
+ �𝑴𝑴−1𝐴𝐴2̂

−∆𝑸𝑸��
𝑖𝑖,𝑖𝑖+1

�

= 𝐑𝐑𝐑𝐑𝐑𝐑, 

(2.37) 

 

where the subscript (𝑖𝑖, 𝑗𝑗)  indicates the grid point where the time-derivative flux is defined. Here, 

introducing following definitions, 

 

𝑳𝑳 = −∆𝜏𝜏 ��𝑴𝑴−1𝑨𝑨1̂
+�

𝑖𝑖−1,𝑖𝑖
+ �𝑴𝑴−1𝑨𝑨2̂

+�
𝑖𝑖,𝑖𝑖−1

�, (2.38a) 

𝑫𝑫 = �𝑰𝑰 + ∆𝜏𝜏 ��𝑴𝑴−1𝑨𝑨1̂
+�

𝑖𝑖,𝑖𝑖
− �𝑴𝑴−1𝑨𝑨̂

1
−�

𝑖𝑖,𝑖𝑖
+ �𝑴𝑴−1𝑨𝑨2̂

+�
𝑖𝑖,𝑖𝑖

− �𝑴𝑴−1𝑨𝑨2̂
−�

𝑖𝑖,𝑖𝑖
��, (2.38b) 

𝑼𝑼 = ∆𝜏𝜏 ��𝑴𝑴−1𝑨𝑨1̂
−�

𝑖𝑖+1,𝑖𝑖
+ �𝑴𝑴−1𝑨𝑨2̂

−�
𝑖𝑖,𝑖𝑖+1

�. (2.38c) 

 

Eq. (2.37) is written using Eqs. (2.38a)-(2.38c) as follow: 

 

(𝑳𝑳 + 𝑫𝑫 + 𝑼𝑼)∆𝑸𝑸� = 𝐑𝐑𝐑𝐑𝐑𝐑. (2.39) 

 

Eq. (2.39) is LDU factorized as follow: 

 

(𝑫𝑫 + 𝑳𝑳)𝑫𝑫−1(𝑫𝑫 + 𝑼𝑼)∆𝑸𝑸� = 𝐑𝐑𝐑𝐑𝐑𝐑. (2.40) 

 

Defining ∆𝑸𝑸�∗ as follow: 
 

∆𝑸𝑸�∗ ≡ 𝑫𝑫−1(𝑫𝑫 + 𝑼𝑼)∆𝑸𝑸�. (2.41) 

 

Therefore, Eq. (2.39) is solved in a following two-step: 

 

∆𝑸𝑸�∗ = 𝑫𝑫−1�𝐑𝐑𝐑𝐑𝐑𝐑 − 𝑳𝑳∆𝑸𝑸�∗�, (2.42a) 

∆𝑸𝑸� = ∆𝑸𝑸�∗ − 𝑫𝑫−1𝑼𝑼∆𝑸𝑸�. (2.42b) 
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𝑴𝑴−1𝑨𝑨�̂�𝑖

± are defined as follows: 
 

𝑴𝑴−1𝑨𝑨�̂�𝑖
± = 1

2 �𝑴𝑴−1𝑨𝑨�̂�𝑖 ± 𝑃𝑃𝑖𝑖𝑰𝑰�, (2.43) 

 

where 

 

𝑃𝑃𝑖𝑖 = 𝜎𝜎max��̂�𝜆�𝑴𝑴−1𝑨𝑨�̂�𝑖��. (2.44) 

 
𝜎𝜎  is a constant greater than unity. �̂�𝜆�𝑴𝑴−1𝑨𝑨�̂�𝑖� are the eigenvalues of 𝑴𝑴−1𝑨𝑨�̂�𝑖. Substituting Eq. (2.43) 

into Eq. (2.38b), 

 

𝑫𝑫 = {1 + ∆𝜏𝜏[𝑃𝑃1 + 𝑃𝑃2]}𝑰𝑰. (2.45) 

 
𝑫𝑫 is a scalar matrix. Therefore, 𝑫𝑫−1 is easily determined by calculating the inverse of the scalar matrix. 

Since the approximation of the Jacobian matrix destroys the linearization of the inviscid flux in Eq. (2.32), 

the conservation law is not satisfied strictly. However, the LHS value is almost zero when the solution 

converges, it may not be a critical problem for application. Finally, Eqs. (2.42a) and (2.42b) are calculated 

by the forward and the backward sweep on the hyper plane as follows: 

 

∆𝑸𝑸�𝑖𝑖,𝑖𝑖,𝑗𝑗
∗ = 𝑫𝑫−1 �𝐑𝐑𝐑𝐑𝐑𝐑 + ∆𝜏𝜏 ��𝑴𝑴−1𝑨𝑨1̂

+∆𝑸𝑸�∗�
𝑖𝑖−1,𝑖𝑖

+ �𝑴𝑴−1𝑨𝑨2̂
+∆𝑸𝑸�∗�

𝑖𝑖,𝑖𝑖−1
��, (2.46a) 

∆𝑸𝑸�𝑖𝑖,𝑖𝑖,𝑗𝑗 = ∆𝑸𝑸�𝑖𝑖,𝑖𝑖,𝑗𝑗
∗ − 𝑫𝑫−1∆𝜏𝜏 ��𝑴𝑴−1𝑨𝑨1̂

−∆𝑸𝑸��
𝑖𝑖+1,𝑖𝑖

+ �𝑴𝑴−1𝑨𝑨2̂
−∆𝑸𝑸��

𝑖𝑖,𝑖𝑖+1
�. (2.46b) 

 

The time-derivative fluxes are evaluated by using preconditioned FVS scheme. However, 𝑸𝑸�M in Eq. (2.19) 

is replaced by ∆𝑸𝑸�. 
 

2.2.4 Thermophysical properties model for fluid mixture 

I employ the Helmholtz free-energy equation of state (EoS) for the thermophysical properties defined in the 

Reference Fluid Thermodynamic and Transport Properties Database (REFPROP) [22], and Amagat’s law is 

used to define the mixture properties [23]. The look-up tables are used to reduce the calculation costs owing 

to the complex calculation procedure of the Helmholtz free-energy EoS. In this method, the thermophysical 

properties in the pressure and temperature parameter space are calculated using REFPROP at a preset 
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constant interval to create look-up tables. Pre-prepared look-up tables are used to evaluate the quantities in 

the flow simulation. The data points of look-up tables in the pressure and temperature parameter space are 

set with a constant interval of ∆𝑝𝑝 = 0.002 MPa and ∆𝑇𝑇 = 0.2 K in all the problems, and the values are 

interpolated with linear interpolation. The Helmholtz free-energy 𝐴𝐴 normalized by the gas constant and 

temperature, the so-called reduced Helmholtz free energy, is calculated as follows: 

 

𝛼𝛼(𝛿𝛿, 𝜏𝜏) = 𝐴𝐴
𝑅𝑅𝑇𝑇 = 𝛼𝛼0(𝛿𝛿, 𝜏𝜏) + 𝛼𝛼r(𝛿𝛿, 𝜏𝜏), (2.47) 

 

where 𝛿𝛿 = 𝜌𝜌 𝜌𝜌c⁄   and 𝜏𝜏 = 𝑇𝑇c 𝑇𝑇⁄  . 𝜌𝜌c  and 𝑇𝑇c  are the density and temperature at the critical point, 

respectively. The reduced Helmholtz free energy generally consists of the reduced ideal-gas part 𝛼𝛼0 and the 

reduced residual part 𝛼𝛼r. The Helmholtz free-energy EoS for each component is defined in the REFPROP. 

Thermophysical properties, such as pressure, enthalpy, and isobaric heat capacity, can be obtained from the 

Helmholtz free-energy EoS.  

The mixture was modeled such that each component had the same pressure and temperature under local 

thermodynamic equilibrium conditions. The mixture properties were given by Amagat’s law of mixture. Each 

component occupies a partial volume, and the sum of the partial volumes yields the total volume of the 

mixture. Amagat's law leads to the definition of partial density for each individual component, that is, the 

molecular weight of each component divided by the partial volume of each component. The mixture density 

and enthalpy are defined as follows: 

 

1
𝜌𝜌 = �

𝑌𝑌𝑖𝑖
𝜌𝜌𝑖𝑖(𝑝𝑝, 𝑇𝑇 )

𝑛𝑛

𝑖𝑖=1
, (2.48a) 

ℎ = �𝑌𝑌𝑖𝑖ℎ𝑖𝑖(𝑝𝑝, 𝑇𝑇 )
𝑛𝑛

𝑖𝑖=1
. (2.48b) 

 
𝜌𝜌𝑖𝑖 and ℎ𝑖𝑖 indicate the density and enthalpy of each component, respectively. The partial derivatives of the 

density and enthalpy are defined as follows: 

 

𝜌𝜌𝑝𝑝 = 𝜌𝜌2 �
𝑌𝑌𝑖𝑖
𝜌𝜌𝑖𝑖

2
𝜕𝜕𝜌𝜌𝑖𝑖
𝜕𝜕𝑝𝑝

𝑛𝑛

𝑖𝑖=1
, 𝜌𝜌𝑇𝑇 = 𝜌𝜌2 �

𝑌𝑌𝑖𝑖
𝜌𝜌𝑖𝑖

2
𝜕𝜕𝜌𝜌𝑖𝑖
𝜕𝜕𝑇𝑇

𝑛𝑛

𝑖𝑖=1
, 𝜌𝜌𝑌𝑌𝑖𝑖

= 𝜌𝜌2 � 1
𝜌𝜌𝑛𝑛

− 1
𝜌𝜌𝑖𝑖

�, (2.49a) 

ℎ𝑝𝑝 = �𝑌𝑌𝑖𝑖
𝜕𝜕ℎ𝑖𝑖
𝜕𝜕𝑝𝑝

𝑛𝑛

𝑖𝑖=1
, ℎ𝑇𝑇 = �𝑌𝑌𝑖𝑖

𝜕𝜕ℎ𝑖𝑖
𝜕𝜕𝑇𝑇

𝑁𝑁

𝑖𝑖=1
, ℎ𝑌𝑌𝑖𝑖

= ℎ𝑖𝑖 − ℎ𝑛𝑛. (2.49b) 

 

The physical speed of sound for the mixture is specified by: 

 



33 
 

𝑐𝑐 = �
𝜌𝜌ℎ𝑇𝑇

𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝� + 𝜌𝜌ℎ𝑇𝑇 𝜌𝜌𝑝𝑝
, (2.50) 

 

where the density and partial derivatives on the right-hand side of Eq. (2.50) are calculated from the property 

and mass fraction of each component, as shown in Eqs. (2.48a), (2.49a), and (2.49b). The physical speed of 

sound is calculated in each physical and inner iteration. 

Figure 2.1 shows the density and speed of sound for n-dodecane calculated using the Helmholtz free-

energy EoS and Peng–Robinson (PR) EoS. The calculated results were compared with the available 

experimental data in the literature [24, 25]. The maximum density error of the PR EoS was 10.17%, whereas 

that of the Helmholtz free-energy EoS was only 0.02%. The numerical analysis of a regenerative cooling 

system that uses liquid hydrocarbon fuel requires consideration of liquid phase flows over a wide range of 

temperatures. Therefore, the Helmholtz free-energy EoS is a suitable choice for multicomponent hydrocarbon 

flows with the transition to the supercritical state.  

The mixture viscosity and thermal conductivity were evaluated using Wilke’s semi-empirical mixing 

law [26] as follows: 

 

𝒯𝒯 = �
𝑌𝑌𝑖𝑖𝒯𝒯𝑖𝑖

∑ 𝑌𝑌𝑖𝑖𝜙𝜙𝑖𝑖𝑖𝑖
𝑛𝑛
𝑖𝑖=1

𝑛𝑛

𝑖𝑖=1
, (2.51) 

 

where 𝒯𝒯  and 𝒯𝒯𝑖𝑖  indicate the viscosity or thermal conductivity of the mixture and each component, 

respectively. 𝜙𝜙𝑖𝑖𝑖𝑖 = �𝑀𝑀𝑖𝑖 𝑀𝑀𝑖𝑖⁄ �1
2 proposed by Herning and Zipperer [27] is used, where 𝑀𝑀  is the molecular 

weight of each component. The viscosity and thermal conductivity of each component were calculated using 

the REFPROP.  

 

  
(a) Density (b) Speed of sound 

Figure 2.1. Thermophysical properties of n-dodecane calculated using the Helmholtz free-energy EoS and 

PR EoS. 
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2.3 Spurious oscillations problem 

2.3.1 Mechanism of spurious oscillations in the preconditioned system 

Abgrall [3] revealed the mechanism of spurious oscillations of multicomponent flows in compressible Navier–

Stokes equations. In this section, the mechanism of spurious oscillations in the preconditioned system is 

described using a one-dimensional Euler system by the analysis method employed by Abgrall [3, 8]. 

A one-dimensional Euler system applied to a binary mixture is solved in a uniform velocity and pressure 

field as the initial condition. The temporal variation of the inner iteration in dual time-stepping is expressed 

from Eq. (2.24) as follow: 

 

𝛿𝛿𝑸𝑸�𝑖𝑖 = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏𝑴𝑴−1 �
3𝑸𝑸𝑖𝑖

𝑙𝑙 − 4𝑸𝑸𝑖𝑖
𝑛𝑛 + 𝑸𝑸𝑖𝑖

𝑛𝑛−1

2𝛿𝛿𝑡𝑡 +
𝜕𝜕𝑭𝑭𝑖𝑖

𝑙𝑙

𝜕𝜕𝑥𝑥 � = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏(𝑷𝑷 −1𝓡𝓡1 + 𝑴𝑴−1𝓡𝓡2), (2.52) 

 

where 

 

𝑴𝑴 = 𝑵𝑵𝑷𝑷, (2.53a) 

𝑴𝑴−1 = 𝑷𝑷 −1𝑵𝑵−1, (2.53b) 

𝓡𝓡1 =
3𝑸𝑸�𝑖𝑖

𝑙𝑙 − 4𝑸𝑸�𝑖𝑖
𝑛𝑛 + 𝑸𝑸�𝑖𝑖

𝑛𝑛−1

2𝛿𝛿𝑡𝑡 , (2.53c) 

𝓡𝓡2 =
𝜕𝜕𝑭𝑭𝑖𝑖

𝑙𝑙

𝜕𝜕𝑥𝑥 . (2.53d) 

 
𝑴𝑴  consists of the matrix 𝑷𝑷  for the effect of preconditioning and the Jacobian matrix 𝑵𝑵  . The inverse 

matrices 𝑴𝑴−1 and 𝑷𝑷 −1 are expressed as follows:  

 

𝑴𝑴−1 = 𝑑𝑑 × 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

ℎ𝑇𝑇 �𝜌𝜌 + 𝜌𝜌𝑌𝑌1
𝑌𝑌1� − 𝜌𝜌𝑇𝑇 �𝑢𝑢2 − 𝜃𝜃 + ℎ𝑌𝑌1

𝑌𝑌1�
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

𝑢𝑢𝜌𝜌𝑇𝑇
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝑢𝑢
𝜌𝜌

1
𝜌𝜌

1 − ℎ𝑝𝑝�𝜌𝜌 + 𝜌𝜌𝑌𝑌1
𝑌𝑌1� + 𝜃𝜃′�𝑢𝑢2 − 𝜃𝜃 + ℎ𝑌𝑌1

𝑌𝑌1� + 𝜌𝜌𝑌𝑌1
𝑌𝑌1 𝜌𝜌⁄

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
−𝑢𝑢𝜃𝜃′

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝑌𝑌1
𝜌𝜌 0

 
(2.54a) 
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−𝜌𝜌𝑇𝑇
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

𝜌𝜌𝑇𝑇 ℎ𝑌𝑌1
− 𝜌𝜌𝑌𝑌1

ℎ𝑇𝑇

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
0 0
𝜃𝜃′

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
𝜌𝜌𝑌𝑌1

ℎ𝑝𝑝 − 𝜃𝜃′ℎ𝑌𝑌1
− 𝜌𝜌𝑌𝑌1

𝜌𝜌⁄
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

0 1
𝜌𝜌 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

𝑷𝑷 −1 = 𝑑𝑑

⎣
⎢
⎢
⎢
⎢
⎢
⎡

𝜌𝜌𝜌𝜌𝑝𝑝ℎ𝑇𝑇 − 𝜌𝜌𝑇𝑇 �𝜌𝜌ℎ𝑝𝑝 − 1�
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

0 0 0

0 1 0 0
𝜃𝜃′�𝜌𝜌ℎ𝑝𝑝 − 1� − 𝜌𝜌𝑝𝑝(𝜌𝜌ℎ𝑝𝑝 − 1)

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
0 1 0

0 0 0 1⎦
⎥
⎥
⎥
⎥
⎥
⎤

, (2.54b) 

 

where 

 

𝑑𝑑 = 1
3𝛿𝛿𝜏𝜏
2𝛿𝛿𝑡𝑡 + 1

. (2.55) 

 

The subscript 𝑗𝑗  represents the value at a grid point. In a uniform velocity and pressure field, 𝓡𝓡1 =
(ℛ1

1,ℛ2
1,ℛ3

1,ℛ4
1)T are written as follows: 

 

ℛ1
1 = 0, (2.56a) 

ℛ2
1 = 0, (2.56b) 

ℛ3
1 =

3𝑇𝑇𝑖𝑖
𝑙𝑙 − 4𝑇𝑇𝑖𝑖

𝑛𝑛 + 𝑇𝑇𝑖𝑖
𝑛𝑛−1

2𝛿𝛿𝑡𝑡 , (2.56c) 

ℛ4
1 =

3𝑌𝑌1,𝑖𝑖
𝑙𝑙 − 4𝑌𝑌1,𝑖𝑖

𝑛𝑛 + 𝑌𝑌1,𝑖𝑖
𝑛𝑛−1

2𝛿𝛿𝑡𝑡 . (2.56d) 

 
𝓡𝓡2 = (ℛ1

2,ℛ2
2,ℛ3

2,ℛ4
2)T are derived from the conservation equations of mass, momentum, total energy, 

and mass fraction in a one-dimensional Euler system using a first-order Godunov scheme with an upwind 

scheme, as follows: 

 

ℛ1
2 = 1

∆𝑥𝑥𝑢𝑢𝑖𝑖
𝑙𝑙∆𝜌𝜌𝑙𝑙, (2.57a) 
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ℛ2
2 = 1

∆𝑥𝑥 �𝑢𝑢𝑖𝑖
𝑙𝑙 �2∆𝜌𝜌𝑙𝑙, (2.57b) 

ℛ3
2 = 1

∆𝑥𝑥𝑢𝑢𝑖𝑖
𝑙𝑙 �∆(𝜌𝜌ℎ)𝑙𝑙 + 1

2 �𝑢𝑢𝑖𝑖
𝑙𝑙 �2∆𝜌𝜌𝑙𝑙�, (2.57c) 

ℛ4
2 = 1

∆𝑥𝑥𝑢𝑢𝑖𝑖
𝑙𝑙∆(𝜌𝜌𝑌𝑌1)𝑙𝑙. (2.57d) 

 

where ∆𝑥𝑥 is the grid spacing．In addition，∆(⋅)𝑙𝑙 = (⋅)𝑖𝑖
𝑙𝑙 − (⋅)𝑖𝑖−1

𝑙𝑙  represents spatial variation. Substituting 

Eqs. (2.56a) – (2.56d) and Eqs. (2.57a) – (2.57d) into Eq. (2.52), the temporal variation in velocity is derived 

as follows: 

 

𝛿𝛿𝑢𝑢𝑖𝑖 = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏[(P21
−1 + P22

−1 + P23
−1 + P24

−1)𝓡𝓡1 + (M21
−1 + M22

−1 + M23
−1 + M24

−1)𝓡𝓡2] 

= −𝛼𝛼𝑙𝑙𝑑𝑑
𝛿𝛿𝜏𝜏
∆𝑥𝑥 �−

𝑢𝑢𝑖𝑖
𝑙𝑙

𝜌𝜌𝑖𝑖
𝑙𝑙  𝑢𝑢𝑖𝑖

𝑙𝑙∆𝜌𝜌𝑙𝑙 +  1
𝜌𝜌𝑖𝑖

𝑙𝑙 �𝑢𝑢𝑖𝑖
𝑙𝑙 �2∆𝜌𝜌𝑙𝑙� 

= 0. 

(2.58) 

 
where 𝑑𝑑 = (3𝛿𝛿𝜏𝜏 2𝛿𝛿𝑡𝑡⁄ + 1)−1. P𝑖𝑖𝑖𝑖

−1 and M𝑖𝑖𝑖𝑖
−1 represents the (𝑖𝑖, 𝑗𝑗) element of 𝑷𝑷 −1 and 𝑴𝑴−1. Eq. (2.58) 

shows that spurious oscillations in velocity do not occur directly. However, once pressure oscillations occur 

at a certain time step, the velocity equilibrium cannot be maintained at the next. Similarly, the pressure and 

temperature temporal variations are expressed as follows: 

 

𝛿𝛿𝑝𝑝𝑖𝑖 = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏[(P11
−1 + P12

−1 + P13
−1 + P14

−1)𝓡𝓡1 + (M11
−1 + M12

−1 + M13
−1 + M14

−1)𝓡𝓡2] 

= −𝛼𝛼𝑙𝑙𝑑𝑑
𝛿𝛿𝜏𝜏
∆𝑥𝑥

𝑢𝑢𝑖𝑖
𝑙𝑙

𝑋𝑋𝑖𝑖
𝑙𝑙 �𝜌𝜌𝑖𝑖

𝑙𝑙ℎ𝑇𝑇,𝑖𝑖 
𝑙𝑙 ∆𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑇𝑇,𝑖𝑖

𝑙𝑙 �𝜌𝜌𝑖𝑖
𝑙𝑙∆ℎ𝑙𝑙 − ∆𝜌𝜌𝑙𝑙∆ℎ𝑙𝑙�

+ �𝜌𝜌𝑇𝑇,𝑖𝑖
𝑙𝑙 ℎ𝑌𝑌1,𝑖𝑖

𝑙𝑙 − 𝜌𝜌𝑌𝑌1,𝑖𝑖
𝑙𝑙 ℎ𝑇𝑇 ,𝑖𝑖

𝑙𝑙 ��𝜌𝜌𝑖𝑖
𝑙𝑙∆𝑌𝑌1

𝑙𝑙 − ∆𝜌𝜌𝑙𝑙∆𝑌𝑌1
𝑙𝑙��, 

(2.59a) 

𝛿𝛿𝑇𝑇𝑖𝑖 = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏[(P31
−1 + P32

−1 + P33
−1 + P34

−1)𝓡𝓡1 + (M31
−1 + M32

−1 + M33
−1 + M34

−1)𝓡𝓡2] 

= −𝛼𝛼𝑙𝑙𝑑𝑑𝛿𝛿𝜏𝜏 �
3𝑇𝑇𝑖𝑖

𝑙𝑙 − 4𝑇𝑇𝑖𝑖
𝑛𝑛 + 𝑇𝑇𝑖𝑖

𝑛𝑛−1

2𝛿𝛿𝑡𝑡

+ 1
∆𝑥𝑥

𝑢𝑢𝑖𝑖
𝑙𝑙

𝑋𝑋𝑖𝑖
𝑙𝑙 ��1 − 𝜌𝜌𝑖𝑖

𝑙𝑙ℎ𝑝𝑝,𝑖𝑖
𝑙𝑙 �∆𝜌𝜌𝑙𝑙 + 𝜃𝜃𝑖𝑖

′,𝑙𝑙�𝜌𝜌𝑖𝑖
𝑙𝑙∆ℎ𝑙𝑙 − ∆𝜌𝜌𝑙𝑙∆ℎ𝑙𝑙�

+ �𝜌𝜌𝑌𝑌1,𝑖𝑖
𝑙𝑙 ℎ𝑝𝑝,𝑖𝑖

𝑙𝑙 − 𝜃𝜃𝑖𝑖
′,𝑙𝑙ℎ𝑌𝑌1,𝑖𝑖

𝑙𝑙 − 𝜌𝜌𝑌𝑌1,𝑖𝑖
𝑙𝑙 𝜌𝜌𝑖𝑖

𝑙𝑙⁄ ��𝜌𝜌𝑖𝑖
𝑙𝑙∆𝑌𝑌1

𝑙𝑙 − ∆𝜌𝜌𝑙𝑙∆𝑌𝑌1
𝑙𝑙���, 

(2.59b) 

 

where 
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𝑋𝑋𝑖𝑖
𝑙𝑙 = 𝜌𝜌𝑖𝑖

𝑙𝑙ℎ𝑇𝑇,𝑖𝑖
𝑙𝑙 𝜃𝜃𝑖𝑖

′,𝑙𝑙 + 𝜌𝜌𝑇𝑇,𝑖𝑖
𝑙𝑙 �1 − 𝜌𝜌𝑖𝑖

𝑙𝑙ℎ𝑝𝑝,𝑖𝑖
𝑙𝑙 �. (2.60) 

 

Assuming smooth parts of the flow, I used the following identity, which holds for the product of the variation. 

 

∆(𝑖𝑖𝑖𝑖)𝑖𝑖 = 𝑖𝑖𝑖𝑖∆(𝑖𝑖)𝑖𝑖 + 𝑖𝑖𝑖𝑖∆(𝑖𝑖)𝑖𝑖 − ∆(𝑖𝑖)𝑖𝑖∆(𝑖𝑖)𝑖𝑖. (2.61) 

 

Here, the pressure must be uniform at time 𝑛𝑛, because the initial condition assumes a uniform velocity and 

pressure field. Therefore, the spatial variation of the density and enthalpy can be expressed 

∆𝜌𝜌(∆𝑇𝑇 ,∆𝑌𝑌1)  and ∆ℎ(∆𝑇𝑇,∆𝑌𝑌1) , respectively. In the following, I analyze the spurious oscillations 

separately for the two situations, that is, the single fluid interface for different temperatures 

(∆𝑇𝑇 ≠ 0,∆𝑌𝑌1 = 0) and the material interface for uniform fluid temperature (∆𝑇𝑇 = 0,∆𝑌𝑌1 ≠ 0). 
In the case of the single fluid interface for different temperatures (∆𝑇𝑇 ≠ 0,∆𝑌𝑌1 = 0), substituting the 

spatial variation of ∆𝑌𝑌1 = 0 into Eq. (2.59a), I obtain the following: 

 

𝛿𝛿𝑝𝑝𝑖𝑖 = −𝛼𝛼𝑙𝑙𝑑𝑑
𝛿𝛿𝜏𝜏
∆𝑥𝑥

𝑢𝑢𝑖𝑖
𝑙𝑙

𝑋𝑋𝑖𝑖
𝑙𝑙 �𝜌𝜌𝑖𝑖

𝑙𝑙ℎ𝑇𝑇,𝑖𝑖 
𝑙𝑙 ∆𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑇𝑇,𝑖𝑖

𝑙𝑙 �𝜌𝜌𝑖𝑖
𝑙𝑙∆ℎ𝑙𝑙 − ∆𝜌𝜌𝑙𝑙∆ℎ𝑙𝑙��. (2.62) 

 

In this situation, the spatial variations in density and enthalpy are expressed as ∆𝜌𝜌(∆𝑇𝑇) and ∆ℎ(∆𝑇𝑇), 
therefore it is inevitable to avoid spurious oscillations unless the temperature is uniform at a certain control 

volume [𝑗𝑗 − 1 2⁄ , 𝑗𝑗 + 1 2⁄ ]. In short, Eq. (2.62) suggests that spurious oscillations may occur even in a single 

fluid when solving the flows with thermodynamic property changes, such as transcritical flows. 

Next, the pressure and temperature equilibria are derived at the material interface for uniform 

temperature conditions (∆𝑇𝑇 = 0,∆𝑌𝑌1 ≠ 0). I can obtain the following relations by spatially differentiating 

Eqs. (2.48a) and (2.48b). 

 

∆𝜌𝜌𝑙𝑙 =
�𝜌𝜌𝑖𝑖

𝑙𝑙 �2 � 1
𝜌𝜌2,𝑖𝑖

𝑙𝑙 − 1
𝜌𝜌1,𝑖𝑖

𝑙𝑙 �∆𝑌𝑌1
𝑙𝑙

1 + 𝜌𝜌𝑖𝑖
𝑙𝑙 � 1

𝜌𝜌2,𝑖𝑖
𝑙𝑙 − 1

𝜌𝜌1,𝑖𝑖
𝑙𝑙 �∆𝑌𝑌1

𝑙𝑙
=

𝜌𝜌𝑖𝑖
𝑙𝑙𝜌𝜌𝑌𝑌1,𝑖𝑖

𝑙𝑙 ∆𝑌𝑌1
𝑙𝑙

𝜌𝜌𝑖𝑖
𝑙𝑙 + 𝜌𝜌𝑌𝑌1,𝑖𝑖

𝑙𝑙 ∆𝑌𝑌1
𝑙𝑙, (2.63a) 

∆ℎ𝑙𝑙 = �ℎ1,𝑖𝑖
𝑙𝑙 − ℎ2,𝑖𝑖

𝑙𝑙 �∆𝑌𝑌1
𝑙𝑙 = ℎ𝑌𝑌1,𝑖𝑖

𝑙𝑙 ∆𝑌𝑌1
𝑙𝑙. (2.63b) 

 

To derive Eq. (2.63a), I used the following identity for the quotient of the variation: 
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∆�𝑖𝑖
𝑖𝑖�

𝑖𝑖
= 𝑖𝑖𝑖𝑖∆(𝑖𝑖)𝑖𝑖 − 𝑖𝑖𝑖𝑖∆(𝑖𝑖)𝑖𝑖

𝑖𝑖𝑖𝑖
2 − 𝑖𝑖𝑖𝑖∆(𝑖𝑖)𝑖𝑖

. (2.64) 

 

The temporal variations in pressure and temperature are expressed by Eqs. (2.59a), (2.59b), (2.63a), and 

(2.63b) as 

 

𝛿𝛿𝑝𝑝𝑖𝑖 = 𝛿𝛿𝑇𝑇𝑖𝑖 = 0. (2.65) 

 

Thus, the pressure and temperature equilibria are satisfied at the material interface (∆𝑇𝑇 = 0,∆𝑌𝑌1 ≠ 0), 
where the pressure, velocity, and temperature are uniform. This result is consistent with the analysis of Jenny 

et al. [28] for a perfect gas mixture. 

The simplified matrices 𝑴𝑴s
−1 and 𝑷𝑷s

−1 for 𝑸𝑸� = (𝑝𝑝, 𝑢𝑢, 𝑇𝑇 , 𝑌𝑌1)T systems are written as follows:  
 

𝑴𝑴s
−1

= 𝑑𝑑

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜌𝜌ℎ𝑇𝑇 + 𝜌𝜌𝑇𝑇 (𝜃𝜃 − 𝑢𝑢2)
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

𝑢𝑢𝜌𝜌𝑇𝑇
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝜌𝜌𝑇𝑇
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

0

−𝑢𝑢
𝜌𝜌

1
𝜌𝜌 0 0

�1 − 𝜌𝜌ℎ𝑝𝑝� − 𝜃𝜃′(𝜃𝜃 − 𝑢𝑢2)
𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

−𝑢𝑢𝜃𝜃′

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
𝜃𝜃′

𝜌𝜌ℎ𝑇𝑇 𝜃𝜃′ + 𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�
0

−𝑌𝑌1
𝜌𝜌 0 0 1

𝜌𝜌⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 
(2.66a) 

𝑷𝑷s
−1 = 𝑷𝑷 −1. (2.66b) 

 

In this case, Eq. (2.59a) and (2.59b) can be transformed as follows: 

 

𝛿𝛿𝑝𝑝𝑖𝑖 = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏��Ps,11
−1 + Ps,12

−1 + Ps,13
−1 + Ps,14

−1 �𝓡𝓡1

+ �Ms,11
−1 + Ms,12

−1 + Ms,13
−1 + Ms,14

−1 �𝓡𝓡2� 

= −𝛼𝛼𝑙𝑙𝑑𝑑
𝛿𝛿𝜏𝜏
∆𝑥𝑥

𝑢𝑢𝑖𝑖
𝑙𝑙

𝑋𝑋𝑖𝑖
𝑙𝑙 �𝜌𝜌𝑖𝑖

𝑙𝑙ℎ𝑇𝑇,𝑖𝑖 
𝑙𝑙 ∆𝜌𝜌𝑙𝑙 − 𝜌𝜌𝑇𝑇,𝑖𝑖

𝑙𝑙 �𝜌𝜌𝑖𝑖
𝑙𝑙∆ℎ𝑙𝑙 − ∆𝜌𝜌𝑙𝑙∆ℎ𝑙𝑙��, 

(2.67a) 

𝛿𝛿𝑇𝑇𝑖𝑖 = −𝛼𝛼𝑙𝑙𝛿𝛿𝜏𝜏��Ps,31
−1 + Ps,32

−1 + Ps,33
−1 + Ps,34

−1 �𝓡𝓡1

+ �Ms,31
−1 + Ms,32

−1 + Ms,33
−1 + Ms,34

−1 �𝓡𝓡2� 

= −𝛼𝛼𝑙𝑙𝑑𝑑
𝛿𝛿𝜏𝜏
∆𝑥𝑥

𝑢𝑢𝑖𝑖
𝑙𝑙

𝑋𝑋𝑖𝑖
𝑙𝑙 ��1 − 𝜌𝜌𝑖𝑖

𝑙𝑙ℎ𝑝𝑝,𝑖𝑖 
𝑙𝑙 �∆𝜌𝜌𝑙𝑙 + 𝜃𝜃′,𝑙𝑙�𝜌𝜌𝑖𝑖

𝑙𝑙∆ℎ𝑙𝑙 − ∆𝜌𝜌𝑙𝑙∆ℎ𝑙𝑙��. 
(2.67b) 

 

The spatial variations in density and enthalpy are expressed as ∆𝜌𝜌(∆𝑌𝑌1) and ∆ℎ(∆𝑌𝑌1), therefore 

spurious oscillations are inevitable, unless the mass fraction is uniform at a certain control volume 

[𝑗𝑗 − 1 2⁄ , 𝑗𝑗 + 1 2⁄ ].  
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The above discussion clearly shows that residual 𝓡𝓡2  causes numerical oscillations, whereas the 

residual 𝓡𝓡1 related to dual time stepping does not. In the next section, the DFM for the preconditioning 

method is developed to avoid numerical oscillations induced by the residual 𝓡𝓡2. 

 

2.3.2 Double-flux model for preconditioned system 

I developed the DFM for the preconditioning method based on the above discussion, and the original DFM 
[8]. To avoid spurious oscillations of pressure, two different numerical fluxes 𝑭𝑭�̃�𝑖+1 2⁄

L  and 𝑭𝑭�̃�𝑖+1 2⁄
R  are defined 

at the interface between the control volume 𝑗𝑗 and 𝑗𝑗 + 1 as follows: 

 

𝑭𝑭�̃�𝑖+1 2⁄
R = 𝑭𝑭�̃�𝑖+1 2⁄ �𝑸𝑸�𝑖𝑖+1 2⁄

L ,𝑸𝑸�𝑖𝑖+1 2⁄
R ; 𝜑𝜑𝑖𝑖+1�, (2.68a) 

𝑭𝑭�̃�𝑖+1 2⁄
L = 𝑭𝑭�̃�𝑖+1 2⁄ �𝑸𝑸�𝑖𝑖+1 2⁄

L ,𝑸𝑸�𝑖𝑖+1 2⁄
R ; 𝜑𝜑𝑖𝑖�. (2.68b) 

 
𝑭𝑭�̃�𝑖+1 2⁄

L  and 𝑭𝑭�̃�𝑖+1 2⁄
R  were used as the numerical fluxes at the interface of each grid instead of Eq. (2.22). 

Here, when the matrix 𝑴𝑴 , the temporal variations at the interface for different temperatures (Eq. (2.62)) are 

kept equal to zero assuming the uniform temperature by 

 

𝜑𝜑 = 𝑇𝑇 . (2.69) 

 

The simplified matrix 𝑴𝑴s is attractive for practical use because the matrix 𝑴𝑴  for a multi-component 

system becomes complex, increasing the number of components. On the other hand, when using 𝑴𝑴s , 

spurious oscillations are generated at the material interface, as shown in Section 2.3.1. Thus, the following 

option for the definition of 𝜑𝜑 can be considered: 

 

𝜑𝜑 = 𝑇𝑇 and 𝑌𝑌1. (2.70) 

 

The temporal variations (Eqs. (2.67a) and (2.67b)) were kept equal to zero using Eqs. (2.70), and the pressure 

and temperature equilibria are satisfied at the material interface(∆𝑇𝑇 = 0,∆𝑌𝑌1 ≠ 0)  despite using the 

simplified preconditioning matrix 𝑴𝑴s. The definitions of the numerical flux, such as those in Eqs. (2.68a) 

and (2.68b), are equal in that 𝜑𝜑 is considered uniform at a certain control volume [𝑗𝑗 − 1 2⁄ , 𝑗𝑗 + 1 2⁄ ]. As 

discussed in Section 2.3.1, Eqs. (2.70) enable the avoidance of spurious oscillations for the numerical method 

with the simplified preconditioning matrix. Finally, the residuals 𝓡𝓡2 are obtained as follows: 

 

𝓡𝓡2 =
𝜕𝜕𝑭𝑭𝑖𝑖

𝑙𝑙

𝜕𝜕𝑥𝑥 =
�𝑭𝑭�̃�𝑖+1 2⁄

L �𝑸𝑸�𝑖𝑖+1 2⁄
L ,𝑸𝑸�𝑖𝑖+1 2⁄

R ; 𝜑𝜑𝑖𝑖� − 𝑭𝑭�̃�𝑖−1 2⁄
R �𝑸𝑸�𝑖𝑖−1 2⁄

L ,𝑸𝑸�𝑖𝑖−1 2⁄
R ; 𝜑𝜑𝑖𝑖��

𝑙𝑙

∆𝑥𝑥 . (2.71) 

 

The thermophysical properties and conservative variables are updated to the next time step from the 

unknown variables. When adopting the DFM, a unique numerical flux cannot be defined at the cell interface. 
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Thus, conservative errors are inevitably generated, and this is a so-called quasi-conservative method. In this 

study, the total density is a function of pressure, temperature, and mass fraction, and is updated using the EoS. 

Hence, the conservation errors were generated not only in the total energy but also in the mass and momentum. 

In this section, I employ a first-order upwind scheme and explicit time integration for the simple discussion 

about the spurious oscillations. The errors induced by these properties also occur in general numerical scheme. 

In the following section, the conservation errors for the mass, momentum, and total energy are quantified 

using DFM. 

 

2.4 Numerical results 

2.4.1 One-dimensional advection problems 
One-dimensional advection problems were simulated to demonstrate the numerical oscillations with and 

without DFM in fluids with different temperatures and binary fluids. The fundamental equations solved in 

this subsection are the Euler system. The pressure was set to 3.0 MPa, which is above the critical pressure of 

n-dodecane. The advection velocity is 1.0 m/s. The Mach number based on the initial velocity is 6.2×10-3 at 

800 K. The total computational grid number was 100, and the grid spacing was uniform. The computational 

domain is 𝑥𝑥 ∈ [0,1] m with periodic boundary conditions. The Courant–Friedrichs–Lewy (CFL) number in 

the physical time step was set to 1.0. The CFL numbers for the pseudo-time step were set to 0.5 in these and 

following simulations, the local time stepping was employed, and 𝛿𝛿𝜏𝜏 𝛿𝛿𝑡𝑡⁄  in this section was less than unity. 

The numerical results are compared with the exact solutions, and the conservation errors due to the DFM 

procedure were quantified.  

The advection of n-dodecane with an interface of different temperatures was simulated with and without 

DFM in the preconditioned numerical method. The initial conditions were set by providing sharp jumps in 

temperature, as follows: 

 

𝑇𝑇 = �𝑇𝑇max = 800 K,
𝑇𝑇min = 400 K,

0.25 m < 𝑥𝑥 <  0.75 m
otherwise . (2.72) 

 

Because the temperature conditions are set to cross the pseudo-boiling line, large thermophysical property 

changes such as density and enthalpy jumps exist in the computational domain.  

Figure 2.2 shows the profiles of the pressure variation from an initial value, velocity, temperature, and 

density at 𝑡𝑡 = 0.05 s. In this test case, the inner iteration of dual time-stepping is set to 50 to decrease the 

temperature residual by 10 orders of magnitude. As shown in Section 2.3.1, the spatial variation in density 

causes spurious oscillations. Therefore, the pressure equilibrium could not be maintained in the simulation 

without the DFM. The numerical result with DFM enables the simulation of n-dodecane at different 

temperatures without spurious oscillations, despite the large thermophysical property jumps, and the results 

are consistent with the exact solutions.  
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As an example of multicomponent flow, the advection of the interface between n-dodecane and 

propylene at a uniform temperature is simulated. The initial conditions are given by sharp jumps in the mass 

fraction as follows: 

 

𝑌𝑌1 = �
𝑌𝑌1,max = 1,
𝑌𝑌1,min = 0,

0.25 m < 𝑥𝑥 <  0.75 m
otherwise . (2.73) 

 
𝑌𝑌1 is the mass fraction of n-dodecane. The temperature is set to a uniform value at 900 K. Figure 2.3 displays 

the profiles of the pressure variation from an initial value, velocity, temperature, and density at 𝑡𝑡 = 0.05 s 
for the numerical results of the original preconditioned numerical method without DFM, the simplified 

preconditioned numerical method without and with DFM. The original preconditioned numerical method 

reproduces consistent results even without DFM treatment for the binary fluid problem. The simplified 

preconditioning matrix is another choice for the binary fluid problem in terms of ease of implementation. 

The numerical results obtained using the simplified preconditioned numerical method indicate that the DFM 

treatment of the binary fluid is essential to avoid spurious oscillations. The effects of acoustics are not 

important in these and following numerical simulations. Further discussion and careful treatment are needed 

if the simplified matrix is used for general flow problems. 

 

  
(a) Pressure variation (b) Velocity 

  
(c) Temperature (d) Density 

Figure 2.2. Profiles of a one-dimensional advection of n-dodecane interface at 𝑡𝑡 = 5.0 × 10−2 s. 
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(a) Pressure variation (b) Velocity 

  
(c) Temperature (d) Density 

Figure 2.3. Profiles of a one-dimensional advection of material interface of n-dodecane and propylene at 

𝑡𝑡 = 5.0 × 10−2 s. 

 

Figure 2.4 demonstrates the convergence history during inner iterations of dual time-stepping at physical 
𝑡𝑡 = 5.0 × 10−2 s. When using the original matrix 𝑴𝑴 , the residual dropped to ten orders of magnitude within 

50 inner iterations. The errors caused by the simplified matrix 𝑴𝑴s as Eqs. (2.67a) and (2.67b) not only 

induced numerical oscillations but also caused the convergence in the inner iteration to deteriorate. The DFM 

improves convergence to the same order as that obtained using the original matrix 𝑴𝑴 . 

The conservation errors using DFM were evaluated to confirm the reliability of the proposed method. 

A conservation-error analysis was conducted for the mass, momentum, and total energy for a one-

dimensional advection. The conservation errors at time step n are defined as follow: 

 

𝜀𝜀𝑛𝑛 = �
∑ (𝑊𝑊𝑛𝑛 − 𝑊𝑊0)𝑖𝑖max

𝑖𝑖=1

∑ 𝑊𝑊0𝑖𝑖max
𝑖𝑖=1

�. (2.74) 

 

Here, 𝑊𝑊0 is the conservative variables [𝜌𝜌, 𝜌𝜌𝑢𝑢,𝐸𝐸]T at the initial condition.  

Figure 2.5 shows the conservation errors on a one-dimensional advection of the n-dodecane interface 

and material interface of n-dodecane and propylene. For advection of the n-dodecane interface, Figure 2.5(a) 

shows that the conservation error gradually increases with physical time, reaching 2.1% for total energy error 

and 2.3% for mass and momentum error at 𝑡𝑡 = 0.1 s. In the case of material interface advection, the trend 
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of increasing conservation errors is the same as those in n-dodecane interface; however, the errors for all 

conserved quantities are smaller than those in the n-dodecane interface advection problem because of the 

smaller spatial variations in density and enthalpy that cause the errors. While the conservation error due to 

the DFM should be discussed with the numerical results in each computational condition, Abgrall and Karni 
[8] showed that the DFM reproduced reasonable results even for flows with strong shock waves. In this study, 

I simulated the natural and mixed convection of binary and multicomponent fluid flows near the critical point. 

The conservation errors come out to be the same as in this section. 

 

 
Figure 2.4. Comparison of convergence history during inner iterations of dual time-stepping at physical 

𝑡𝑡 = 5.0 × 10−2 s. 

 

  
(a) n-dodecane interface (b) material interface between n-dodecane and 

propylene 

Figure 2.5. Conservation errors for a one-dimensional advection. 
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The influence of conservation errors because of the DFM on the spatial accuracy is evaluated. For a 

computational grid with 𝑁𝑁1 and 𝑁𝑁2 cells in one direction with errors 𝐸𝐸1 and 𝐸𝐸2 respectively, the spatial 

accuracy 𝒪𝒪(∆𝑥𝑥𝑛𝑛) can be written as follows:  

 

𝒪𝒪(∆𝑥𝑥𝑛𝑛) = ln �𝐸𝐸2
𝐸𝐸1

� ln �𝑁𝑁1
𝑁𝑁2

�. (2.75) 

 

Where the temperature error (L2 norm) is expressed by the difference from the exact solutions as follows: 

 

Error = 1
𝑁𝑁2

⎷

�� � �𝑇𝑇𝑖𝑖 − 𝑇𝑇𝑒𝑒,𝑖𝑖�2
𝑖𝑖𝑚𝑚𝑖𝑖𝑗𝑗

𝑖𝑖=1
. (2.76) 

 

Where 𝑁𝑁  indicates the total grid number. Table 2.1 and Figure 2.6 shows the temperature error (L2 norm) 

with respect to the computational grid number on the one-dimensional advection of the n-dodecane interface. 

When the number of computational grids is small, the spatial accuracy is degraded because of the 

conservation error by DFM and is smaller than the theoretical accuracy of 2. As the grid number increases, 

the conservation error by DFM decreases [10], and the spatial accuracy converges to the theoretical accuracy. 
 

Table 2.1. Error (L2 norm) with respect to the computational grid number 

Computational grid number Error (L2 norm) 𝒪𝒪(∆𝑥𝑥𝑛𝑛) 

50 1.65E-02  

100 4.82E-03 1.80 

200 1.37E-03 1.82 

400 3.81E-04 1.86 

800 1.00E-04 1.93 

 

 
Figure 2.6. Temperature error (L2 norm) with respect to the computational grid number on the one-

dimensional advection of the n-dodecane interface. 
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2.4.2 Two-dimensional advection of methane in the n-dodecane atmosphere 
An advection problem of binary hydrocarbons is carried out to examine the behavior of the present method 

for multicomponent flow, extending to a two-dimensional Euler problem. I consider a system that uses the 

original matrix 𝑴𝑴   without simplification. A schematic of this simulation is shown in Figure 2.7. The 

temperatures of methane and n-dodecane are 900 K and 400 K, respectively, and a temperature jump exists 

at the material interface. The pressure is set to 6.0 MPa, which is above the critical pressure of n-dodecane 

and methane. The Mach number based on the initial velocity is 5.2 × 10−3 in n-dodecane. This situation is 

similar to the hydrocarbon flow in the regenerative cooling channel. The grid has 100×100 points in the x- 

and y-directions. The gravitational force in the source term was ignored in this section. The CFL number in 

the physical time step was set to 1.0 and 𝛿𝛿𝜏𝜏 𝛿𝛿𝑡𝑡⁄  was less than unity. The inner iteration of dual time-stepping 

was set to 50 to decrease the residual by 10 orders of magnitude. Comparisons were made between the results 

without DFM and those with DFM.  

Figure 2.8 shows the results for the pressure, velocity in the x-direction, and temperature at 𝑡𝑡 = 10−4 s 
without the DFM. In this configuration, the initial uniform pressure and velocity should be maintained. 

However, the results indicate that spurious oscillations cannot be avoided at the material interface where the 

temperature is non-uniform. As shown in Figures 8(a) and 8(b), the pressure and velocity equilibria cannot 

be maintained near the interface. Note that, although not shown here, spurious oscillations do not occur at 

the material interface if the temperature is uniform, as already shown in Section 2.3.1. 

Figure 2.9 shows the results of the DFM for the same test case, as shown in Fig. 2.8. In contrast to the 

results in Fig. 2.8, the pressure and velocity equilibria were maintained at the interface. Despite the material 

interface and temperature jump, the present method demonstrates the robustness and multidimensional 

capability of the binary fluid flow problem. 

 

 

Figure 2.7. Schematic of two-dimensional advection problem. 

 

Methane

n-dodecane

y

x
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 (a) Pressure variation (Pa)  (b) Velocity (m/s)  (c) Temperature (K) 

Figure 2.8. Two-dimensional advection at 𝑡𝑡 = 10−4 s without the DFM. 

 

   
 (a) Pressure variation (Pa)  (b) Velocity (m/s)  (c) Temperature (K) 

Figure 2.9. Two-dimensional advection at 𝑡𝑡 = 10−4 s with the DFM. 

 

2.4.3 Natural convection of n-dodecane in a square cavity 
A natural convection problem under transcritical conditions was simulated to show the further capability of 

the present method at very low Mach number conditions. Figure 2.10 shows a schematic of the two-

dimensional natural convection in a square cavity. Nonslip and isothermal conditions were imposed for the 

right and left sides of the cavity. The temperatures of the right and left sides were 445 K and 885 K, 

respectively, which were below and above the critical temperature. The nonslip and adiabatic wall conditions 

were imposed on the top and bottom of the cavity. The initial fluid temperature was 445 K, and the initial 

fluid pressure was set to 2.1 MPa. The initial density is set to the standard density. The source term in Eq. 

(2.1) was treated explicitly in the natural convection flow problem and the following pyrolytic reaction flow 

problem. I simulated the natural convection of n-dodecane for Rayleigh numbers of 104, 105, and 106, which 

is a low Mach number condition of less than 1.0×10-4. The grids used here are 41×41(coarse), 

201×201(medium), and 301×301(fine). The fluid was n-dodecane in the entire computational domain, and 

the pyrolysis of n-dodecane was ignored in these cases. In these cases, the physical time step was set to 10－

5 at all grid points to compare the flow field at the same physical time, and 𝛿𝛿𝜏𝜏 𝛿𝛿𝑡𝑡⁄  was less than unity. 

Figure 2.11 displays the convergence history for the natural convection of supercritical n-dodecane using 

a 41×41 grid system. The residuals decrease by four orders of magnitude within 15 iterations in all conditions, 

even under low Mach number conditions.  
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Figure 2.10. Schematic of two-dimensional natural convection of n-dodecane under a transcritical 

condition. 
 

 
Figure 2.11. Convergence history of the DTS inner iterations at three Rayleigh number. 

 

Figure 2.12 shows the contours of temperature, density, and pressure for the results with and without 
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fluid. The spatial variation of the density in the cavity was quite large because of the temperature condition 

crossing the pseudo-boiling line. The results with the DFM exhibit a reasonable pressure distribution. In 

contrast, the result without the DFM exhibits a large pressure oscillation. The pressure oscillation occurs at 

the transcritical interface only in the result without the DFM owing to the large spatial variation of the density. 
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The pressure oscillation affects the formation of the thermal plume, which results in a difference in the 

temperature and velocity distributions. 

 

  
with DFM without DFM 

(a) Temperature (K)  

  
with DFM without DFM 

(b) Density (kg/m3) 

  
with DFM without DFM 

(c) Pressure variation (Pa) 

Figure 2.12. Numerical results of n-dodecane natural convection using 41×41 grid at 𝑅𝑅𝑖𝑖 = 106 and 𝑡𝑡 =
0.05 s. 
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Figure 2.13 shows the velocity profiles in the x-direction for each grid system at 𝑥𝑥 = 0.1. For the DFM 

results, a smooth profile is obtained in all grid systems. Although the velocity profiles without DFM using 

fine and medium grids are similar to the results with DFM, the profile without DFM using a coarse grid is 

clearly different from the other results. The oscillated velocity profile is related to the pressure distribution 

without the DFM in Figure 2.12(c). Despite the absence of DFM, the results using fine and medium grids 

showed similar velocity profiles to those with DFM, because the finer grid enabled the capture of the spatial 

gradient of density, which induced numerical oscillations. 

 

  

  with DFM   without DFM 

Figure 2.13. Velocity profiles in the x-direction for each grid system at 𝑥𝑥 = 0.1, 𝑅𝑅𝑖𝑖 = 106, and 𝑡𝑡 =
0.05 s. 

 

2.4.4 N-dodecane flows with pyrolysis reaction in a heated circular pipe 
N-dodecane flows with a pyrolysis reaction under transcritical conditions are simulated in a heated circular 

pipe as a practical flow problem for multicomponent fluid flows and transcritical flows. A simplified 

preconditioning matrix 𝑴𝑴s  was used in all cases of this section because the implementation for multi-

component flows was easier than the original preconditioning matrix. Figure 2.14 shows a schematic of a 
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pipe radius is 1.975 mm. The inlet mass flow rate, inlet temperature, and outlet pressure are 60 g/min, 623 K, 

and 2.0 MPa, respectively. Isothermal conditions at 1023 K were imposed in the heating section, which was 

above the critical temperature. Mach number based on the inlet flow is 7.3×10－4. The gravitational force in 

the source term was ignored in this section. N-dodecane decomposes by pyrolysis above 800 K, resulting in 

a multicomponent flow in the heating channel by the decomposed components. The axisymmetric and 

endothermic energy terms were added to the fundamental equation in Eq. (2.1). The physical time step was 
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1 does not affect the converged solutions. The inner iteration of dual time-stepping was set to 10 to decrease 

the residual by 3 orders of magnitude. The production rate and endothermic energy were estimated using a 

zero-dimensional pyrolysis reaction modeling method, which considers 16 decomposed components (H2, 

CH4, C2H4, C2H6, C3H6, C3H8, 1-C4H8, n-C4H10, 1-C5H10, n-C5H12, n-C6H14, n-C7H16, n-C8H18, n-C9H20, n-

C10H22, and n-C11H24). The zero-dimensional pyrolysis reaction modeling methodis presented in detail in 

Chapter 3. Table 2.2 shows the critical density, temperature, and pressure of the decomposed components 

calculated using REFPROP.  
Figure 2.15 shows the contours of temperature, density, and mass fraction of unreacted n-dodecane with 

and without DFM in the heating section and the subsequent adiabatic section, scaling to 1/10 in the axial 

direction. The temperature was increased by the heated wall, and the thermal boundary developed along the 

flow channel. The mass fraction of unreacted n-dodecane decreased in the high-temperature region due to 

the pyrolysis reaction. The density changes rapidly near the heated wall because of the transition to the 

supercritical state and the decomposed lower hydrocarbon. The fluid temperature in the boundary layer was 

locally below the inlet temperature in the numerical results without the DFM. As discussed in Section 2.3.1, 

pressure and temperature oscillations at the material interface are inevitable when using a simplified 

preconditioning matrix. The temperature distribution affected the pyrolysis reaction and the mass fraction 

distribution. Therefore, spurious oscillation is a critical issue for actual flow problems in pyrolysis and 

transcritical flows. On the other hand, when applying the DFM, converged results without any spurious 

oscillations were obtained. DFM is effective in avoiding catastrophic situations caused by numerical errors, 

even when using a simplified preconditioning matrix. 

The outlet conversion rates of n-dodecane simulated by the present method were compared with the 

experimental data measured in the experimental apparatus developed by Kurihara [29] under different wall 

temperature conditions. Table 2.3 lists the computational and experimental conditions used. The inlet fluid 

temperature was slightly higher than that in the previous case. The radius and length of the heating pipe have 

the same configuration, as shown in Fig. 2.14. The outlet conversion rate at a position 54 mm behind the 

heating section was compared with the experimental data. Three grid systems were used as a grid 

convergence study in fine (201×101), medium (201×71), and coarse (201×41). The grid convergence for the 

axial direction was checked in Chapter 3. The errors in the outlet temperature between 201 and 501 for the 

axial direction were less than 0.5%. 

Figure 2.16 shows a comparison of the conversion rates between the simulation results and the 

experimental data. The error bars in the experimental data are defined as values within three standard 

deviations of the five experiments. Although the results of the coarse grid underestimate the experimental 

data for all wall temperature conditions, the results for the medium and fine grids are within the error bar. A 

comparison with experimental data demonstrates that the present method can reproduce the pyrolysis reaction 

of n-dodecane in a heated circular pipe. The proposed method enables stable simulation of hydrocarbon flows 

with pyrolysis, which has a drastic change in density near the heated wall. 
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Figure 2.14. Schematic of n-dodecane flow in a circular pipe under a transcritical condition. 

 

Table 2.2. Critical properties of n-dodecane and its decomposed components 

Components Chemical formula 𝑝𝑝𝑖𝑖 (MPa) 𝑇𝑇𝑖𝑖 (K) 𝜌𝜌𝑖𝑖 (kg/m3) 

Hydrogen H2 1.30 33.15 31.26 

Methane CH4 4.60 190.6 162.7 

Ethylene C2H4 5.04 282.4 214.2 

Ethane C2H6 4.87 305.3 206.2 

Propylene C3H6 4.56 364.2 229.6 

Propane C3H8 4.25 369.9 220.5 

1-butene C4H8 4.01 419.3 237.9 

N-butane C4H10 3.80 425.1 228.0 

1-pentene C5H10 3.60 465.7 242.0 

N-pentane C5H12 3.37 469.7 231.6 

N-hexane C6H14 3.04 507.8 233.2 

N-heptane C7H16 2.74 540.2 233.5 

N-octane C8H18 2.48 568.7 232.0 

N-nonane C9H20 2.28 594.6 232.1 

N-decane C10H22 2.10 617.7 233.3 

N-undecane C11H24 1.99 638.8 236.8 

N-dodecane C12H26 1.82 658.1 226.5 

 

x

y
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(a) Temperature (K), up: without DFM, down: with DFM. 

 

(b) Density (kg/m3), up: without DFM, down: with DFM. 

 

(c) Mass fraction of unreacted n-dodecane, up: without DFM, down: with DFM. 

Figure 2.15. Numerical results of the n-dodecane flows with pyrolysis under a transcritical condition. 

 

Table 2.3. Computational and experimental conditions for n-dodecane flows with pyrolysis reaction 

Pressure (MPa) 
Mass flow rate 

(g/min) 
Inlet temperature (K) Wall temperature (K) 

6.0 50 

695.10 823.15 

690.70 848.15 

695.62 873.15 

696.02 923.15 

699.14 973.15 

696.34 998.15 

𝑇𝑇 (𝐾)

1023

555

𝜌𝜌 (kg/m3)

440

7

𝑌𝑌1

1

0
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Figure 2.16. Numerical results of conversion rates with experimental data. 

 

2.5 Conclusions 
A double-flux model coupled with the preconditioning method was developed to simulate multicomponent 

fluid flows in transcritical conditions. The original preconditioning matrix and simplified preconditioning 

matrix were used for low Mach-number flows, such as natural and mixed convective flows, where the 

simplified preconditioning matrix omitted the partial derivatives with respect to mass fractions. The 

thermophysical properties were calculated using the Helmholtz free-energy EoS defined in REFPROP. 

Amagat’s mixture law and Wilke’s mixing law were used to determine the thermophysical properties of the 

mixture. First, in a one-dimensional Euler system, I derived the temporal variation of the unknown variables 

in the case of a single fluid interface for different temperatures, and also at the material interface for a uniform 

fluid temperature. The temporal variation in the preconditioned system indicated that the uniform mass 

fraction and temperature in the double-flux approach improved the pressure and temperature equilibrium if 

the simplified preconditioning matrix was used, while the original preconditioning matrix was satisfied by 

the uniform temperature assumption. One- and two-dimensional advection problems with and without the 

double flux treatment were simulated to demonstrate the numerical oscillations for the flows at different 

temperatures or binary fluids. The present method enabled the simulation of the binary fluid flow and the 

fluid flow with a large temperature difference without spurious oscillations, although the double flux 

treatment affected the conservation of not only the total energy but also the mass and momentum, owing to 

the preconditioning matrix. The numerical simulation of natural convective flows in a square cavity 

demonstrated the capability of a very low Mach-number flow problem with a large temperature difference 

crossing the pseudo-boiling line under supercritical pressure conditions. Finally, as a practical problem, n-

dodecane flows with the pyrolysis reaction in a heated circular tube were simulated assuming axisymmetric 

conditions. Pyrolysis occurred near the heating wall, and the density changed rapidly because of the transition 

to the supercritical state and the decomposed lower hydrocarbon in the thermal boundary. The numerical 

results without any spurious oscillations were obtained using the proposed method. A comparison with 
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experimental data showed that the present method could reproduce the pyrolysis reaction of n-dodecane in a 

heated circular pipe. These results indicate that the double-flux model with the preconditioning method is a 

useful approach to reproduce the temperature and velocity profiles without spurious oscillations because they 

have a crucial effect on the pyrolysis reaction in thermal hydrocarbon flows.  
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Chapter 3 

Pyrolysis reaction modeling and 

flow simulation of 

supercritical hydrocarbon 
 
3.1 Introduction 
Reusable launch vehicles have been proposed by the Japan Aerospace Exploration Agency, and the use 
of the rocket-based combined-cycle engine incorporating a conventional rocket engine into the scramjet 
duct is planned for this purpose [1]. The regenerative cooling system using hydrocarbon fuels is a crucial 
technology for preventing thermal damage to engine systems. Since hydrocarbon fuel can be stored at 
room temperature and has a higher density than has liquid-hydrogen fuel, the tank volume can be small, 
and it is easy to handle. Although hydrocarbon fuel has the preferred features for fuel in aerospace 
aircraft, it has the disadvantage of small heat absorption due to a low specific heat capacity. Therefore, 
the use of an additional heat sink brought about by the endothermic pyrolysis reaction to improve the 
cooling capacity is being considered. To design a reliable and efficient regenerative cooling system, it 
is necessary to establish a numerical method to understand the pyrolysis characteristics and hydrocarbon 
flows in the cooling channel. 

Ward et al. [2] developed the proportional-product-distribution model of pyrolysis reaction and 
simulated it for n-decane and n-dodecane in a circular pipe under supercritical-pressure conditions. Jiang 
et al. [3] developed a pyrolysis reaction model based on their experiments using tubes of various lengths. 
The reaction model included 18 chemical species and 24 elementary reactions. Zhu et al. [4] performed 
pyrolysis experiments on n-decane under supercritical-pressure conditions and developed a global 
reaction model including 18 components using experimental data with a conversion rate of less than 
13%. To date, detailed reaction models considering many secondary reactions or decomposed 
components have been proposed, and they have been consistent with experimental data; however, in 
practice, evaluation of the accuracy and limitations of the simple pyrolysis reaction model is still crucial. 
In previous research [5], I developed an n-octane pyrolysis reaction model that does not require any 
preliminary experiments, which is based on zero-dimensional-reaction simulations by Cantera [6] and 
the KUCRS [7] model. Aviation-jet fuels such as kerosene consist of a mixture of several hydrocarbons, 
and the main components include not only straight-chain hydrocarbons such as n-octane and n-
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dodecaned but also cyclic hydrocarbons. These hydrocarbons respectively occur under different 
pyrolysis reactions, and the thermophysical properties are not the same. Although the pyrolysis reactions 
and thermophysical properties are expected to have a significant effect upon the flows in the cooling 
channel, the difference in the flow among these hydrocarbons has not been fully clarified. 

In this study, I extend previous pyrolysis reaction model [5] for n-octane to n-dodecane. I perform 
zero-dimensional reaction simulations of n-dodecane using Cantera [6] and the JetSurf model proposed 
by Wang et al. [8] and define the reaction equation, reaction rate constant, and endothermic energy. The 
pyrolysis reaction model incorporates numerical method [9] based on the preconditioning method for 
solving the compressible Navier–Stokes equations using the Reference Fluid Thermodynamic and 
Transport Properties Database (REFPROP) [10]. I simulate the supercritical n-dodecane flows in a heated 
circular pipe with pyrolysis, assuming an axisymmetric flow. The numerical results are compared with 
those of experiment to validate the present numerical methods. The simulated results were compared 
with those for n-octane to clarify the effects of different thermophysical properties upon the flows. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



59 
 

Nomenclature  
𝐶𝐶𝑝𝑝 isobaric specific heat  

𝑒𝑒 total internal energy per unit volume 

𝜃𝜃0 endothermic energy per unit mass by pyrolysis 

𝐽𝐽 Jacobian of transformation 

𝑘𝑘 turbulent kinetic energy 

𝑝𝑝 pressure 

𝑃𝑃 radius of a circular channel 
𝑠𝑠𝑌𝑌𝑛𝑛

 production term of the nth component by pyrolysis 

𝑇𝑇  temperature 

𝑇𝑇w wall temperature in the heating section 

𝑇𝑇in inlet temperature in the test section 

𝑡𝑡 time 

𝑈𝑈𝑖𝑖 contravariant velocities (𝑖𝑖 = 1, 2) 

𝑢𝑢𝑖𝑖 velocities (𝑖𝑖 = 1, 2) 

𝑥𝑥𝑖𝑖 Cartesian coordinates (𝑖𝑖 = 1, 2) 

𝑌𝑌0 mass fraction of unreacted hydrocarbon 

𝑌𝑌𝑛𝑛 mass fraction of the nth decomposed component 

Greek symbol 
𝛿𝛿𝑖𝑖𝑖𝑖 Kronecker delta (𝑖𝑖, 𝑗𝑗 = 1, 2) 

𝜃𝜃 preconditioning parameter 

𝜅𝜅 thermal conductivity  

𝜅𝜅𝑡𝑡 eddy thermal conductivity  

𝜇𝜇 molecular viscosity 

𝜇𝜇𝑡𝑡 eddy viscosity 

𝜉𝜉𝑖𝑖 general curvilinear coordinates (𝑖𝑖 = 1, 2) 

𝜌𝜌 density 
𝜏𝜏𝑖𝑖𝑖𝑖 viscous stress tensors (𝑖𝑖, 𝑗𝑗 = 1, 2) 

𝜔𝜔 specific turbulent dissipation rate 
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3.2 Numerical method 

3.2.1 Fundamental equations 

The fundamental equations are the two-dimensional axisymmetric Navier–Stokes equations coupled with the 

conservation equations of turbulent kinetic energy (TKE), specific turbulent dissipation rate, and species. For 

the RANS turbulence model, I employ the 𝑘𝑘-𝜔𝜔 SST+M𝜏𝜏 model proposed by Kawai and Oikawa [11]. The 

preconditioning method [12] is applied to the set of fundamental equations and can be written in the following 

vector form: 

 

𝜞𝜞 𝜕𝜕𝑸𝑸�
𝜕𝜕𝑡𝑡 + 𝜕𝜕𝑭𝑭𝑖𝑖

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺 + 𝑯𝑯 = 0  (𝑖𝑖 = 1, 2), (3.1) 

 

where 

 

𝜞𝜞 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃 0 0 𝜌𝜌𝑇𝑇 0 0 0 ⋯ 0
𝜃𝜃𝑢𝑢1 𝜌𝜌 0 𝜌𝜌𝑇𝑇 𝑢𝑢1 0 0 0 ⋯ 0
𝜃𝜃𝑢𝑢2 0 𝜌𝜌 𝜌𝜌𝑇𝑇 𝑢𝑢2 0 0 0 ⋯ 0

𝜃𝜃ℎ − 1 + 𝜌𝜌ℎ𝑝𝑝 𝜌𝜌𝑢𝑢1 𝜌𝜌𝑢𝑢2 𝜌𝜌𝑇𝑇 ℎ + 𝜌𝜌ℎ𝑇𝑇 0 0 0 ⋯ 0
𝜃𝜃𝑘𝑘 0 0 𝜌𝜌𝑇𝑇 𝑘𝑘 𝜌𝜌 0 0 ⋯ 0
𝜃𝜃𝜔𝜔 0 0 𝜌𝜌𝑇𝑇 𝜔𝜔 0 𝜌𝜌 0 ⋯ 0
𝜃𝜃𝑌𝑌0 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌0 0 0 𝜌𝜌 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 0 ⋱ 0

𝜃𝜃𝑌𝑌𝑛𝑛 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌𝑛𝑛 0 0 0 0 𝜌𝜌⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑸𝑸� = 𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝑝𝑝
𝑢𝑢1
𝑢𝑢2
𝑇𝑇
𝑘𝑘
𝜔𝜔
𝑌𝑌0
⋮

𝑌𝑌𝑛𝑛

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,  

𝑭𝑭𝑖𝑖 = 𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝜌𝜌𝑈𝑈𝑖𝑖

𝜌𝜌𝑢𝑢1𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥1

𝑝𝑝

𝜌𝜌𝑢𝑢2𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥2

𝑝𝑝

(𝑒𝑒 + 𝑝𝑝)𝑈𝑈𝑖𝑖
𝜌𝜌𝑘𝑘𝑈𝑈𝑖𝑖
𝜌𝜌𝜔𝜔𝑈𝑈𝑖𝑖
𝜌𝜌𝑌𝑌0𝑈𝑈𝑖𝑖

⋮
𝜌𝜌𝑌𝑌𝑛𝑛𝑈𝑈𝑖𝑖
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𝜞𝜞  is a preconditioning matrix, and 𝜃𝜃 is the preconditioning parameter defined by Weiss and Smith [12]. 𝑸𝑸�, 
𝑭𝑭𝑖𝑖, 𝑭𝑭𝒗𝒗𝑖𝑖, 𝑺𝑺, and 𝑯𝑯 are the vectors of unknown primitive variables, inviscid flux, viscous flux, the source 
term, and the axisymmetric term, respectively. 𝜎𝜎𝑗𝑗𝑖𝑖, 𝜎𝜎𝜔𝜔𝑖𝑖, 𝑠𝑠𝜔𝜔, and 𝑠𝑠𝑗𝑗 are defined by Kawai and Oikawa [11]. 

The preconditioned flux-vector-splitting method and the preconditioning LU-SGS scheme proposed by 

Yamamoto [13] are employed as numerical methods in the present work. 

 

3.2.2 Pyrolysis reaction model of hydrocarbons 

I performed the zero-dimensional (0-D) isothermal-isobaric reaction considering 62 elementary reactions and 

348 chemical species at 6.0 MPa using JetSurf [8] and Cantera [6]. The pyrolysis reaction of n-dodecane for 

0.9 s was simulated at 800, 820, 900, 950, and 1000 K, respectively. Figure 3.1 shows the simulated molar 

fractions for the decomposed components comparing with the experimental data [14]. The white bars indicate 

the 0-D simulation results at the temperature of 1000 K, the conversion rate of 9.8%, and the pressure of 6.0 

MPa. The black bars indicate the experimental data for the flows in a heated circular pipe at the wall 

temperature of 1013 K, the conversion rate of 9.8%, and the pressure of 6.0 MPa, details of which are given 

in reference [14]. Since all error bars expressed by the standard deviation for the five experimental data are 

within 0.5%, these are omitted in the Fig. 3.1. In the experiment, the sum of the molar fractions of CH4, C2H4, 

C2H6, C3H6, and C3H8 exceeded 60% of the total; thus, these substances greatly influence the reaction heat 

and the mixture’s thermophysical properties. The molar fractions of these major components were consistent 

with the experimental results; however, the incorporation of all elementary reactions and species considered 

in the 0-D reaction simulation into the flow simulation is unrealistic because of the large computational cost. 

Therefore, the pyrolysis reaction of n-dodecane in the flow simulation can be simplified into a one-step 

reaction as follows: 

 

C12H26 → 0.003H2 + 0.105CH4 + 0.156C2H4 + 0.106C2H6 + 0.121C3H6 + 0.068C3H8

+ 0.103C4H8 + 0.024C4H10 + 0.084C5H10 + 0.011C5H12 + 0.075C6H14

+ 0.046C7H16 + 0.035C8H18 + 0.028C9H20 + 0.025C10H22 + 0.010C11H24. 

(3.2) 

 

The molar fractions of decomposed components are obtained by the arithmetic average value of the 0-D 

simulation results under each temperature condition. Note that the alkenes above C5 are not considered for 

simplicity, and these molar fractions are added to those of alkanes with the same carbon number. The reaction 

rate of n-dodecane can be expressed as 

 

𝑑𝑑[C12H26]
𝑑𝑑𝑡𝑡 = −𝑘𝑘𝑖𝑖[C12H26], (3.3) 

 

where 𝑘𝑘𝑖𝑖 is a reaction rate constant. Using the Alenius equation, 𝑘𝑘𝑖𝑖 is mathematically expressed as follow:  
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𝑘𝑘𝑖𝑖 = 𝐴𝐴 exp�− 𝐸𝐸𝑖𝑖
𝑅𝑅𝑇𝑇�. (3.4) 

 
𝐴𝐴  is the frequency factor, and 𝐸𝐸𝑖𝑖  is the activation energy. Figure 3.2 shows the Arrhenius plots of n-

dodecane pyrolysis reaction. The intercept and slope of this plot give the value of 𝐴𝐴 = 2.47 × 1015 s−1 and 

𝐸𝐸𝑖𝑖 = 259.39 kJ mol⁄ . These values are close to the available reference values as shown in Table 3.1. 

 

 

Figure 3.1. Simulated mole fraction of decomposed components with experimental data. 

 

 
Figure 3.2. Arrhenius plot of n-dodecane pyrolysis reaction calculated by Cantera. 
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Table 3.1. Arrhenius equation parameters used in the CFD simulations 

Parent fuel 

Present 0-D model, 

𝑃𝑃 = 6.0 MPa and 

𝑇𝑇 = 800– 1000 K 

Ward et al. [2], 

𝑃𝑃 = 3.45 MPa and 

𝑇𝑇 = 773– 873 K 

Zhou and Crynes [15], 

𝑃𝑃 = 9.2 MPa and 

𝑇𝑇 = 523– 713 K 

𝐸𝐸𝑖𝑖, kJ mol⁄   𝐴𝐴, s−1 𝐸𝐸𝑖𝑖, kJ mol⁄  𝐴𝐴, s−1 𝐸𝐸𝑖𝑖, kJ mol⁄  𝐴𝐴, s−1 

N-dodecane 259.39 2.47 × 1015 271.96 1.0 × 1016 271.96 3.7 × 1016 

 

3.2.3 Thermophysical properties model for fluid mixture 

The fed hydrocarbons, such as n-dodecane and n-octane, are decomposed into hydrocarbons with a smaller 

molecular weight above about 800 K by the pyrolysis reaction. Each component has unique thermophysical 

properties. In this study, I employ the Helmholtz-type equation of state defined in REFPROP to calculate 

each component’s properties. The mixture’s properties are defined by Amagat’s mixture law, and the details 

are shown by Li et al. [16]. The mixture density, internal energy, enthalpy, and entropy are given as follows: 

 

𝜑𝜑(𝑝𝑝, 𝑇𝑇 ) = � 𝑌𝑌𝑖𝑖𝜑𝜑𝑖𝑖(𝑝𝑝, 𝑇𝑇 )
𝑁𝑁

𝑖𝑖=1
. (3.5) 

 

Here, 𝜑𝜑𝑖𝑖 indicates the density, internal energy, enthalpy, or entropy for each component. The partial 

derivatives, 𝜌𝜌𝑝𝑝，𝜌𝜌𝑇𝑇，ℎ𝑝𝑝，and ℎ𝑇𝑇  are defined as follows: 

 

𝜌𝜌𝑝𝑝 = 𝜌𝜌2 �
𝑌𝑌𝑖𝑖
𝜌𝜌𝑖𝑖

2
𝜕𝜕𝜌𝜌𝑖𝑖
𝜕𝜕𝑝𝑝

𝑁𝑁

𝑖𝑖=1
, (3.6a) 

𝜌𝜌𝑇𝑇 = 𝜌𝜌2 �
𝑌𝑌𝑖𝑖
𝜌𝜌𝑖𝑖

2
𝜕𝜕𝜌𝜌𝑖𝑖
𝜕𝜕𝑇𝑇

𝑁𝑁

𝑖𝑖=1
, (3.6b) 

ℎ𝑝𝑝 = � 𝑌𝑌𝑖𝑖
𝜕𝜕ℎ𝑖𝑖
𝜕𝜕𝑝𝑝

𝑁𝑁

𝑖𝑖=1
, (3.6c) 

ℎ𝑇𝑇 = � 𝑌𝑌𝑖𝑖
𝜕𝜕ℎ𝑖𝑖
𝜕𝜕𝑇𝑇

𝑁𝑁

𝑖𝑖=1
. (3.6d) 

 

Figure 3.3 compares the densities among pure n-dodecane, pure n-octane, completely decomposed n-

dodecane, and completely decomposed n-octane at 6.0 MPa. The maximum difference for the pure fed 

hydrocarbons is 200 kg/m3 near 700 K; with increasing temperature, this difference becomes small. The 

decomposed components’ mixture densities are much smaller than the density of the pure fed hydrocarbons, 

reaching less than 30 kg/m3 from 800 to 1000 K. The species and proportion of decomposed components are 
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similar between n-dodecane and n-octane; therefore, the difference of density between completely 

decomposed n-dodecane and n-octane is less than 2.0 kg/m3 at 900 K. 

 

 
Figure 3.3. Comparison of the densities among pure n-dodecane, pure n-octane, completely decomposed 

n-dodecane, and completely decomposed n-octane at 6.0 MPa. 

 

3.3 Numerical results and discussion 

3.3.1 Supercritical n-dodecane flows in a heated circular pipe 
Figure 3.4 shows a schematic of the test section used to measure the supercritical n-dodecane flows. The test 

section consists of an adiabatic section of 101 mm, a heating section of 220 mm, and another adiabatic section 

of 56 mm. The flow path is a stainless-steel pipe with an inner diameter of 3.95 mm. A heater is connected 

around the pipe in the heating section. The outer-wall temperature of the pipe in the heating section is 

measured with a thermocouple and controlled to a constant value to realize an isothermal-wall condition. The 

n-dodecane is heated to the temperature at which pyrolysis reaction starts in the test section. A preheater is 

connected upstream of the test section to achieve a constant inlet temperature. The inlet and outlet 

temperatures are measured with the thermocouple at the joints. The details of the experimental setup 

including a test section were shown in the past study by Kurihara et al. [14]. 

Figure 3.5 presents a schematic of the numerical simulation and computational grids. These grids have 

201 × 71 grid points. Like the experimental apparatus, the computational domain consists of three sections: 

an inlet adiabatic section of 101 mm, a heating section of 220 mm, and an outlet adiabatic section of 56 mm. 

The hydrocarbon flows were assumed to be axisymmetric. Table 3.2 shows Computational conditions for n-

dodecane flows in a circular tube. The inlet hydrocarbon temperatures are set to the experimental data 

measured at Tup. The wall temperature in the heating section is kept at a constant temperature.  

Figures 3.6 show the temperature and density contours at 𝑇𝑇𝑤𝑤 = 873.15 K, which scaled down to 1/10 

in the axial direction. In the figures, the flow direction is from left to right. The fluid temperature gradually 

increases toward the outlet, and the thermal boundary layer develops gradually. The temperature distribution 
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is almost uniform at the outlet cross section. The density decreases in the thermal boundary layer owing to 

thermal expansion. The inlet density is 396 kg/m3, whereas the density near the heated wall is about 200 

kg/m3. 

Figures 3.7 show the temperature and density contours at 𝑇𝑇𝑤𝑤 = 973.15 K. The temperature near the 

heated wall exceeds that at 𝑇𝑇𝑤𝑤 = 873.15 K. The temperature’s nonuniformity remains at the outlet cross 

section. The density in the flow channel is smaller than that at 𝑇𝑇𝑤𝑤 = 873.15 K because of the stronger 

heating and thermal expansion. Additionally, since n-dodecane decomposed into hydrocarbons which have 

a smaller density than n-dodecane above 800 K, the density near the heated wall is about 1/20 of fed n-

dodecane because of the decomposed components. 

 

 

Figure 3.4. Schematic of the test section. 

 

 

Figure 3.5. Schematic and computational grids for numerical simulations of circular pipe flows. 
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Table 3.2. Computational conditions for n-dodecane flows in a circular tube 

Pressure (MPa) Mass flow rate (g/min) Tin (K) Twall (K) 

6.0 50 

693.36 748.15 

691.56 773.15 

695.10 823.15 

690.70 848.15 

695.62 873.15 

696.02 923.15 

699.14 973.15 

696.34 998.15 

 

 

(a) Temperature 

 

(b) Density 

Figure 3.6. Contours of temperature and density at 𝑇𝑇𝑤𝑤 = 873.15 K. 

 

 

(a) Temperature 

 

(b) Density 

Figure 3.7. Contours of temperature and density at 𝑇𝑇𝑤𝑤 = 973.15 K. 

 

Figure 3.8 shows the outlet temperatures under each wall temperature condition. The black squares and 
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consistent with the experimental results, and the maximum error was 3.2%. Both the experimental and 

simulation results, the outlet temperature increase with the wall temperature condition, although the rate of 

increase tends to decrease at 𝑇𝑇𝑤𝑤 = 873.15 K or higher. 

 

 
Figure 3.8. Outlet temperature under each wall temperature condition. 

 

Figure 3.9 shows the outlet conversion rate under each wall temperature condition. The black bars and 

white bars indicate experimental and simulation results, respectively. All simulation results were within the 

error bars of experimental data and show the good agreement with the experiments. Both the experimental 

and simulation results, the outlet conversion rate increase with the wall temperature condition as well as the 

outlet temperature.  

 

 
Figure 3.9. Conversion rate under each wall temperature condition. 
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(𝜅𝜅𝑡𝑡/𝜌𝜌𝐶𝐶𝑝𝑝), and TKE at the midpoint of the heating section (𝑥𝑥1 𝑃𝑃⁄ = 110), respectively, at wall temperatures 

of 773.15, 873.15, and 973.15 K. In Fig. 3.10(a), the temperature is normalized by the wall temperature. The 

higher the wall temperature, the greater the difference between it and the main flow temperature. The thermal 

diffusivity by turbulence for the case with 𝑇𝑇𝑤𝑤 = 973.15 K is smaller than that of the other cases over the 
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whole cross-sectional region and close to zero at 𝑥𝑥2 𝑃𝑃⁄ < 0.03, as shown in Fig. 3.10(b). Although the 

thermal diffusivities by turbulence under 𝑇𝑇𝑤𝑤 = 973.15 K at 𝑥𝑥2 𝑃𝑃⁄ < 0.2 are almost the same between the 

simulation results for 773.15 and 873.15 K, the result for 773.15 K is greater than that for 873.15 K at 𝑥𝑥2 𝑃𝑃⁄ >

0.2. The results show that the higher the wall temperature, the lower the thermal diffusivity by turbulence, 

and hence, the lower the dimensionless temperature of the main flow (Fig. 3.10(a)). Fig. 3.10(c) shows the 

TKE at the cross section (𝑥𝑥1 𝑃𝑃⁄ = 110). The TKE becomes large near the wall because the radial gradient of 

the axial velocity is large. The peak values of 𝑇𝑇𝑤𝑤 = 773.15 K and 873.15 K are almost the same, but the 

TKE of 𝑇𝑇𝑤𝑤 = 873.15 K is smaller than that of 773.15 K for 𝑥𝑥2 𝑃𝑃⁄ > 0.12. A high TKE influences the 

thermal diffusivities by turbulence at 𝑇𝑇𝑤𝑤 = 773.15 K and 873.15 K in Fig. 3.10(b), and the difference in 

the thermal diffusivity with turbulence tends to become great as the distance from the wall increases. In the 

TKE for 𝑇𝑇𝑤𝑤 = 973.15 K, the peak value is smaller compared to 𝑇𝑇𝑤𝑤 = 773.15 K and 873.15 K. Thus, the 

thermal diffusivity by turbulence of 973.15 K is also smaller than those in 𝑇𝑇𝑤𝑤 = 773.15 K and 873.15 K 

(Fig. 3.10 (b)). Those TKE distributions show that the higher the wall temperature, the smaller the TKE.  

 

  

(a) Dimensionless temperature distribution (b) Turbulent thermal diffusivity distribution 

 

(c) TKE distribution 

Figure 3.10. Distributions of the dimensionless temperature, turbulent thermal diffusivity, and turbulent kinetic 

energy (TKE) at the cross section (𝑥𝑥1 𝑃𝑃⁄ = 110) under wall temperature conditions of 773.15, 873.15, and 

973.15 K. 

 

This trend can be explained by a series of processes: as the temperature increases, the density decreases 

owing to thermal expansion, resulting in a decrease in TKE production. In particular, for a wall temperature 
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of 973.15 K, the density decreases significantly because of the effects of the decomposed components in 

addition to thermal expansion (Fig. 3.7(b)); therefore, the TKE rapidly decreases at 𝑥𝑥2 𝑃𝑃⁄ < 0.08 compared 

to other results. 

To summarize the above discussion, the radial heat transfer in a flow channel deteriorates with 

increasing wall temperature because of the decrease in thermal diffusivity by turbulence as a result of low 

density. This effect becomes more pronounced when pyrolysis reaction occurs because the density 

significantly decreases because of the effect of decomposed components with a smaller density. Hence, the 

rate of increase in outlet temperature with the wall temperature condition decreases under high-temperature 

conditions above 873.15 K; these results suggest that consideration of density change due to the effects of 

thermal expansion and decomposed components is crucial for reproducing the temperature distribution in the 

flow channel. 

 

3.3.2 Comparison of supercritical n-dodecane flow and n-octane flow 

Here, I present a comparison of supercritical n-dodecane flow and n-octane flow at a mass flow rate of 50 

g/min and a pressure of 6.0 MPa. Note that the validation of the n-octane pyrolysis reaction model used in 

this section is shown in Chapter 4. 

Figures 3.11 compare the contours of temperature, density, and mass fraction of unreacted fed 

hydrocarbon, respectively, at a wall temperature of 998.15 K. The upper half shows the results for n-octane, 

and the lower half shows those for n-dodecane. The temperature of n-octane is almost uniform at the outlet 

cross section, as shown in Fig. 3.11(a), but that of n-dodecane remains nonuniform. Such a difference in the 

temperature distribution is caused by that in the thermal diffusivity. As Fig. 3.3 illustrates, there is a density 

difference between n-dodecane and n-octane; therefore, the contour is significantly different, and the density 

of n-octane is smaller than that of n-dodecane. The average density of n-dodecane at the outlet is 196 kg/m3, 

 

 
(a) Temperature 

 
(b) Density 

 
(c) Mass fraction of unreacted fed hydrocarbon 

Figure 3.11. Comparison of the simulation results of n-dodecane flow and n-octane flow at 𝑇𝑇𝑤𝑤 = 998.15 K. 
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whereas that of n-octane is 103 kg/m3. Nevertheless, the species and proportions of the decomposed 

components are similar between n-dodecane and n-octane; therefore, the densities of n-dodecane and n-

octane are almost the same near the heated wall where pyrolysis occurs. Comparing the mass fractions of 

unreacted n-dodecane and n-octane, n-dodecane is found to decompose more than n-octane. The average 

velocities of n-dodecane and n-octane were 0.27 and 0.52 m/s at the midpoint of the heating section, 

respectively, because of the density difference shown in Fig. 3.11(b). Therefore, the residence time of n-

dodecane in the flow channel is longer than that of n-octane. 

Figures 3.12 show the radial distributions of temperature, thermal diffusivity, and mass fraction of 

unreacted fed hydrocarbon, respectively, for n-dodecane flow and n-octane flow in the outlet heating section 

(𝑥𝑥1 𝑃𝑃⁄ = 160) at 𝑇𝑇𝑤𝑤 = 998.15 K. Fig. 3.12(a) shows the temperature distribution at the cross section (𝑥𝑥1 𝑃𝑃⁄ =
160); although the wall temperature conditions are the same in both flows, there is a difference of about 80 

K at the center of the circular pipe, and the temperature of n-octane is higher. On the other hand, the 

temperature of the n-dodecane flow is always higher than that of n-octane flow for the fluid temperature 

above 900 K (𝑥𝑥2 𝑃𝑃⁄ < 0.09), where the reaction rate constant increases significantly. Fig. 3.12(b) shows the 

total thermal diffusivity, expressed as the summation of the thermal diffusivity by molecular dynamics and 

by turbulence ((𝜅𝜅 + 𝜅𝜅𝑡𝑡)/𝜌𝜌𝐶𝐶𝑝𝑝). In both flows, the thermal diffusivity becomes large because of the effect of 

decomposed components near the heated wall. These components, such as C2H4 and C2H6, have high thermal 

diffusivities owing to their molecular dynamics. In particular, the n-dodecane flow has a high conversion rate, 

 

  

 (a) Temperature distribution 
(b) Thermal diffusivity distribution near the heated 

wall (𝑥𝑥2 𝑃𝑃⁄ < 0.2) 

 
(c) Mass fraction distribution of unreacted fed hydrocarbons 

Figure 3.12. Comparison of the radial distributions for n-dodecane flow and n-octane flow at the cross section 

(𝑥𝑥1 𝑃𝑃⁄ = 160) at 𝑇𝑇𝑤𝑤 = 998.15 K. 
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such that the area with high thermal diffusivity near the wall is wider than that of n-octane. Therefore, the 

temperature of n-dodecane flow is always higher than that of n-octane flow at 𝑥𝑥2 𝑃𝑃⁄ < 0.09 (Fig. 3.12(a)). 

The thermal diffusivities of n-dodecane and n-octane have minimum values at 𝑥𝑥2 𝑃𝑃⁄ = 0.05 and 𝑥𝑥2 𝑃𝑃⁄ =

0.01, respectively. Then, as the distance from the wall increases, the thermal diffusivities increase because 

the component due to turbulence increases. The thermal diffusivity by turbulence of the n-octane flow is 

greater than that of the n-dodecane flow because the high axial velocity leads to a great TKE in the n-octane 

flow. Thus, as shown in Fig. 3.12(a), the main flow temperature of n-octane is higher than that of n-dodecane. 

Fig. 3.12(c) shows the mass fraction of unreacted n-dodecane and n-octane. In both flows, pyrolysis occurs 

mainly near the heated wall. The conversion rate of n-octane is 3.1% at the cross section of 𝑥𝑥1 𝑃𝑃⁄ = 160, 

whereas that of n-dodecane is 5.0% at the same cross section. The following three points can be presented as 

reasons for the conversion rate of n-dodecane to be greater than that of n-octane. First, the reaction rate 

constant of n-dodecane is larger than that of n-octane at high temperature conditions. Second, the temperature 

of n-dodecane flow is always higher than that of n-octane flow in the temperature area above 900 K (𝑥𝑥2 𝑃𝑃⁄ <
0.09), where the reaction rate constant increases significantly, as shown in Fig. 3.12(a). Therefore, the 

pyrolysis reaction of n-dodecane can proceed more rapidly at 𝑥𝑥2 𝑃𝑃⁄ < 0.09. Finally, the residence time of n-

dodecane in the heating section is longer than that of n-octane because of the slower axial velocity of n-

dodecane. 

As mentioned above, the conversion rate is closely related not only to the reaction rate constant but also 

to thermal flows in the heated pipe. In particular, the temperature distribution greatly influences the 

conversion rate. Therefore, accurate estimations of the thermophysical properties that determine thermal 

diffusivity ((𝜅𝜅 + 𝜅𝜅𝑡𝑡)/𝜌𝜌𝐶𝐶𝑝𝑝) are essential to reproduce the conversion rate accurately. 

Figure 3.13 compares the outlet conversion rate for n-dodecane flows and n-octane flows at each wall 

temperature condition. In both flows, the higher the wall temperature, the larger the outlet conversion rate; 

and the conversion rates of n-dodecane flows are larger than those of n-octane flows under all wall 

temperature conditions. For example, the outlet conversion rate of n-dodecane flow is 5.58% at 𝑇𝑇𝑤𝑤 =
998.15 K, whereas that of n-octane flow is 3.10%. This trend can be explained in the same way as in Fig. 

3.12(c).  

 

 
Figure 3.13. Comparison of the outlet conversion rate for n-dodecane and n-octane at each wall 

temperature condition. 
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The reasons for the large conversion rate of n-dodecane flows at a cross section of 𝑥𝑥1 𝑃𝑃⁄ = 160 were the 

large reaction rate constant, long residence time, and large high-temperature area. Since the total mass is 

conserved in the computational domain, this explanation can be applied not only to the conversion rate at 

𝑥𝑥1 𝑃𝑃⁄ = 160 but also to the outlet conversion rate. Thus, the outlet conversion rate of n-dodecane flow is 

always greater than that of n-octane. 
 

3.4 Conclusions 
Supercritical n-dodecane (C12H26) flows in a heated circular pipe with pyrolysis were investigated using the 

present numerical method and pyrolysis reaction model. This model was developed on the basis of the results 

of 0-D simulation using JetSurf and Cantera. The thermophysical properties of pure n-dodecane and its 

decomposed components were calculated by the Helmholtz free-energy equation of state, as defined in 

REFPROP. First, the numerical results of the n-dodecane flow were compared with the experimental ones. 

The outlet temperatures were consistent with the experimental results. I found that the radial heat transfer in 

a flow channel deteriorates with increasing wall temperature because of the decrease in turbulent thermal 

diffusivity as a result of reduced density. Next, I compared n-dodecane flow and n-octane flow at 𝑇𝑇𝑤𝑤 =

998.15 K. In the results for both n-dodecane and n-octane flows, pyrolysis mainly occurred in a high-

temperature region near the heated wall. The difference in thermophysical properties affects the temperature 

distribution and residence time in the heated pipe, resulting in differences in the conversion rate. These results 

indicate that the accurate prediction of thermal flows and conversion rate in the pyrolysis process necessitate 

the consideration of not only the fed hydrocarbon but also the decomposed component in the thermophysical 

properties. The turbulent thermal diffusivity also affects the conversion rate because of differences in the 

thermal boundary. 
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Chapter 4 

Numerical study of multi-component 

effects by pyrolysis on supercritical 

hydrocarbon flows 
 
4.1 Introduction 
The two-stage-to-orbit reusable launch vehicle is a next-generation space transportation system concept 

proposed by the Japan Aerospace Exploration Agency [1]. It employs rocket-based combined-cycle engines 

in the first-stage vehicle, whereas the regenerative cooling system in the engines uses kerosene as a fuel and 

coolant. As a coolant, kerosene is fed into the cooling channel around the combustion chamber to cool the 

engine system by sensible heat before it is injected into the combustor. In general, the coolant in the cooling 

channels achieves a high pressure and ultimately reaches a supercritical state. Hydrocarbon fuels in the 

cooling channels decompose by pyrolysis reactions at temperatures above 800 K, while the additional effects 

of endothermic reactions increase the cooling capacity required for hypersonic flight. Thus, the accurate 

prediction of thermal fluid flows along with the interactions of the endothermic reaction and heat transfer in 

the channel flow is crucial to developing a reliable cooling system. 

Pizzarelli et al. [2] investigated supercritical methane flows in a heated rectangular channel. Ward et al. 
[3] developed a proportional product distribution (PPD) model and numerically investigated the pyrolysis of 

supercritical decane and dodecane in a circular pipe. Ruan et al. [4] proposed a modified PPD model that can 

simplify pyrolysis as a set of 12 species reactions. Feng et al. incorporated a preconditioning method by 

assuming a slow flow into a numerical solution, analyzed the heat and mass transport of supercritical 

hydrocarbon fuel, clarified its interaction with turbulence [5–7], and further simplified the PPD model based 

on the corresponding state principle [8]. Jiang et al. [9] conducted pyrolysis experiments using tubes of varying 

lengths and constructed a reaction model of 18 chemical species and 24 elementary reactions with C5–C11 

alkene and cycloalkane lamps. Applying the Soave–Redlich–Kwong equation of state (EOS), Xu et al. [10] 

proposed a mixture model for unreacted and reacted alkanes and simulated the pyrolysis with detailed models 

of chemical reactions. Zhu et al. [11] performed pyrolysis experiments on n-decane at a supercritical pressure 

and proposed a global model containing 18 decomposition components. On the basis of this model, they 

carried out flow analysis with three different turbulence models under the same conditions as the experiment. 
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Flow analysis of three-dimensional complex shapes, coking, steam reforming reactions, and other complex 

physical phenomena have recently been considered [12–18].  

The decomposed fluid consists of many types of hydrocarbons, such as C2H6, C3H8, and C4H10. 

Decomposed components have a much lower density and isobaric specific heat compared with the fed fluid. 

For example, the density of n-octane (C8H18) and C2H6 are 99.2 kg/m3 and 23.8 kg/m3 at 6 MPa and 900 K, 

respectively. The capabilities and limitations of thermophysical property models for a mixture of decomposed 

components have not been discussed in detail. Pyrolysis occurs in the high-temperature region near heated 

walls, and the accurate reproduction of thermal boundary layers is crucial for predicting the effect of 

endothermic reactions. Furthermore, the eddy viscosity enhances the thermal diffusivity in high Reynolds 

number conditions. The density changes caused by pyrolysis may affect the turbulent boundary layer. 

However, existing numerical studies employ conventional Reynolds-averaged Navier–Stokes (RANS) 

simulation models, such as the k–ε, k–ω, and k-ω shear-stress transport (SST) models, which do not consider 

the effects of density change on the production of turbulent kinetic energy. In two-equation RANS simulation 

models, the turbulent kinetic energy is calculated by the production, convection, and dissipation terms. 

Recently, Kawai developed a new SST turbulence model [19, 20] called the 𝑘𝑘 − 𝜔𝜔 SST + 𝑀𝑀𝜏𝜏  model, which 

considers the production of turbulent kinetic energy caused by the density change. The 𝑘𝑘 − 𝜔𝜔 SST + 𝑀𝑀𝜏𝜏  

model was developed on the basis of direct numerical simulation results and is expected to be applicable to 

the rapid changes in fluid density caused by the pyrolysis of hydrocarbons. Ward et al. [3] simulated n-decane 

flows with pyrolysis in the case where wall temperature conditions were 773 K – 873 K and the pyrolysis in 

the main flow region were discussed. I focus on the pyrolysis reaction of n-octane in the thermal boundary 

near the heated wall, especially when the wall temperature is above 873 K. 

In this study, I simulated supercritical octane flows with a pyrolysis reaction and considered the 

multicomponent effects of density changes on thermophysical properties and turbulent kinetic energy 

production. The endothermic energy and reaction rate in the reaction model were estimated using a detailed 

chemical reaction. The thermophysical properties of the mixture fluid by pyrolysis were modeled on the basis 

of the mass fraction of decomposed components, whose properties were calculated by the polynomial 

equations defined in the Reference Fluid Thermodynamic and Transport Properties Database (REFPROP) 
[21]. The effects of thermophysical property changes caused by decomposed components were investigated 

by comparing the numerical results of each thermophysical property model. The turbulent thermal diffusivity 

in high-temperature hydrocarbon flows was also discussed using the 𝑘𝑘 − 𝜔𝜔 SST + 𝑀𝑀𝜏𝜏  model. 
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Nomenclature  
𝐶𝐶𝑝𝑝 isobaric specific heat 

𝑒𝑒 total internal energy per unit volume  

𝜃𝜃0 endothermic energy of unit mass by pyrolysis 

𝐽𝐽 Jacobian of transformation 

𝑘𝑘 turbulent kinetic energy  

𝑝𝑝 pressure  

𝑃𝑃 radius of a circular channel 

𝑅𝑅 gas constant 
𝑠𝑠𝑌𝑌𝑛𝑛

 production term of the nth component by pyrolysis  

𝑇𝑇  temperature 

𝑇𝑇w wall temperature in the heating section  

𝑇𝑇in inlet temperature in the heating section  

𝑡𝑡 time  

𝑈𝑈𝑖𝑖 contravariant velocities (𝑖𝑖 = 1, 2)  

𝑢𝑢𝑖𝑖 velocities (𝑖𝑖 = 1, 2)  

𝑥𝑥𝑖𝑖 Cartesian coordinates (𝑖𝑖 = 1, 2)  

𝑌𝑌0 mass fraction of unreacted octane 

𝑌𝑌𝑛𝑛 mass fraction of the nth component 

Greek symbol 
𝛿𝛿𝑖𝑖𝑖𝑖 Kronecker’s delta (𝑖𝑖, 𝑗𝑗 = 1, 2)  

𝜃𝜃 preconditioning parameter 

𝜅𝜅 thermal conductivity 

𝜅𝜅𝑡𝑡 eddy thermal conductivity 

𝜇𝜇 molecular viscosity  

𝜇𝜇𝑡𝑡 eddy viscosity  

𝜉𝜉𝑖𝑖 general curvilinear coordinates (𝑖𝑖 = 1, 2)  

𝜌𝜌 density  
𝜏𝜏𝑖𝑖𝑖𝑖 viscous stress tensors (𝑖𝑖, 𝑗𝑗 = 1, 2)  

𝜔𝜔 specific turbulent dissipation rate  
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4.2 Numerical method 

4.2.1 Fundamental equations 

The fundamental equations employed herein were based on two-dimensional axisymmetric Navier–Stokes 

equations coupled with conservation equations for turbulent kinetic energy and a specific turbulent 

dissipation rate. The conservation of mass of each decomposed hydrocarbon component was added to the 

fundamental equations. The set of equations was further modified by the preconditioning method by 

Yamamoto [22] in the form of general curvilinear coordinates expressed in vector form: 

 

𝜞𝜞 𝜕𝜕𝑸𝑸�
𝜕𝜕𝑡𝑡 + 𝜕𝜕𝑭𝑭𝑖𝑖

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖

𝜕𝜕𝜉𝜉𝑖𝑖
+ 𝑺𝑺 + 𝑯𝑯 = 0  (𝑖𝑖 = 1, 2), (4.1) 

 

where 

 

𝜞𝜞 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝜃𝜃 0 0 𝜌𝜌𝑇𝑇 0 0 0 ⋯ 0
𝜃𝜃𝑢𝑢1 𝜌𝜌 0 𝜌𝜌𝑇𝑇 𝑢𝑢1 0 0 0 ⋯ 0
𝜃𝜃𝑢𝑢2 0 𝜌𝜌 𝜌𝜌𝑇𝑇 𝑢𝑢2 0 0 0 ⋯ 0

𝜃𝜃ℎ − 1 + 𝜌𝜌ℎ𝑝𝑝 𝜌𝜌𝑢𝑢1 𝜌𝜌𝑢𝑢2 𝜌𝜌𝑇𝑇 ℎ + 𝜌𝜌ℎ𝑇𝑇 0 0 0 ⋯ 0
𝜃𝜃𝑘𝑘 0 0 𝜌𝜌𝑇𝑇 𝑘𝑘 𝜌𝜌 0 0 ⋯ 0
𝜃𝜃𝜔𝜔 0 0 𝜌𝜌𝑇𝑇 𝜔𝜔 0 𝜌𝜌 0 ⋯ 0
𝜃𝜃𝑌𝑌0 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌0 0 0 𝜌𝜌 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 0 ⋱ 0

𝜃𝜃𝑌𝑌𝑛𝑛 0 0 𝜌𝜌𝑇𝑇 𝑌𝑌𝑛𝑛 0 0 0 0 𝜌𝜌⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑸𝑸� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝑝𝑝
𝑢𝑢1
𝑢𝑢2
𝑇𝑇
𝑘𝑘
𝜔𝜔
𝑌𝑌0
⋮

𝑌𝑌𝑛𝑛

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,  

𝑭𝑭𝑖𝑖 =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝜌𝜌𝑈𝑈𝑖𝑖

𝜌𝜌𝑢𝑢1𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥1

𝑝𝑝

𝜌𝜌𝑢𝑢2𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥2

𝑝𝑝

(𝑒𝑒 + 𝑝𝑝)𝑈𝑈𝑖𝑖
𝜌𝜌𝑘𝑘𝑈𝑈𝑖𝑖
𝜌𝜌𝜔𝜔𝑈𝑈𝑖𝑖
𝜌𝜌𝑌𝑌0𝑈𝑈𝑖𝑖

⋮
𝜌𝜌𝑌𝑌𝑛𝑛𝑈𝑈𝑖𝑖

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑭𝑭𝒗𝒗𝑖𝑖 = 𝐽𝐽 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

0
𝜏𝜏𝑖𝑖1
𝜏𝜏𝑖𝑖1

𝜏𝜏𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗 + (𝜅𝜅 + 𝜅𝜅𝑡𝑡)
𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥𝑖𝑖

𝜎𝜎𝑗𝑗𝑖𝑖
𝜎𝜎𝜔𝜔𝑖𝑖

0
⋮
0

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑺𝑺 = −𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

0
0
0

𝜃𝜃𝑌𝑌0
𝑠𝑠𝑗𝑗
𝑠𝑠𝜔𝜔
𝑠𝑠𝑌𝑌0

⋮
𝑠𝑠𝑌𝑌𝑛𝑛

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,  

𝑯𝑯 = −𝐽𝐽
𝑃𝑃

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝜌𝜌𝑢𝑢2
𝜌𝜌𝑢𝑢1𝑢𝑢2

𝜌𝜌(𝑢𝑢2)2

(𝑒𝑒 + 𝑝𝑝)𝑢𝑢2 − (𝜅𝜅 + 𝜅𝜅𝑡𝑡)
𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥2

𝜌𝜌𝑘𝑘𝑢𝑢2
𝜌𝜌𝜔𝜔𝑢𝑢2
𝜌𝜌𝑌𝑌0𝑢𝑢2

⋮
𝜌𝜌𝑌𝑌𝑛𝑛𝑢𝑢2

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

. 
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Here, 𝑸𝑸�, 𝑭𝑭𝑖𝑖, 𝑭𝑭𝒗𝒗𝑖𝑖, 𝑺𝑺, and 𝑯𝑯 are the vectors of unknown primitive variables, inviscid flux, viscous flux, 
source term, and axisymmetric term, respectively. 𝜞𝜞  is a preconditioning matrix with the preconditioning 

parameter by Weiss et al. [23]. 𝑌𝑌𝑛𝑛 (𝑛𝑛 = 0,1,2,… , ) is a set of species mass fractions of unreacted-fed and 
decomposed hydrocarbons. 𝜎𝜎𝑗𝑗𝑖𝑖, 𝜎𝜎𝜔𝜔𝑖𝑖, 𝑠𝑠𝜔𝜔, and 𝑠𝑠𝑗𝑗 are as defined by Menter [24] and Kawai [19, 20]. 𝑠𝑠𝑌𝑌𝑛𝑛

 is the 

mass generation rate of the nth component in the pyrolysis of a fed hydrocarbon. 𝜃𝜃𝑌𝑌0
 represents the 

endothermic energy generated by pyrolysis. The numerical methods used include a preconditioning flux 

vector splitting method and the lower-upper symmetric Gauss–Seidel preconditioning scheme proposed by 

Yamamoto [22]. 

 

4.2.2 Chemical reaction modeling of pyrolysis 

Using the Knowledge-basing Utilities for Complex Reaction Systems (KUCRS), a modeling tool for the 

oxidation/combustion reaction of hydrocarbons [25], along with a numerical zeroth-dimensional (0-D) 

simulation, I developed a database of complex reaction systems for octane pyrolysis. The KUCRS platform 

provides the chemical reaction mechanisms, rate constants for elementary processes, and thermochemical 

data as a polynomial constant in NASA format. In the chemical reaction, the thermodynamic and transport 

data of substances, such as specific heat, enthalpy, and entropy, were obtained using the following polynomial 

equations: 

 

𝐶𝐶𝑝𝑝𝑗𝑗
0

𝑅𝑅 = 𝑖𝑖1𝑗𝑗 + 𝑖𝑖2𝑗𝑗𝑇𝑇 + 𝑖𝑖3𝑗𝑗𝑇𝑇 2 + 𝑖𝑖4𝑗𝑗𝑇𝑇 3 + 𝑖𝑖5𝑗𝑗𝑇𝑇 4, (4.2a) 

𝜃𝜃𝑗𝑗
0

𝑅𝑅𝑇𝑇 = 𝑖𝑖1𝑗𝑗 + 𝑖𝑖2𝑗𝑗
2 𝑇𝑇 + 𝑖𝑖3𝑗𝑗

3 𝑇𝑇 2 + 𝑖𝑖4𝑗𝑗
4 𝑇𝑇 3 + 𝑖𝑖5𝑗𝑗

5 𝑇𝑇 4 + 𝑖𝑖6𝑗𝑗
𝑇𝑇 , (4.2b) 

𝑆𝑆𝑗𝑗
0

𝑅𝑅𝑇𝑇 = 𝑖𝑖1𝑗𝑗ln𝑇𝑇 + 𝑖𝑖2𝑗𝑗𝑇𝑇 + 𝑖𝑖3𝑗𝑗
2 𝑇𝑇 2 + 𝑖𝑖4𝑗𝑗

3 𝑇𝑇 3 + 𝑖𝑖5𝑗𝑗
5 𝑇𝑇 5 + 𝑖𝑖7𝑗𝑗. (4.2c) 

 
where 𝐶𝐶𝑝𝑝𝑗𝑗

0 , 𝜃𝜃𝑘𝑘
0, and 𝑆𝑆𝑗𝑗

0 are the isobaric specific heat, enthalpy, and entropy of a substance in the chemical 

reaction, respectively. 𝑖𝑖1𝑗𝑗, 𝑖𝑖2𝑗𝑗, … , 𝑖𝑖7𝑗𝑗 are the coefficients defined in the KUCRS, with 𝑘𝑘 representing 

each substance. Note that the coefficient sets were provided for low- and high-temperature conditions, with 

the latter exceeding 1000 K. In the octane pyrolysis, I established a total of 3689 formulas with 550 species. 

The chemical reaction equations were numerically simulated as a 0-D problem with Cantera [26], an open-

source software for simulating chemical kinetics, thermodynamics, and transport processes.  

Figure 4.1 shows the simulated mole fractions of the decomposed components along with the 

experimental data obtained by Kurihara et al. [27]. The black hatched bars indicate the numerical results of 

the 0-D simulation at 1000 K and 6.0 MPa. The components experimentally decomposed by pyrolysis were 

measured by the flows in a heated circular pipe at 1023 K, as shown in the experimental apparatus section. 

In the figure, the error bars in the experimental results indicate the values within three standard deviations 

for the five cases in the experimental measurements. The mole fractions of C1–C3 hydrocarbons, such as CH4, 
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C2H4, C2H6, and C3H6, exceeded those of the other hydrocarbons in the 0-D simulation. The differences in 

mole fractions between the zero-dimensional simulation and the experimental results are 3.0% (H2), 3.9% 

(CH4), 4.3% (C2H6), and 4.7% (C3H8), respectively. Although the results of the pyrolytic model differed from 

the experimental data, the main aim of this study is to reveal the effects of thermophysical properties. The 

thermophysical properties interpolated by the mole fractions in the 0-D simulation have a less than 1% 

difference from those by the mole fractions in experiment. Thus, the thermophysical properties in this study 

can be used to discuss the effects of multicomponent thermophysical properties on the thermal flow. 

 

 
Figure 4.1. Simulated mole fraction of decomposed components with experimental data. 

 

The reaction rate constant 𝑘𝑘𝑖𝑖 in each temperature condition is shown in Figure 4.2; the lines represent 

the simulation results obtained with KUCRS and Cantera. I obtained a linear approximation of each 

temperature condition, and 𝑘𝑘𝑖𝑖  linearly increased by < 1 s at each temperature. The value of 𝑘𝑘𝑖𝑖  can be 

approximated using the least-squares method. Using the Alenius equation, 𝑘𝑘𝑖𝑖 is mathematically expressed 

as 

 

𝑘𝑘𝑖𝑖 = 𝐴𝐴 exp�
−𝐸𝐸 
𝑅𝑅𝑇𝑇 �. (4.3) 

 

with the frequency factor 𝐴𝐴 = 1.1 × 1013 s−1  and activation energy 𝐸𝐸 = 236.7 kJ/mol  for octane 

pyrolysis based on the simulation results (Fig. 4.2). This value of 𝐸𝐸  is close to the value of  𝐸𝐸 =
236 kJ/mol  determined by Kunzru [28] at 𝑇𝑇 = 923– 998 K . I employed 𝐸𝐸 = 236.7 kJ/mol  for 

calculating 𝑘𝑘𝑖𝑖 in the numerical simulation. The actual pyrolysis reaction includes thousands of chemical 

reactions. However, such detailed modeling requires significant computational time to deal with the thermal 

boundary in multidimensional fluid dynamics problems. A similar discussion was presented by Ward et al. 
[3], who developed a PPD model of n-decane for computational fluid dynamics (CFD) simulation. In the PPD 
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model, the mole fractions of the major decomposed components were averaged as a general reaction 

mechanism based on experimental data. Ruan et al. [4] and Feng et al. [5] simulated the thermal flows of n-

decane with a PPD model. Here, I employed the same strategy as Ward et al. [3] using 0-D simulation. The 

decomposition of n-octane by pyrolysis in flow simulations can be calculated as 

 

𝑑𝑑[C8H18]
𝑑𝑑𝑡𝑡 = −𝑘𝑘𝑖𝑖[C8H18]. (4.4) 

 

The reaction rate constant 𝑘𝑘𝑐𝑐 is defined by Eq. (4.3). Considering 12 components, the overall reaction is 

expressed as follows: 

 

C8H18 → 0.004H2 + 0.126CH4 + 0.29C2H4 + 0.193C2H6 + 0.149C3H6

+ 0.004C3H8 + 0.097C4H8 + 0.001C4H10 + 0.069C5H12

+ 0.05C6H14 + 0.017C7H16. 

(4.5) 

     

The conservation of mass of the decomposed components was simulated based on the fundamental 

equations considering the mass generation. In general, pyrolysis is an endothermic reaction describing 

hydrocarbon decomposition. The endothermic energy by octane pyrolysis is illustrated in Figure 4.3, where 

the dots and line indicate the simulation results and approximation by the least-squares method, respectively. 

It can be observed that the endothermic energy linearly increased with the conversion rate under different 

temperature conditions. The endothermic energy of octane was determined as 𝜃𝜃0 = 17.8 kJ/kg from the 
activation energy 𝐸𝐸𝑖𝑖 = 236.7 kJ/mol, which was then used to obtain the endothermic energy term in Eq. 

(4.1) as follows: 

 
𝜃𝜃𝑌𝑌0

= 𝜌𝜌𝑘𝑘𝑌𝑌0𝜃𝜃0. (4.6) 

 

 
Figure 4.2. Simulated reaction rate of octane at a specified temperature condition. 
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Figure 4.3. Endothermic energy of pyrolysis by simulation. The dots indicate the simulation results 

forming a linear approximation. 

 

4.2.3 Thermophysical properties of multicomponent hydrocarbon flows 

Hydrocarbons are decomposed by pyrolysis in an endothermic reaction under high-temperature conditions. 

The decomposed hydrocarbons range from C1–C7, each with different thermophysical properties. The density 

and thermal conductivity of C2H6, C3H8, and C4H10 are 23.8 kg/m3 and 0.136 W/mK, 35.1 kg/m3 and 0.146 

W/mK, and 46.3 kg/m3 and 0.134 W/mK, respectively, at 6 MPa and 900 K. Accordingly, I developed three 

thermophysical property models as a mixture of multiple hydrocarbon components to simulate reacted 

supercritical octane flows. Table 4.1 lists the approximate mole fractions in each thermophysical property 

model using the results from KUCRS and Cantera. The 4-component model approximates the thermophysical 

properties of unreacted octane and three components (C2H4, C3H6, and C4H8) with carbon numbers 2–4. The 

12-component model approximates the thermophysical properties of unreacted octane and 11 components 

(H2, CH4, C2H4, C2H6, C3H6, C3H8, C4H8, C4H10, C5H12, C6H14, and C7H16) in the flow simulations. For each 

component, the decomposed mole fraction is approximated as the sum of similar carbon numbers. The one-

component model ignores the effects of the thermophysical properties of decomposed hydrocarbons. For all 

component models, the endothermic energy in Eq. (4.6) was used in the flow simulation. The one-component 

model means that only the effects of endothermic energy were considered. All thermophysical properties of 

each component were calculated using the polynomial equations defined in REFPROP. As shown in Table 

4.1, the thermophysical properties of almost all decomposed components, taken from REFPROP, are defined 

for a limited temperature and pressure range, i.e., below 900 K and 100 MPa. Linear extrapolation was 

employed when the fluid temperature exceeded 900 K, although octane pyrolysis mainly occurred above 

800 K. The difference between the 1-, 4-, and 12-component models is much larger than those of linear 

extrapolations. The thermophysical properties of unreacted octane were also calculated using REFPROP and 

were the same as that of the 1-component model in Figure 4.4. Subsequently, the thermophysical properties 
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of the decomposed hydrocarbons were averaged on the mass fraction of each component 

(𝑌𝑌0, 𝑌𝑌1, 𝑌𝑌2, 𝑌𝑌3,… , 𝑌𝑌𝑛𝑛) as 

 

𝜑𝜑𝑚𝑚(𝑝𝑝, 𝑇𝑇 ) = �𝑌𝑌𝑛𝑛𝜑𝜑𝑛𝑛(𝑝𝑝, 𝑇𝑇 ). (4.7) 

 

where 𝜑𝜑𝑚𝑚 and 𝜑𝜑𝑛𝑛 are the thermophysical properties of the mixture and nth components, respectively. Figs. 

4.4 show the density and viscosity of each component model at 6.0 MPa. The values from the mixing rule of 

the Helmholtz free energy equation (REFPROP) for the 12-component models are also shown in Fig. 4.4. 

The difference between Eq. (4.79) and the mixing rule of the Helmholtz free energy equation is 3.2% and 

1.4% for the density and viscosity, respectively, at 950 K. The difference between Eq. (4.7) and the mixing 

rule by Helmholtz free energy equation is not negligible. However, the relative comparisons are essential to 

reveal the effects of the thermophysical properties in the component models and turbulence models. For each 

component model, the density changed significantly near the critical point. Although the viscosity at high 

temperatures was similar for all component models, the thermal conductivity varied in the high-temperature 

region. 

 

Table 4.1. Approximate mole fraction of each component model in the n-octane pyrolytic reaction 

Species 0-D simulation 
Thermophysical property models EOS in REFPROP 

✓: Available 

×: Not available 12-component 4-component 

H2 0.004 0.004 - ✓ 

CH4 0.126 0.126 - ✓ 

C2H4 0.290 0.290 0.613 ✓ 

C2H6 0.193 0.193 - ✓ 

C3H6 0.149 0.149 0.153 ✓ 

C3H8 0.004 0.004 - ✓ 

C4H8 0.097 0.097 0.234 ✓ 

C4H10 0.001 0.001 - ✓ 

C5H10 0.068 - - × 

C5H12 0.001 0.069 - ✓ 

C6H12 0.045 - - × 

C6H14 0.005 0.05 - ✓ 

C7H14 0.016 - - × 

C7H16 0.001 0.017 - ✓ 
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(a) Density (b) Viscosity 

Figure 4.4. Thermophysical properties for each component model determined from Eq. (4.7) and 

REFPROP at 6 MPa under 100% decomposition condition. 

 

4.2.4 Turbulence model with the density change by pyrolysis 

It is known that the density near the heated wall changes not only by thermal expansion but also by pyrolysis. 

Here, I employed Kawai’s 𝑘𝑘 −  𝜔𝜔 SST + 𝑀𝑀𝜏𝜏   model, which considers the turbulent kinetic energy 

production caused by the fluid density change. The conservation of turbulent kinetic energy and the specific 

turbulent dissipation rate of 𝑘𝑘 −  𝜔𝜔 SST + 𝑀𝑀𝜏𝜏  as Cartesian coordinates can be defined by 

 

𝐷𝐷𝜌𝜌𝑘𝑘
𝐷𝐷𝑡𝑡 = 𝜏𝜏𝑖𝑖𝑖𝑖

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

+ 𝑀𝑀𝜏𝜏 − 𝛽𝛽∗𝜌𝜌𝜔𝜔𝑘𝑘 + 𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

�𝜇𝜇 + 𝜎𝜎𝑗𝑗𝜇𝜇𝑡𝑡
𝜕𝜕𝑘𝑘
𝜕𝜕𝑥𝑥𝑖𝑖

�, (4.8) 

 

and 

 

𝐷𝐷𝜌𝜌𝜔𝜔
𝐷𝐷𝑡𝑡 = 𝛾𝛾

𝜈𝜈𝑡𝑡
𝜏𝜏𝑖𝑖𝑖𝑖

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

− 𝛽𝛽𝜌𝜌𝜔𝜔2 + 𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

�𝜇𝜇 + 𝜎𝜎𝜔𝜔𝜇𝜇𝑡𝑡
𝜕𝜕𝜔𝜔
𝜕𝜕𝑥𝑥𝑖𝑖

�

+ 2(1 − 𝐹𝐹1)𝜌𝜌𝜎𝜎𝜔𝜔2
1
𝜔𝜔

𝜕𝜕𝑘𝑘
𝜕𝜕𝑥𝑥𝑖𝑖

𝜕𝜕𝜔𝜔
𝜕𝜕𝑥𝑥𝑖𝑖

, (𝑖𝑖, 𝑗𝑗 = 1,2) 
(4.9) 

 

with the parameters 𝛽𝛽∗, 𝛽𝛽, 𝜎𝜎𝑗𝑗, and 𝜎𝜎𝜔𝜔2 defined by Menter [24]. 𝑀𝑀𝜏𝜏  is the mass flux contribution term by 

density change developed by Kawai [19, 20] expressed as 

 

𝑀𝑀𝜏𝜏 = −
𝜇𝜇𝑡𝑡

𝜌𝜌2𝐶𝐶𝜌𝜌
�

𝜕𝜕𝜌𝜌
𝜕𝜕𝑥𝑥1

�
𝜕𝜕𝜏𝜏21
𝜕𝜕𝑥𝑥1

+
𝜕𝜕𝜏𝜏22
𝜕𝜕𝑥𝑥2

� +
𝜕𝜕𝜌𝜌
𝜕𝜕𝑥𝑥2

�
𝜕𝜕𝜏𝜏11
𝜕𝜕𝑥𝑥1

+
𝜕𝜕𝜏𝜏12
𝜕𝜕𝑥𝑥2

��, (4.10) 

 
where 𝐶𝐶𝜌𝜌 is the model parameter. Here, I employed 𝐶𝐶𝜌𝜌 = 3 × 10−3. 
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4.3 Numerical simulation of supercritical n-octane flows 

4.3.1 Experimental apparatus 
Figures 4.5(a) and (b) show the flow channel developed by Kurihara et al. [27] to measure the supercritical 

octane flows in pyrolysis reactions. Kurihara et al. [27] measured the outlet temperature and conversion rate 

of heated n-octane flows. Two series-coupled SUS304 circular pipes with a length of 110 mm and inner 

radius of 1.95 mm were heated by embedding five cartridge heaters. The heating apparatus was a cylindrical 

type made of oxygen-free copper. The wall temperature was maintained at the target value by controlling the 

current value of the heater. The wall temperature at the center of the heating section was used for temperature 

control. Note that the wall temperature was not completely uniform in the axial direction, although each of 

the five cartridge heaters was individually controlled. The inlet and outlet temperatures were measured 

at 773.15, 873.15, 923.15, 973.15, and 1023.15 K. As shown in Fig. 4.5(a), cross joints were installed 

upstream, midstream, and downstream of the two series-coupled circular pipes. K-type thermocouples were 

connected to measure the temperature of the fluid. The inlet mass flow rate and pressure were set to 25 g/min 

and 6.0 MPa, respectively. 

 

 
(a) A schematic diagram of the flow channel 

 
(b) Photographic images of the heating section 

Figure 4.5. Flow channel in experimental measurements. 

 

4.3.2 Setups of numerical simulations 

The fundamental equations were solved using the numerical method shown in Section 4.2.1. The simulation 
of supercritical octane flows in the circular pipes was conducted separately for heating sections 1 and 2. The 
inlet profile in heating section 2 was given uniformly. Therefore, note that the inlet conditions in heating 

inlet outlet

Heat section 1 Heat section 2

110 mm 133 mm 110 mm 128 mm102 mm
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section 2 did not take into account the non-uniformity because of the flow in heating section 1. The velocity 
and temperature fluctuations at the inlet could induce three-dimensional turbulent flows in the actual channel, 
which is a three-dimensional circular pipe with heating sections. The inlet fluctuations could also affect the 
outlet temperature, especially in high-temperature cases, because the gap between the five experiments was 
wider in these conditions. I simulated the thermal flows in a heated tube with an axisymmetric assumption, 
ignoring the three-dimensional effect to reduce the computation time with RANS simulations. The 
computational domain consisted of an adiabatic inlet section, a heating section, and an adiabatic outlet section 
measuring 102, 110, and 80 mm in length, respectively, with a pipe radius of 1.95 mm, as indicated in Section 
4.3.1. Figure 4.6 shows a schematic of the numerical simulation in the shooter-scaled axial direction. The 
flow in the circular pipe was assumed to be axisymmetric. The computational grids had 201×501 grid points. 
The grid convergence was confirmed using four computational grids (201 × 71, 501 × 71, 201 × 301, and 
201 × 501 in the axial and radial directions, respectively). The errors of the obtained outlet temperature 
between 201 × 301 and 201 × 501, and between 201 × 71 and 501 × 71, were less than 0.5%. Although the 
201 × 301 grid could be used for the numerical simulation, the 201 × 501 grid was selected for improved 
reproduction of the temperature and velocity boundary layers. Another reason for selecting fine grids is to 
avoid the numerical oscillations induced by density changes due to the pyrolysis reaction. Abgrall [29] 
investigated the so-called spurious oscillations caused by the variations in thermodynamic properties, such 
as multicomponent flow. In this study, I employed the conventional in-house code and required many grid 
points to avoid numerical oscillation for multicomponent flows. In each computation condition, the minimum 
𝑦𝑦+ was less than 0.005, and the inlet turbulence intensity was 1.0%. The heated wall section in the circular 
pipe was maintained at a constant and uniform temperature. I set the outlet pressure to 6.0 MPa and the inlet 
pressure to the Neumann condition in all cases. As shown in the following section, the pressure variations in 
the heating section were less than 100 Pa. The buoyancy effect was negligible in the simulation because of 
the low Richardson number (< 0.4) in all cases. In particular, supercritical octane flows at 𝑇𝑇𝑤𝑤 =
773.15, 873.15, 923.15, 973.15, and 1023 K were simulated using the thermophysical properties of the 1-, 
4-, and 12-component models of decomposed hydrocarbons, respectively, taking into account the 
endothermic energy by pyrolysis. In each case, the inlet temperature of heating sections 1 and 2 was set 
according to the experimentally measured temperature. Table 4.2 lists the simulation conditions for each case. 
The inlet temperatures of each heating section were set based on the experimental data. The wall temperature 
in the heating section was maintained at a constant value. The Reynolds numbers ranged from 5000 to 7500 
at the inlet point. The Reynolds numbers also slightly differed from each other owing to the density and 
viscosity difference caused by inlet temperature conditions. 
 

 
Figure 4.6. Schematic and computational grids for the numerical simulations of circular pipe flows. 

x

y

Heating section Adiabatic section
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Table 4.2. Computational conditions for supercritical octane flows 

Mass flow 

rate 

(g/min) 

Pressure 

(MPa) 

𝑇𝑇in  of 

heating 

section 1 (K) 

𝑅𝑅𝑒𝑒in  

of heating 

section 1 

𝑇𝑇in  of 

heating 

section 2 (K) 

𝑅𝑅𝑒𝑒in  of 

heating 

section 2 

𝑇𝑇w (K) 

25 6.0 

661.31 5196 679.64 5920 773.15 

683.80 6061 736.58 7153 873.15 

680.88 5963 756.30 7319 923.15 

682.96 6034 760.62 7343 973.15 

682.64 6023 780.02 7420 1023.15 

 

4.3.3 Numerical results with multicomponent thermophysical properties 
Figures 4.7 show the contours of the density, temperature, and mass fraction of unreacted octane, and the 

pressure at the cross-section of the 1-, 4-, and 12-component models, respectively, at 𝑇𝑇𝑤𝑤 = 1023.15 K. Each 

figure was scaled to 1/10 in the axial direction for ease of viewing. The 𝑘𝑘 −  𝜔𝜔 SST + 𝑀𝑀𝜏𝜏  model was used 

as the turbulence model in these results. It can be seen that the fluid temperature increased gradually owing 

to heat transfer from the wall, in contrast to the density pattern due to thermal expansion. Octane decomposed 

into smaller hydrocarbon components at above 800 K by pyrolysis. The fluid temperature reached 800 K in 

a small region near the heated wall, which reduced the mass fraction of unreacted octane to 0. Accordingly, 

the densities of the 4- and 12-component models were much lower than those of the 1-component model in 

the high-temperature region, as the two former models considered the thermophysical properties of the 

mixture due to pyrolysis. The pressure variations in the channel were less than 100 Pa, and sufficiently small 

to estimate the reaction rate using the temperature, as shown in Eq. (4.3). 

Figures 4.8 show the density and unreacted octane distribution of the 12-component model at 𝑇𝑇𝑤𝑤 =
923.15, 973.15, and 1023.15 K, as well as those of the 4- and 1-component models at 𝑇𝑇𝑤𝑤 = 1023.15 K. 

The ratios 𝑥𝑥1 𝑃𝑃⁄  and 𝑥𝑥2 𝑃𝑃⁄  represent the normalized distances from the circular pipe inlet and the circular 

pipe wall, respectively. Pyrolysis occurred mainly in the region with less than 𝑥𝑥2 𝑃𝑃⁄ = 0.1, whereas the mass 

fraction of the unreacted octane mass fraction (𝑌𝑌0) decreased to 0 at the heated wall in high wall temperature 

conditions. The reaction region changed in accordance with the wall temperature and became narrower at 

lower wall temperatures. The density was lowest at the heating wall and rapidly changed with the reaction 

rate. Comparing the component models, the distribution of 𝑌𝑌0  was slightly different because of the 

difference in the thermal boundary layer in each case. Although 𝑌𝑌0 dropped to 0 at the heated wall in all 

models, the density of the 1-component model was much higher than that of the multicomponent models. It 

should be noted that the 4- and 12-component models considered not only the thermophysical properties of 

octane but also those of the smaller decomposed hydrocarbon components such as C2H4, C3H6, and C4H8.  
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(a) 1-component model (b) 4-component model 

 

(c) 12-component model 

Figure 4.7. Density, temperature, and mass fraction of unreacted octane (𝑌𝑌0 ) of the 1-, 4-, and 12 

component models at 𝑇𝑇𝑤𝑤 = 1023.15 K. 

 

  

(a) Density (b) Unreacted octane mass fraction (𝑌𝑌0) 

Figure 4.8. Cross-sectional density and unreacted octane mass fraction at 𝑥𝑥1 𝑃𝑃⁄ = 95. 

 

On the other hand, the 1-component model assumed that the thermophysical properties of the reacted fluid 

were the same as those of pure octane. Because the density of the smaller hydrocarbons is much lower than 

that of the fed octane, the multicomponent thermophysical property models were able to reproduce the rapid 

change in density caused by pyrolysis. The thermophysical properties of the decomposed hydrocarbons were 
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calculated using the mole fraction (Table 4.1) of each thermophysical property model. C4H8 accounted for 

23% of the decomposed components in the 4-component model, whereas the 12-component model contained 

9.7% (C4H8), 0.1% (C4H10), 6.9% (C5H12), 5% (C6H14), and 1.7% (C7H16); hence, the density of the 4-

component model was overestimated to be lower than that of the precise 12-component model. 

 

4.3.4 Turbulent kinetic energy and temperature profile in the heating section 
Figure 4.9 displays the contours of density, temperature, and mass fraction of unreacted octane at the cross-

section of the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model compared with the results of the conventional 𝑘𝑘 − 𝜔𝜔 SST 

turbulence model under the conditions of the 12-component model at 𝑇𝑇𝑤𝑤 = 1023.15 K. It can be seen that 

the temperature of the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model after the heating section became almost uniform at the cross-

section, while non-uniformity remained in the conventional 𝑘𝑘 − 𝜔𝜔 SST  model. The low-density region 

corresponding to the high-temperature region became wider, resulting in the low mass fraction of unreacted 

octane. In the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model, the 𝑀𝑀𝜏𝜏   term in Eq. (4.8) produced the turbulent kinetic energy 

caused by the density change. Such turbulent energy production near the heated wall affected the thermal 

boundary layer, leading to pyrolysis over a wide region.  
 

 
Figure 4.9. Density, temperature, and mass fraction of unreacted octane (𝑌𝑌0) at 𝑇𝑇𝑤𝑤 = 1023.15 K (upper 

half: conventional 𝑘𝑘 − 𝜔𝜔 SST; lower half: 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏). 

 
Figure 4.10 shows the axial velocity profiles of the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   and conventional 𝑘𝑘 − 𝜔𝜔 SST 

models with 12 components. The black dotted line represents the logarithmic velocity profile by 

1/0.41 log(𝑦𝑦+) + 5.2.  Note the similarity in the velocity profiles of each model regardless of the wall 

temperature conditions. Moreover, whereas the velocity of the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model followed a 

logarithmic profile near the wall, that of the conventional 𝑘𝑘 − 𝜔𝜔 SST with the 12-component model was 

much higher than the results of the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model, mainly because of the lack of eddy viscosity 

caused by density change. Kawai et al. [19, 20] obtained similar results with the density fluctuations of the 

trans-critical flows of hydrogen. 
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Figure 4.10. Velocity profiles near the heated wall at 𝑇𝑇𝑤𝑤 = 1023.15 K and 𝑥𝑥1 𝑃𝑃⁄ = 95. 

 

Figure 4.11 shows the cross-sectional eddy viscosity distribution in the heating section at 𝑥𝑥1 𝑃𝑃⁄ =
50, 65, 80, and 95 , where 𝑥𝑥1 𝑃𝑃⁄ = 50  and 𝑥𝑥1 𝑃𝑃⁄ = 95  are the approximate inlet and outlet positions, 

respectively. The results of the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model (1-component model and 12-component model) and 

the conventional 𝑘𝑘 − 𝜔𝜔 SST model (12-component model) are shown in Fig. 4.11. The maximum eddy 

viscosity at 𝑥𝑥1 𝑃𝑃⁄ = 50 was approximately 5.0 in all cases. In cases with the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model, the 

eddy viscosity increased gradually at 𝑥𝑥1 𝑃𝑃⁄ = 65, 80, and 95 in both component models, while the eddy 

viscosity decreased in the case with the conventional 𝑘𝑘 − 𝜔𝜔 SST model. At 𝑥𝑥2 𝑃𝑃⁄ < 0.1, the eddy viscosity 

was suppressed, especially at 𝑇𝑇𝑤𝑤 = 1023.15 K. Near the heated wall, the low eddy viscosity resulted in a 

thin high-temperature region (Fig. 4.7). The turbulent kinetic energy generated by 𝑀𝑀𝜏𝜏  caused a higher eddy 

viscosity relative to the 𝑘𝑘 −  𝜔𝜔 SST model. The region in 𝑥𝑥2 𝑃𝑃⁄ < 0.1 also demonstrated a much higher 

eddy viscosity compared with that of the 𝑘𝑘 − 𝜔𝜔 SST  model. Accordingly, the eddy viscosity of the 12-

component model reached a higher peak value than that of the 1-component model, mainly because of the 

rapid density change caused by the smaller hydrocarbons. Indeed, the effects of density change and the 𝑀𝑀𝜏𝜏  

term on the hydrocarbon flow with pyrolysis reactions are significant to predict the eddy viscosity near the 

heating wall during pyrolysis. Essentially, I observed a significant difference in the eddy viscosity of the 

present and conventional models in the high-temperature condition. 

Figure 4.12 shows the cross-sectional thermal diffusivity at 𝑇𝑇𝑤𝑤 = 1023.15 K  and 𝑥𝑥1 𝑃𝑃⁄ = 95 . The 

solid lines indicate the thermal diffusivity by turbulence calculated by 𝜇𝜇𝑡𝑡/𝜌𝜌𝑃𝑃𝑃𝑃𝑡𝑡, where 𝑃𝑃𝑃𝑃𝑡𝑡 is the turbulent 

Prandtl number. The dotted lines indicate the thermal diffusivity by molecular dynamics calculated by 

𝜅𝜅/𝜌𝜌𝐶𝐶𝑝𝑝 . Decomposed hydrocarbons, such as CH4 and C2H6, have high thermal diffusivity. The fluid 

decomposed by the 12-component model included smaller hydrocarbons generated by pyrolysis in the high-

temperature region; thus, the thermal diffusivity near the wall in this model was four times higher than that 

in the 1-component model. The thermal diffusivity by molecular dynamics in the main flow region was the 

same for all component models because of the low decomposition rate of octane. The thermal diffusivity by 

turbulence relied on the eddy viscosity, with a peak similar to that shown in Fig. 4.11(b). In particular, the 

thermal diffusivity due to turbulence in the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model was larger than that in the conventional 
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model, especially when the 12-component model was applied. The high total thermal diffusivity by molecular 

dynamics and turbulence in the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model with the 12-component model promoted the 

expansion of a high-temperature region in the main flow region, whereas the thermal diffusivity in the 

conventional 𝑘𝑘 − 𝜔𝜔 SST model was high only near the heated wall. 

 

 

(a) 𝑇𝑇𝑤𝑤 = 923.15 K 

 

(b) 𝑇𝑇𝑤𝑤 = 1023.15 K 

Figure 4.11. Cross-sectional eddy viscosity distributions at 𝑥𝑥1 𝑃𝑃⁄ = 50, 65, 80, and 95. 
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Figure 4.12. Cross-sectional thermal diffusivity at 𝑥𝑥1 𝑃𝑃⁄ = 95 . The solid lines indicate the thermal 

diffusivity by eddy viscosity. The dotted lines indicated the thermal diffusivity by molecular dynamics. 

 

Figure 4.13 shows the temperature distributions at 𝑥𝑥1 𝑃𝑃⁄ = 95. In the case of the 12-component model 

with the conventional 𝑘𝑘 − 𝜔𝜔 SST model, the high-temperature region developed near the heated wall, even 

if the temperature in the main flow region was lower than that in the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model because of the 

low thermal diffusivity due to turbulence. This implies that only the fluid near the hot wall was heated, which 

allowed the fluid temperature of the 𝑘𝑘 − 𝜔𝜔 SST  model near the wall to rise beyond that of the 𝑘𝑘 −
𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model. In the case of 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   with both component models, the high thermal 

diffusivity due to turbulence created a wider high-temperature region compared with that of the conventional 

 

 

Figure 4.13. Cross-sectional temperature at 𝑥𝑥1 𝑃𝑃⁄ = 95 with multicomponent effect and production of 

turbulent kinetic energy. 
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𝑘𝑘 − 𝜔𝜔 SST  model. The difference in temperature distribution between the two turbulence models was 

greater in higher wall temperature conditions. In the case where 𝑇𝑇𝑤𝑤 = 873 K, the temperature distributions 

are almost the same for each component and turbulence model. The turbulent kinetic energy generation by 

the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model did not affect the temperature distribution for conditions below 𝑇𝑇𝑤𝑤 =

873.15 K because of the low reaction rate and small temperature difference between the fluid and the heated 

wall. As octane is decomposed by pyrolysis at above 800 K, the high-temperature region above 800 K was 

much wider in the 12-component model with 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  in the case above 𝑇𝑇𝑤𝑤 = 923.15 K, leading 

to the high conversion rate of pyrolysis. 

Figure 4.14 shows the outlet temperatures of the heating pipe compared with the experimental data using 

each thermophysical property model. The error bars in the experimental data are defined as values within 

three standard deviations of the five experiments. For all thermophysical property models, the numerical 

results at wall temperatures below 950 K agreed with the experimental data, with a slight difference in values.  

 

 
Figure 4.14. Outlet temperature with multicomponent effect and production of turbulent kinetic energy. 

 

The numerical results of the 𝑘𝑘 − 𝜔𝜔 SST model showed that the outlet temperatures in high wall temperature 

cases above 950 K were underestimated for all thermophysical property models, with a maximum difference 

of 50 K at 𝑇𝑇𝑤𝑤 = 1023.15 K . The outlet temperatures of the 12- and 4-component models were slightly 

higher than those of the 1-component model. In the numerical simulations, the heating wall was maintained 

at a constant temperature according to the experimental conditions. The total heat in the section depends on 

the thermal boundary in each case. The thermal diffusivities in the 100% decomposition condition of the 1-, 

4- 12- component models are 2.6 × 10−7 𝑚𝑚2/𝑠𝑠, 6.7 × 10−7 𝑚𝑚2/𝑠𝑠, and 6.3 × 10−7 𝑚𝑚2/𝑠𝑠, respectively, at 

950 K. The difference in total heat caused a slight difference in the outlet temperature of each component 

model. In all cases with the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model, the high turbulent thermal diffusivity due to the 

production of turbulent kinetic energy led to the higher outlet temperature compared with the conventional 

model. For instance, at 𝑇𝑇𝑤𝑤 = 973.15 K  and 1023.15 K , the outlet temperature with the production of 

turbulent kinetic energy was much higher than that with the conventional model. As shown in Fig. 4.12, 
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production of turbulent kinetic energy is responsible for the higher fluid temperature, owing to the high 

thermal diffusivity in the mainstream region. The effect of density change was much stronger at 𝑇𝑇𝑤𝑤 =
1023.15 K. The 12- and 4-component models with the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model provided reasonable results 

with the experimental outlet temperature. At 𝑇𝑇𝑤𝑤 = 1023.15 K, the outlet temperature of the 1-component 

model with 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  was slightly lower than that of the 12- and 4-component models. Because of 

the small number of components considered, the density of decomposed octane in the 4-component model 

was overestimated (Fig. 4.8(a)). The large density gradient in the 4-component model caused a slightly higher 

outlet temperature owing to the turbulent kinetic energy produced by the density change. Meanwhile, the 1-

component model ignored the multicomponent effects on the thermophysical properties, which indicates that 

the turbulent kinetic energy generated by the multicomponent density change caused by pyrolysis is 

important for predicting the temperature distribution in uniform wall temperature cases. 

The outlet conversion rate of each component model is shown in Figure 4.15. Because of the small 

amount of reaction at low fluid temperature, the decomposed hydrocarbons were not detected at 𝑇𝑇𝑤𝑤 =
773.15 K and 823.15 K. In the case where 𝑇𝑇𝑤𝑤 = 873.15 K, the maximum difference of the conversion 

rate between the case w/ and w/o 𝑀𝑀𝜏𝜏  term is less than 0.04% for each component model. These results 

indicate that the production of turbulent kinetic energy by the density fluctuation has no significant effect on 

the pyrolysis reaction below 𝑇𝑇𝑤𝑤 = 873.15 K . In the case of a uniform fluid temperature flow where 

pyrolysis occurs mainly in the entire flow region, while it occurs near the thermal boundary in this study, the 

production of turbulent kinetic energy by the density fluctuation may have less impact on the conversion rate. 

The conversion rate increased linearly with the heated wall temperature in the experiments and reached 20% 

at 𝑇𝑇𝑤𝑤 = 1023.15 K . The maximum conversion rate achieved in the numerical simulation with the 

conventional 𝑘𝑘 − 𝜔𝜔 SST model was less than 5%. The conversion rates with the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model 

and 4- and 12-component models are compatible with the experimental results within a 2% difference for all 

wall temperatures. As shown in Fig. 4.13, the fluid temperature with the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model was higher 

than that with the conventional 𝑘𝑘 − 𝜔𝜔 SST  model because of the high thermal diffusivity caused by 

turbulence. In the results with the conventional 𝑘𝑘 − 𝜔𝜔 SST model, the conversion rates at the outlet were 

not significantly different between the thermophysical property models, which considered the effects of the 

thermophysical properties of the decomposed components. In the 12-component model considering the 

thermophysical properties of several decomposed substances, the density decreased rapidly near the heated 

wall where pyrolysis occurred. As shown in Fig. 4.14, the outlet temperature in the 1-component model was 

lower than that in the other component models owing to the changes in thermophysical properties due to 

pyrolysis. This resulted in the slight underestimation of the conversion rate in the 1-component model 

because of the low fluid temperature at 𝑇𝑇𝑤𝑤 = 973.15 K and 1023.15 K. At 𝑇𝑇𝑤𝑤 = 923.15 K, the density 

change due to pyrolysis had a slight impact on the temperature distribution (Fig. 4.13), leading to the minimal 

difference in conversion rates between the 4- and 12-component models. On the basis of these numerical 

results, it can be concluded that the thermophysical properties were changed by the multicomponents, and 

the thermal diffusivities caused by turbulence flows are equally essential for the accurate prediction of 

supercritical hydrocarbon flows with pyrolysis. In this case, uniform wall temperature conditions were 

employed to reproduce the experimental conditions. The density difference between the fluid and heating 
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wall was much higher than in the case with a constant heat flux. The 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏   model, which 

reproduced the production of turbulent kinetic energy by the density change, had a significant effect under 

uniform temperature conditions. However, the turbulence model effect should be thoroughly studied under 

constant heat flux conditions. There is still a difference with the experimental data in the case of 𝑇𝑇𝑤𝑤 =

1023.15 K. Further physics or modeling is required to reproduce the flows with high wall temperature. 

 

 
Figure 4.15. Outlet conversion rate with multicomponent effect and production of turbulent kinetic energy. 

 

4.4 Conclusions 
I conducted supercritical octane flow simulations with pyrolysis and considered the multicomponent effects 

of the changes in thermophysical properties. In the flow simulations, I determined the thermophysical 

properties of each component using the polynomial equations defined in REFPROP. I estimated the 

thermophysical properties of a mixture of decomposed components and a fed hydrocarbon by linear 

interpolation of the mass fraction of each component. In essence, the 4- and 12-component models considered 

the density change caused by hydrocarbons decomposed by pyrolysis, whereas the 1-component model 

assumed that the thermophysical properties were the same as those of pure n-octane. The reaction rate and 

endothermic energy were estimated based on the 0-D simulation of pyrolysis. The mole fraction of C1–C3 

hydrocarbons exceeded that of the other hydrocarbons in the 0-D simulation. The maximum difference was 

4.7% for the mole fraction of C3H8. I determined that the mole fractions obtained by 0-D simulation were 

acceptable to discuss the effects of multicomponent thermophysical properties on the thermal flow. 

Subsequently, I simulated supercritical octane flows in a heated circular pipe with the reaction model 

and thermophysical properties model using in-house code. The conventional 𝑘𝑘 − 𝜔𝜔 SST  and 𝑘𝑘 −
𝜔𝜔 SST+𝑀𝑀𝜏𝜏  models were used as the RANS turbulence models. In particular, the 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  model 

considered the production of turbulent kinetic energy by density change, whereas all the component models 

considered the endothermic energy by octane pyrolysis. Because of the effects of low-density components in 

the 4- and 12-component models, the density near the heated wall was much lower than that of the fed octane. 
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At wall temperatures below 923.15 K, the numerical simulations reproduced the outlet temperature in all 

component models. However, in high wall temperature conditions, all the component models with 

conventional RANS underestimated the outlet temperature at which rapid pyrolysis occurred. In terms of 

turbulent kinetic energy production by density change, the turbulent thermal diffusivity increased near the 

heated wall. Nevertheless, the outlet temperature and conversion rate of the 4- and 12-component models 

with 𝑘𝑘 − 𝜔𝜔 SST+𝑀𝑀𝜏𝜏  were consistent with the experimental data, whereas the density of the mixture was 

much lower than that of the fed octane because of thermal expansion and the decomposed components near 

the heated wall. Simulated results suggest that accurate prediction of the density change and the 

corresponding production of turbulent kinetic energy are key issues for reproducing the thermal fluid flows 

of supercritical hydrocarbons with pyrolysis. In the present numerical simulation, uniform wall temperature 

conditions were employed to reproduce the experimental conditions and pyrolysis occurs near the heated 

wall. When pyrolysis occurs in the main flow region, the production of turbulent kinetic energy by the density 

fluctuation may have less impact on the conversion rate. Even though the pyrolysis reaction occurs near the 

heated wall, the turbulent kinetic energy by density fluctuation has little effect on the conversion rate in the 

case below 873.15 K. The turbulence model effect should be properly studied under different heating 

conditions. 
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Chapter 5 

Numerical investigations on 

flow instability of hydrocarbons at 

supercritical pressure 
 
5.1 Introduction 
Flow instability is a crucial issue in the design and operation of industrial systems such as steam generators, 

boiling water reactors, and high-power-density boilers. The work on flow instability was started by Ledinegg 
[1], who demonstrated that the pressure drop in a heated channel is expressed as a cubic curve with respect to 

the flow rate. This relationship is well-known as the multi-valued hydrodynamic characteristic curve. The 

negative slope region in the hydrodynamic characteristic curve has been recognized as a cause of flow 

excursion, which is one of the static instabilities. In addition, the flow excursion studied by Ledinegg is often 

called the Ledinegg instability. After Ledinegg's research [1] on flow instability, a great deal of experimental 

and numerical data [2-4] has been accumulated to the present. While much of previous studies focus on the 

two-phase flow instabilities under subcritical pressure, the flow instabilities under supercritical pressure have 

recently attracted the attention of researchers as the industrial use of supercritical fluids has expanded. In 

particular, the flow instabilities of supercritical hydrocarbon in the regenerative cooling system have been a 

barrier to the development of an engine of hypersonic aerospace vehicle such as a Rocket-Based Combined 

Cycle engine [5]. Flow instabilities can disturb heat transfer and induce mechanical vibration, and in extreme 

situations, possibly cause even mechanical breakdown. 

Several researchers have studied the flow instability of water, CO2, and refrigerant at supercritical 

pressure. Ambrosini [6] numerically analyzed the Ledinegg instability, a typical static instability, and density 

wave oscillation (DWO), a type of dynamic instability, for several different fluids, including H2O, CO2, R23, 

and ammonia. Ambrosini [6] confirmed that two dimensionless parameters sub-pseudo-critical number 

(NSPC) and true trans-pseudo-critical number (NTPC) are effective in representing the dynamic behavior of 

different fluids. In addition, Ambrosini [7] demonstrated the analogies between the dynamic behavior in a 

heated channel at subcritical and supercritical pressur. Sharabi et al. [8] carried out the three-dimensional 

simulation based on the Computational-Fluid-Dynamics (CFD) to investigate whether flow instability can be 

predicted by CFD models and whether the results qualitatively match with the results obtained by their one-

dimensional models. Zhang et al. [9] conducted the two-dimensional axisymmetric flow simulations to 
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investigate the flow instability and heat transfer of water at supercritical pressures in a vertical tube. They 

also summarized the recent study on the flow instabilities under supercritical pressure conditions. Garg and 

Dutta [10] analyzed the Ledinegg instability, DWOs, and PWOs. They also investigated these interactions and 

the influence of the presence or absence of a surge tank. They used a similar methodology with Refs [11-13] to 

incorporate a steady-state pressure drop into the transient calculation. In the context of experimental study, 

Xiong et al. [14] experimentally studied the flow instability of water in parallel channels at supercritical 

pressure. Swapnalee et al. [15] experimentally demonstrated the presence of Ledinegg instability for 

supercritical water in a natural circulation loop, whereas any static instability for supercritical CO2 has not 

been observed. Liu et al. [16] also conducted the experiment for supercritical CO2 natural circulation, but 

eventually found no flow instabilities.  

The flow instability of the hydrocarbon at supercritical pressure is one of the key issues in terms of the 

development of a regenerative cooling system. Hitch and Karpuk [17] were experimentally investigated and 

reported the flow instabilities of methylcyclohexane and JP-7 near the pseudocritical temperature and 

demonstrated that no substantial improvements by flow instabilities in heat transfer coefficients were realized 

with respect to normally forced convection. Wang et al. [18] experimentally investigated the thermo-acoustic 

instability of RP-3 in mini-tubes under a supercritical pressure condition and employed two dimensionless 

parameters of the true trans-pseudocritical number (NSPC) and the sub-pseudocritical number (NTPC) [7] to 

evaluate stability boundaries. Zhou et al. [19] experimentally studied the pressure-drop type instability of n-

dodecane in a system with a horizontal circular tube and accumulator, and the mechanism of instability that 

occurs in pseudocritical temperature region and in pyrolysis temperature region was investigated using a 

zero-dimensional homogeneous model. Yang et al. [20-22] demonstrated the multi-valued hydrodynamic 

characteristics curve, which is a necessary condition of static instability, for hydrocarbon flows at 

supercritical pressure. Guo et al. [23] experimentally investigated the flow of endothermic hydrocarbon fuel 

in circular mini channels at supercritical pressures and clarified that the multi-valued hydrodynamic 

characteristics curve is expressed as a quintic function of flow rate because of the effects of the boiling (or 

pseudo-boiling) and the pyrolysis reaction. Jin et al. [24] conducted one-dimensional flow simulations of 

hydrocarbon using the proportional product distribution pyrolysis model [25], which did not demonstrate the 

fifth-order multi-valued characteristic curve. 

 Although numerous works on the flow instabilities have been conducted, the study of flow instabilities 

on endothermic hydrocarbon fuel (EHF) is still rare. The fifth-order hydrodynamic characteristic curve 

shown by Guo et al. [23] means that five stable equilibrium points can exist for a constant driving pressure 

drop ∆𝑝𝑝𝑑𝑑 = 𝑝𝑝in − 𝑝𝑝out  in a heated circular channel and implies that flow instabilities may be more 

complicated. They explained that the large amount of non-condensable gas products produced by the 

pyrolysis reaction increases the pressure drop (which is why the fifth-order hydrodynamic characteristic 

curve was formed). For your information, the generation of non-condensable gases under pyrolysis 

conditions of kerosene fuel was also reported by Yang [26] et al. Although Guo et al. [23] researched the effect 

of heat flux, pressure, and diameter of the tube on the hydrodynamic characteristic curve as well, the effects 

of increasing order of the hydrodynamic characteristic curve on the behavior of flow instabilities have not 

been elucidated. 
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Another crucial issue is to elucidate the mechanism of multi-valued hydrodynamic characteristic curves 

at supercritical conditions. The hydrodynamic characteristic curve is related to several flow instability 

mechanisms: static instabilities such as Ledinegg instability and dynamic instabilities such as DWO and 

PWO [2]. Although Yang et al. [20-22] reported the multi-valued hydrodynamic characteristics curve at 

supercritical pressure, the mechanisms involved in the formation of the negative slope region of the multi-

valued hydrodynamic characteristic curve is not clear enough.  

To clarify the flow instability phenomenon, it is necessary to understand the rapid flow fluctuation in 

systems including pumps and heated tubes, as well as the mass flux-pressure drop characteristics in a heated 

tube. Since the mass flux-pressure drop characteristics in a heated tube are closely related to the initiation 

and maintenance mechanisms of the flow fluctuation, ideally, a numerical simulation that can handle these 

two issues at once is required. However, such a simulation is currently difficult in terms of computational 

cost. Regarding the former issue, flow instability is a large-scale problem both in time and space because the 

periodicity of flow fluctuations can be several tens of seconds or longer for long periods and because the 

entire system should be considered due to its principle. Therefore, detailed simulations considering multiple 

dimensions are not realistic due to the large computational cost. In addition, since the flow instability should 

be considered in the early design stage, an analysis method with a small computational cost is desirable when 

considering the future development process. That is why a one-dimensional numerical simulation method 

was employed to investigate the flow instability. Next, regarding the latter issue, there are many unresolved 

aspects in the mass flux-pressure drop characteristics under supercritical pressure conditions, and numerical 

simulations based on empirical lows or mathematical models should be avoided as much as possible. In 

addition, the analysis focuses on the mass-flux and pressure-drop characteristics at the steady state in a single 

heated tube, and the computational cost is relatively small, thus a detailed numerical method can be used. In 

the present study, the three-dimensional LES method is employed to investigate the mass-flux and pressure-

drop characteristics in a heated tube. 

First, I developed a robust numerical method to simulate flow instabilities in the EHF. The DFM in 

preconditioning system, which is shown in Chapter 2, was introduced to the one-dimensional simulation 

method to avoid spurious oscillations and realize robust simulations of flow instabilities. The present method 

was first used to obtain the hydrodynamic characteristic curve (steady-state pressure drop versus mass flow 

rate in the heated tube) of water and mass flow rate transient data, and these results were compared with 

available previous numerical data [6] to demonstrate that the method is as capable as the previous numerical 

method. Besides, the simulated results of cyclohexane flow in a horizontal circular tube were compared with 

experimental data [20] to demonstrate the capability of qualitatively predicting the outlet pressure and outlet 

temperature. Eventually, the present method was applied to transcritical n-dodecane flows with the pyrolysis 

reaction in a heated circular tube. As discussed in previous research by Guo et al. [23], the fluid flow of EHF 

in a heated tube may be more complicated because the hydrodynamic characteristic curve of EHF has an 

order of five, and five cross points (equilibrium points) would be expected for a constant pressure drop. In 

the present study, a new phase separation model (PSM) was developed to consider the effect of non-

condensable gas products generated by pyrolysis reaction and to reproduce the fifth-order hydrodynamic 

characteristic curve of EHF. First, the steady-state simulations were conducted to obtain the hydrodynamic 
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characteristic curve for n-dodecane flows in a horizontal heated circular tube. The effects of DFM and PSM 

on the hydrodynamic characteristic curves were investigated. The influences of heat flux and pressure 

conditions on the hydrodynamic characteristic curves were also discussed. Then, the transient simulations of 

n-dodecane flows in a heated circular tube were performed to numerically investigate the dynamic behavior. 

The effects of phase separation, heat flux, and pressure conditions on flow instability were evaluated. Special 

attention was paid to the mechanism of flow instability under pyrolysis conditions, where knowledge is 

lacking. 

Next, I investigated the mechanisms behind the formation of the multi-valued hydrodynamic 

characteristic curves using the large eddy simulation (LES) code. To validate the numerical method of LES, 

the turbulent channel flows were conducted. The average velocity and root mean square (RMS) velocity in 

the parallel channel were compared with available DNS data. Besides, the simulated adiabatic friction factors 

in a horizontal circular tube were compared with theoretical value and previous correlation to evidence 

enough capability of predicting the pressure field. Eventually, the LES were conducted for n-dodecane flows 

in a horizontal heated circular tube at supercritical pressure. Hydrodynamic characteristic curves were 

obtained under different three supercritical pressure conditions. To clarify the generation mechanisms of 

pressure-drop behind the formation of the hydrodynamic characteristic curves, the present LES analyzed the 

flow properties, such as the thermodynamic properties and local Nusselt number, and turbulence statistics in 

the heated circular tube. 
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Nomenclature  
𝐴𝐴 cross-sectional area (m2) 

𝑐𝑐 speed of sound (m/s) 

𝐶𝐶𝑝𝑝 isobaric specific heat (J/kg/K) 

𝐷𝐷 diameter (m) 

𝐸𝐸 total internal energy per unit volume (J/m3) 

𝐺𝐺 mass flux (kg/m2/s) or mass flow rate (g/s) 

𝜃𝜃  total enthalpy (J/kg) 

ℎ enthalpy per unit mass (J/kg) 

ℎ𝑝𝑝 partial derivative of enthalpy with respect to pressure 

ℎ𝑇𝑇  partial derivative of enthalpy with respect to temperature 

ℎ𝑌𝑌𝑛𝑛
 partial derivative of enthalpy with respect to mass fraction of nth component 

𝐿𝐿 tube length (m) 

𝑝𝑝 pressure (Pa) 

𝑞𝑞 heat flux (kW/m2) 

𝑅𝑅 gas constant 

𝑇𝑇  temperature (K) 

𝑡𝑡 time (s) 

𝑈𝑈𝑖𝑖 contravariant velocities (𝑖𝑖 = 1, 2, 3) 

𝑢𝑢𝑖𝑖 velocities (𝑖𝑖 = 1, 2, 3) 

𝑥𝑥𝑖𝑖 Cartesian coordinates (𝑖𝑖 = 1, 2, 3) 

∆𝑝𝑝 pressure drop in a heated tube (Pa) 

Greek symbol 

𝛽𝛽 isobaric thermal expansion coefficient (K-1) 

𝜃𝜃 preconditioning parameter 

𝜅𝜅 thermal conductivity (W/m/K) 

𝜇𝜇 molecular viscosity (Pa s) 

𝜉𝜉𝑖𝑖 general curvilinear coordinates (𝑖𝑖 = 1, 2, 3) 

𝜌𝜌 density (kg/m3) 

𝜌𝜌𝑝𝑝 partial derivative of density with respect to pressure 

𝜌𝜌𝑇𝑇  partial derivative of density with respect to temperature 

𝜏𝜏𝑖𝑖𝑖𝑖 viscous stress tensors (𝑖𝑖, 𝑗𝑗 = 1, 2, 3) 

Subscripts 

c critical point 

g gas phase 

in inlet 

l liquid phase 

out outlet 

pc pseudocritical  

w wall 
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5.2 Numerical methods of one-dimensional simulations 

5.2.1 Fundamental equations 

The fundamental equations are the preconditioned compressible Navier–Stokes equations of conserved forms 

for the mass, momentum, and total energy. To solve the compressible unsteady flows at low-Mach numbers 

accurately and effectively, a preconditioning method with a dual time-stepping technique [27] were adopted 

for the system of equations. The system of equations is written in the vector form as follows: 

 

𝜕𝜕𝑸𝑸
𝜕𝜕𝑡𝑡

+ 𝜞𝜞
𝜕𝜕𝑸𝑸�
𝜕𝜕𝜏𝜏

+
𝜕𝜕𝑭𝑭
𝜕𝜕𝑥𝑥

+ 𝑭𝑭𝒗𝒗 + 𝑺𝑺 = 0, (5.1) 

 

where 

 

𝑸𝑸 =

⎣
⎢
⎡

 

𝜌𝜌
𝜌𝜌𝑢𝑢
𝐸𝐸

𝜌𝜌𝑌𝑌0

 

⎦
⎥
⎤

,𝑸𝑸� =
⎣
⎢
⎡ 

𝑝𝑝
𝑢𝑢
𝑇𝑇
𝑌𝑌0

 
⎦
⎥
⎤ ,𝑭𝑭 =

⎣
⎢⎢
⎡

 

𝜌𝜌𝑢𝑢
𝜌𝜌𝑢𝑢𝑢𝑢 + 𝑝𝑝
(𝐸𝐸 + 𝑝𝑝)𝑢𝑢

𝜌𝜌𝑌𝑌0𝑢𝑢

 

⎦
⎥⎥
⎤

,𝑭𝑭𝒗𝒗 =

⎣
⎢
⎢
⎢
⎢
⎡

 

0

− 𝑓𝑓𝑙𝑙0
𝐷𝐷h

𝜙𝜙𝑙𝑙0
2 𝜌𝜌𝑢𝑢2

2

𝑞𝑞 𝛱𝛱h
𝐴𝐴
0

 

⎦
⎥
⎥
⎥
⎥
⎤

,𝑺𝑺 =

⎣
⎢⎢
⎡

 

0
0
0

𝑠𝑠𝑌𝑌0

 

⎦
⎥⎥
⎤

. 

𝜞𝜞 =

⎣
⎢⎢
⎢
⎡

𝜃𝜃 0 𝜌𝜌𝑇𝑇 𝜌𝜌𝑌𝑌0

𝜃𝜃𝑢𝑢 𝜌𝜌 𝜌𝜌𝑇𝑇 𝑢𝑢 𝜌𝜌𝑌𝑌0
𝑢𝑢

𝜃𝜃𝜃𝜃 − �1 − 𝜌𝜌ℎ𝑝𝑝� 𝜌𝜌𝑢𝑢 𝜌𝜌𝑇𝑇 𝜃𝜃 + 𝜌𝜌ℎ𝑇𝑇 𝜌𝜌𝑌𝑌0
𝜃𝜃 + 𝜌𝜌ℎ𝑌𝑌0

𝜃𝜃𝑌𝑌0 0 𝜌𝜌𝑇𝑇 𝑌𝑌0 𝜌𝜌 + 𝜌𝜌𝑌𝑌0
𝑌𝑌0 ⎦

⎥⎥
⎥
⎤

. 

 
𝑸𝑸 , 𝑸𝑸� , 𝑭𝑭𝑖𝑖 , 𝑭𝑭𝑣𝑣 , and 𝑺𝑺  are the vectors of the conservative variables, unknown variables, inviscid flux, 
viscous flux, and source term respectively. 𝜞𝜞  is the preconditioning matrix derived from the Jacobian matrix 

for 𝑸𝑸�.  The pseudo-time term in Eq. (5.1) converges to zero as 𝜏𝜏 → ∞ , and the system of equations 
becomes the conservative form. When performing the steady-state simulation, the physical-time term in Eq. 

(1) was omitted. The diffusion flux of streamwise direction was neglected in the present study because the 

flows solved in the present study were forced convection, and the streamwise diffusion is weak compared to 
the streamwise convection [28]. 𝑠𝑠𝑌𝑌0

  is the decomposition rate of n-dodecane pyrolysis reaction that was 

evaluated using a zero-dimensional pyrolysis reaction modeling method shown in detail in Chapter 3. The 

pyrolysis reaction model was a one-step global reaction model and considers 16 decomposed components 

(H2, CH4, C2H4, C2H6, C3H6, C3H8, 1-C4H8, n-C4H10, 1-C5H10, n-C5H12, n-C6H14, n-C7H16, n-C8H18, n-C9H20, 

n-C10H22, and n-C11H24). The production rate was modeled as a function of temperature based on preliminary 

detailed zero-dimensional reaction simulations. 𝑓𝑓𝑙𝑙0 is the friction factor in smooth tubes and is expressed 

by the Filonenko correlation as follows: 
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𝑓𝑓𝑙𝑙0 =
⎩�
⎨
�⎧ 64

𝑅𝑅𝑒𝑒 , when 𝑅𝑅𝑒𝑒 < 𝑅𝑅𝑒𝑒𝑖𝑖𝑟𝑟

[1.58 × log𝑒𝑒(𝑅𝑅𝑒𝑒) − 3.28]−2, when 𝑅𝑅𝑒𝑒𝑖𝑖𝑟𝑟 < 𝑅𝑅𝑒𝑒
. (5.2) 

 
𝜙𝜙𝑙𝑙0

2  is the appropriate two-phase multiplier. In the present study, 𝜙𝜙𝑙𝑙0
2  was used for modeling the two-phase 

flow induced by pyrolysis reaction which produces non-condensable gas products [23, 26]. The detail is shown 

in the subsection of 5.2.4. The preconditioning parameter 𝜃𝜃 is defined as follows: 

 

𝜃𝜃 = 1
𝑈𝑈𝑟𝑟

2 −
𝜌𝜌𝑇𝑇 �1 − 𝜌𝜌ℎ𝑝𝑝�

𝜌𝜌ℎ𝑇𝑇
, (5.3) 

 

where 𝑈𝑈𝑟𝑟 is the switching parameter as  
 

𝑈𝑈𝑟𝑟 = min[𝑐𝑐,max(𝑢𝑢, 3𝑢𝑢∞)]. (5.4) 

 

The local velocity is defined as 𝑢𝑢 = �𝑢𝑢𝑖𝑖𝑢𝑢𝑖𝑖, and 𝑢𝑢∞ is a reference velocity which defined by the inlet or 

the maximum velocity. 

 

5.2.2 Numerical methods 

The numerical flux was evaluated using the preconditioned flux-vector splitting scheme [29] of the 

approximate Riemann solver. The unknown variables were interpolated using the MUSCL scheme [30]. The 

second-order explicit Runge–Kutta scheme with dual-time stepping technique was employed for time 

integration of pseudo time. The physical time-derivative in Eq. (5.1) was evaluated by using a second-order 

backward difference scheme. The DFM in the preconditioning method, which is shown in detail in Chapter 

2, was employed to prevent the spurious oscillations and stably simulate the transcritical flow.  

 

5.2.3 Thermodynamic and transport properties model for mixture 

The thermodynamic and transport properties were calculated by using the same technique in Chapter 2. 

However, the partial derivatives of the density and enthalpy with respect to the mass fraction were modified 

because of the change in the fundamental equations as follows: 

 

𝜌𝜌𝑌𝑌0
= 𝜌𝜌2 ��

𝛼𝛼𝑖𝑖
𝜌𝜌𝑖𝑖

𝑛𝑛

𝑖𝑖=1
− 1

𝜌𝜌0
�, (5.5a) 

ℎ𝑌𝑌0
= ℎ0 − �𝛼𝛼𝑖𝑖ℎ𝑖𝑖

𝑛𝑛

𝑖𝑖=1
. (5.5b) 
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𝛼𝛼𝑖𝑖 is production ratio of pyrolysis products shown in Table 5.1.  

Due to the complexity of the calculation procedure for thermophysical properties, a look-up table 

method was used to reduce computational time. In this method, thermodynamic and transport properties in 

the pressure and temperature parameter space were calculated using REFPROP at constant intervals. In the 

present study, the data points of look-up tables in the pressure and temperature parameter space were set with 

a constant interval of ∆𝑝𝑝 = 0.005 MPa and ∆𝑇𝑇 = 1.0. The thermophysical properties were interpolated 

with linear interpolation. The pre-prepared lookup tables were used to calculate thermophysical properties in 

flow simulations. Figure 5.1 shows the density, isobaric-specific heat, viscosity, and thermal conductivity for 

n-dodecane with respect to temperature at three different pressure conditions. These thermophysical 

properties strongly depend on the pressure and drastically change near the pseudocritical temperature where 

the isobaric-specific heat reaches the maximum value. The plots tabulated by the look-up table method were 

consistent with the NIST data at 3.0 MPa. 

 

Table 5.1. Critical properties and production ratios of n-dodecane and decomposed components 

Components Chemical formula 𝑝𝑝𝑖𝑖 (MPa) 𝑇𝑇𝑖𝑖 (K) Production ratio 

Hydrogen H2 1.30 33.15 0.0176 

Methane CH4 4.60 190.6 0.1223 

Ethylene C2H4 5.04 282.4 0.1942 

Ethane C2H6 4.87 305.3 0.1379 

Propylene C3H6 4.56 364.2 0.1204 

Propane C3H8 4.25 369.9 0.0647 

1-butene C4H8 4.01 419.3 0.0391 

N-butane C4H10 3.80 425.1 0.0154 

1-pentene C5H10 3.60 465.7 0.0440 

N-pentane C5H12 3.37 469.7 0.0174 

N-hexane C6H14 3.04 507.8 0.0667 

N-heptane C7H16 2.74 540.2 0.0463 

N-octane C8H18 2.48 568.7 0.0416 

N-nonane C9H20 2.28 594.6 0.0374 

N-decane C10H22 2.10 617.7 0.0255 

N-undecane C11H24 1.99 638.8 0.0095 

N-dodecane C12H26 1.82 658.1 - 
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(a) Density (b) Isobaric specific heat 

  
(c) Viscosity (d) Thermal conductivity 

Figure 5.1. Thermophysical and transport properties for n-dodecane at different pressure conditions. 

Circles, NIST data; lines, look-up table method. 

 

5.2.4 Phase-separation model by using two-phase correction of friction factor 

As discussed by Guo et al. [23], the non-condensable gaseous products from pyrolysis may affect the pressure 

drop in a heated pipe. To consider the effect of non-condensable gaseous products from pyrolysis, the two-

phase correction of friction factor was extended to the pyrolysis condition. Chisholm [34] proposed the friction 

factor of two-phase flow. The ratio of two-phase friction drop ∆𝑝𝑝𝑇𝑇𝑇𝑇  and single phase friction drop ∆𝑝𝑝𝑙𝑙0 is 

expressed as follows: 

 

𝜙𝜙𝑙𝑙0
2 = ∆𝑝𝑝𝑇𝑇𝑇𝑇

∆𝑝𝑝𝑙𝑙0
= 1 + 𝑐𝑐1

𝑋𝑋 + 1
𝑋𝑋2, (5.6) 

 

where 

 

𝑐𝑐1 = �𝑖𝑖 + (𝑐𝑐2 − 𝑖𝑖)�1 −
𝜌𝜌𝑔𝑔

𝜌𝜌𝑙𝑙
�

0.5
� ��

𝜌𝜌𝑙𝑙
𝜌𝜌𝑔𝑔

+ �
𝜌𝜌𝑔𝑔

𝜌𝜌𝑙𝑙
�, (5.7a) 

𝑋𝑋 = �1 − 𝑥𝑥
𝑥𝑥 �

(2−𝑛𝑛) 2⁄
�
𝜌𝜌𝑔𝑔

𝜌𝜌𝑙𝑙
�

0.5
�𝜇𝜇𝑙𝑙

𝜇𝜇𝑔𝑔
�

𝑛𝑛 2⁄

. (5.7b) 
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Here, the value of 𝑖𝑖 was set to 0.75 assuming a smooth tube in the present study (𝑖𝑖 = 1 for rough tube). 𝑐𝑐2 

is a constant or a function of mass flux 𝐺𝐺 shown in Table 5.2, and values for the smooth cases ware used in 

the present study. The value of 𝑛𝑛  was set to 0.2 assuming a smooth tube (𝑛𝑛 = 0  for rough tube). The 

subscripts 𝑔𝑔 and 𝑙𝑙 represent the gas phase and liquid phase, respectively. 𝑥𝑥 is so-called dryness fraction.  

 

Table 5.2. Value of 𝑐𝑐2 in Eq. (5.7a) for smooth and rough tubes 
 Smooth tube Rough tube 

𝐺𝐺 
[kg/m2/s] 

𝐺𝐺 > 204 𝐺𝐺 < 204 𝐺𝐺 > 153 𝐺𝐺 < 153 

𝑐𝑐2 1 
204
𝐺𝐺  1 

153
𝐺𝐺  

 

Dryness fraction 𝑥𝑥 should be the sum of mole fraction for non-condensable gas components. Therefore, the 

phase equilibrium of the mixture formed as a result of the pyrolysis reaction need to be considered. In the 

present study, the vaper-liquid equilibrium (VLE) analysis conducted to identify the phase separation 

conditions of hydrocarbon mixture. The calculations were performed using the routines for VLE analysis 

defined in REFPROP. The present VLE analysis calculated the temperature, the liquid phase composition, 

and the thermophysical properties at phase equilibrium conditions by giving the pressure and the gas phase 

composition as an input. The problem here was how to decide the input composition. Diffusion changes the 

composition of the mixture in a flow field. Therefore, the composition patterns of the 17-component mixture, 

which is shown in Table 5.1, to be considered are very numerous. Although the composition pattern can be 

greatly reduced by ignoring diffusion, the validation of the calculation is difficult because of the lack of 

vapor-liquid equilibrium data for the present 17-component mixture. The detailed model for a 17-component 

mixture has little benefit. In the present study, assuming that all decomposed components are surrogated by 

ethane, which is the main (more than 10%) decomposed component, a binary mixture of n-dodecane–ethane 

was considered. Ethylene, the most abundant component (19.42% of the decomposed components), was not 

selected as a representative component because the binary mixing coefficient for n-dodecane and ethylene 

was not defined in the REFPROP.  

Before performing the phase separation analysis of n-dodecane–ethane mixtures, the validation of the 

VLE analysis method was performed. Figure 5.2 compares the calculated results for the pressure-density 

diagram of an n-dodecane–ethane mixture with the experimental data [36]. The circles are the experimental 

data, and the lines are the calculated results. In the temperature range from 0 °C to 100 °C and at pressures 

up to 62 atm, five bubble point isotherms were calculated. The calculated results agreed well with the 

experimental data for all temperature conditions. The results demonstrated the capability of the present VLE 

analysis method to correctly predict phase equilibrium for n-dodecane–ethane mixture. 
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Figure 5.2. Equilibrium pressure at each mole fraction of ethane in the liquid phase. Circles, experimental 

data; lines, calculated results. 

 

Figure 5.3 presents VLE compositions for a binary system consisting of n-dodecane–ethane at different 

pressures. The critical mixing temperature decreased with increasing pressure as more ethane dissolves into 

the liquid phase. Interestingly, the critical pressure of a mixture could be greater than the critical pressure of 

the pure substances that compose the mixture. For example, whereas the critical pressure of n-dodecane–

ethane is 1.817 MPa and 4.872 MPa, that of mixture could reach 10 MPa or higher as shown in Fig. 5.3. 

 

 

Figure 5.3. Phase diagrams with respect to temperature and n-dodecane mole fraction at different 

pressures. Red, bubble lines; Blue, dew lines; solid lines, 2.2 MPa; dashed-dotted lines, 5 MPa; dashed 

line, 10 MPa. 
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Even over the critical pressure of all pure materials, dew lines and bubble lines existed in a fluid mixture, 

suggesting that a two-phase state may be unavoidable. For reference, Figure 5.4 shows the VLE analysis 

results of a binary mixture of n-dodecane and the other main components of methane, ethylene, and propane, 

as well as the 17-component mixture shown in Table 5.1. Although the bubble lines in Fig. 5.4 indicate clear 

differences depending on the mixture, i.e., the difference in dissolvability into the liquid side, the difference 

between the dew lines and the critical temperatures is relatively small. Interestingly, Fig. 5.4 shows similar 

phase separation regions of the binary mixtures and the complex 17-component mixture. Note that although 

the composition of the 17-component mixture is given uniquely here, the composition patterns in the actual 

flow field are numerous because of diffusion. 

Estimation of representative interface conditions in a flow field requires the consideration of a mixing 

process in addition to the VLE analysis. Assuming the adiabatic mixing [37] or isochoric mixing [38] as previous 

studies, the representative interface state expressed by pressure, temperature, and composition can be defined. 

However, in terms of hydrocarbon mixing at supercritical pressure, the measured data is still rare, the 

validation of the assumptions for mixing conditions is difficult. Therefore, the equilibrium composition at 

the average equilibrium temperature was defined as the representative interface state in the present study. 

Figure 5.5 shows the equilibrium composition of liquid and vapor side at the averaged equilibrium 

temperature of 529 K and the pressure of 2.2 MPa. N-dodecane was the main component of the liquid phase, 

accounting for about 83%, while ethane accounted for about 82% of the vapor phase. The density and 

viscosity of the liquid phase were 518 kg/m3 and 1.13×10-4 Pa s, respectively. Those of the vapor phase were 

26.4 kg/m3 and 1.50×10-5 Pa s, respectively. As a result of the VLE analysis, a representative interface state 

of the n-dodecane–ethane mixture at 2.2 MPa condition was defined. 

 

 
Figure 5.4. Phase diagrams with respect to temperature and n-dodecane mole fraction for different 

mixtures, which include n-dodecane, at 𝑝𝑝 = 2.2 MPa. 
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Figure 5.5. Composition of both phase at the averaged equilibrium temperature of 𝑇𝑇 = 529 K at 𝑝𝑝 =
2.2 MPa. Liquid side density and viscosity are 518 kg/m3 and 1.13×10-4 Pa s; vapor side density and 

viscosity are 26.4 kg/m3 and 1.50×10-5 Pa s. 

 

Next, the phase separation process in the flow field was discussed. The critical temperature of the n-

dodecane–ethane mixture was 658 K as shown in Fig. 5.3, which is below the initiation tempareture of the 

pyrolysis reaction. Therefore, I may assume the phase separation process in a heated tube as follows: First, 

the pyrolysis reaction occurs in the high-temperature region near the heated wall, and decomposed 

components are generated. Next, the decomposed components are transported to the low-temperature 

mainstream region by radial mass transport. Finally, phase separation occurs when the temperature of the 

mixture decreases below the critical temperature of the mixture and the composition is between the dew line 

and the bubble line. When the mainstream temperature is heated sufficiently to exceed the critical temperature, 

the phase-separated gas components condense. And the mixture is to be single-phase and homogeneous flow 

again. Figure 5.6 shows the series of phase-separation processes in a heated tube.  

 

 

Figure 5.6. Expected phase separation process of hydrocarbon mixture in a heated circular tube. 
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An estimation of the mainstream temperature, which is the lowest temperature in the cross-section, is 

necessary to judge the possibility of phase separation in a one-dimensional simulation. In the present study, 

the mainstream temperature was defined as follows: 

 
𝑇𝑇𝑚𝑚 = 2𝑇𝑇𝑖𝑖 − 𝑇𝑇𝑤𝑤, (5.8) 

 

where 

 

𝑇𝑇𝑤𝑤 = 𝑇𝑇𝑖𝑖 + 𝑞𝑞𝑤𝑤𝑑𝑑
2𝑘𝑘𝑁𝑁𝑢𝑢, (5.9a) 

𝑁𝑁𝑢𝑢 = 0.041𝑅𝑅𝑒𝑒1.117𝑃𝑃𝑃𝑃1 3⁄ 𝑓𝑓𝑙𝑙0. (5.9b) 

 

Eq. (5.8) was derived by defining the bulk temperature 𝑇𝑇𝑖𝑖 as the arithmetic average of the wall temperature 

𝑇𝑇𝑤𝑤  and mainstream temperature 𝑇𝑇𝑚𝑚 . Here, the bulk temperature 𝑇𝑇𝑖𝑖  was obtained as a solution of the 

fundamental equation. Eq. (5.9b) is the correlation of the Nusselt number proposed by Meyer et al. [39]. If the 

mainstream temperature is lower than the critical temperature of the mixture and the composition is between 

the dew line and the bubble line, judge that phase separation occurs and consider the two-phase correction of 

friction factor expressed as Eq. (5.6). Note that the dryness fraction 𝑥𝑥  and thermophysical properties 

required in Eq. (5.7a) and (5.7b) were given based on the result in Fig. 5.5. 
 

5.3 Numerical results of one-dimensional simulations 

5.3.1 Comparison of present 1-D simulations with existing data 
To validate the capability of analyzing the hydrodynamic characteristic curves and the flow instabilities for 

the present method, two case studies were conducted in this section. At first, the supercritical water flows in 

a horizontal heated circular tube [6] were simulated to obtain the hydrodynamic characteristic curves and 

transient mass flow rate data. Results obtained at three different inlet temperatures were compared with those 

obtained by Ambrosini. Then, the supercritical cyclohexane flows in a horizontal heated circular tube were 

performed, and the pressure-drop and outlet temperature were compared with existing experimental data 

reported by Yang et al. [20]. 

Figure 5.7 shows a schematic diagram of a horizontal heated circular tube targeted in the present 

simulations. Table 5.3 shows the geometrical parameters and computational conditions of the steady-state 

simulations for water flows in a horizontal heated channel conducted by Ambrosini [6]. The outlet pressure 

was set to 25 MPa, which is above the critical pressure of 22.064 MPa. The computational grid number was 
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48 following Ambrosini's study [6], and the grid spacing was set to uniform. The CFL number of the pseudo 

time was set to 0.9. For steady-state calculations, the physical-time term in Eq. (5.1) was omitted, and the 

dual-time stepping method was not applied (as well in the following sections). 

 

 

Figure 5.7. Schematic diagram of the horizontal heated circular tube targeted in the present simulations. 

 

Table 5.3. Geometrical parameters and computational conditions of static analysis conducted by Ambrosini 
[6] 

Fluid Water 

Heated section length [m] 4.2672 

Diameter [mm] 8.36 

Heat flux [kW/m2] 25 

Outlet pressure [MPa] 25 

 

The procedures of steady-state and transient simulations in this section were as follows: Firstly, steady-

state simulations were run at all pre-specified inlet mass flow rates to obtain the pressure drop 

∆𝑝𝑝 (= 𝑝𝑝in − 𝑝𝑝out) to be applied in the subsequent transient analysis. Then, transient simulations were run 

using certain pairs of the mass flow rate and pressure drop obtained from the steady-state simulation as initial 

conditions. Gradually increasing the heat flux while maintaining the pressure drop constant, i.e., fixed the 

inlet and outlet pressure. Iterative calculations were continued until the residue (L2 norm) decreased by 3 

orders of magnitude. 

Figure 5.8 shows the hydrodynamic characteristic curves obtained from steady-state simulations at 

different inlet temperatures. A reference friction coefficient of 0.017 was adopted in this case following 

Ambrosini’s study [6]. The results obtained by the present method were in good agreement with Ambrosini’s 

results for all inlet temperature conditions except the high mass flow rate conditions. Focusing on the results 

for the inlet temperature condition of 373 K, the negative slope region, which has known as a cause of 

Ledinegg instability, was consistent in both the present and Ambrosini’s simulations. 

 

heated section
(uniform heat flux)

tube length: 𝐿𝐿

𝐷𝐷
inlet
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Figure 5.8. Hydrodynamic characteristic curves of water at different inlet temperatures in heated horizontal 

channel. 

 

Figures 5.9 show the NTPC  fluctuations of supercritical water predicted by present transient 

simulations under two different NSPC conditions. Here, the dimensionless parameters NTPC and NSPC 

proposed by Ambrosini [7] are written as follows: 

 

NTPC = 𝑞𝑞𝛱𝛱h𝐿𝐿
𝜌𝜌in𝑢𝑢in𝐴𝐴

𝛽𝛽pc

𝐶𝐶𝑝𝑝, pc
, (5.10a) 

NSPC =
𝛽𝛽pc

𝐶𝐶𝑝𝑝,  pc
�ℎpc − ℎin�. (5.10b) 

 

Also, two plots obtained with the fixed friction factor of 0.017 and the friction factor 𝑓𝑓𝑙𝑙0 were plotted in Fig. 

5.9. As Ambrosini [6] showed in the previous study, differences in the friction factor did not affect qualitative 

behavior and had a small quantitative effect. At NSPC = 1.5 (Fig. 5.9(a)), typical DWOs were observed. 

Here, DWOs are the following phenomena. Considered a heated tube with constant heat flux under a constant 

driving pressure condition, when a fluctuation in the inlet velocity occurs, it takes some time for the 

fluctuation to propagate to the outlet. The enthalpy, density, velocity, and pressure drop fluctuate with a time 

delay relative to the inlet velocity fluctuation. These fluctuations then feedback to the inlet velocity in relation 

to the constant driving pressure. Since disturbances of flows can be the initial fluctuation, the self-excited 

oscillation occurs even if no external force is applied, and limit cycles with constant amplitude and period 

are generated [2]. At NSPC = 2.5  (Fig. 5.9(b)), the dynamic behavior is an excursive type Ledinegg 

instability, oscillating with a much longer period than at NSPC = 1.5. This change in behavior according to 

NSPC value was very similarly seen in the Ambrosini simulation [6]. Furthermore, the NTPC values in which 

the instability occurs were in good agreement between the present simulation and the previous Ambrosini 

simulation [6]. Results of transient simulations demonstrate the equivalent ability of the previous method [6] 

to analyze the flow instabilities at supercritical pressure. 
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(a) NSPC = 1.5 (b) NSPC = 2.5 

Figure 5.9. Flow instabilities of water predicted at 25 MPa under two different NSPC conditions. 

 

Table 5.4 shows the experimental conditions for cyclohexane flows in a horizontal heated channel 

conducted by Yang et al. [20]. The pressure was set to 4.5 MPa, which is above the critical pressure of 4.08 

MPa. The physical time step was set to 2.0 × 10−3. The CFL number of the pseudo time was set to 0.9, 

however the value of 𝛿𝛿𝜏𝜏 𝛿𝛿𝑡𝑡⁄  was limited to less than unity for stability. 

 

Table 5.4. Conditions of the experiment conducted by Yang et al. [20]. 

Fluid Cyclohexane 

Heated section length [m] 0.38, 0.61 

Diameter [m] 0.002 

Heat flux [kW/m2] 265 

Outlet pressure [MPa] 4.5 

Inlet temperature [K] 323.15 

 

A grid convergence study was conducted before the numerical studies to ensure the consistency of the 

numerical method to be used. The three sets of grids, 101, 201, and 401 were used for the grid convergence 

study. Calculating the pressure drop at 𝑞𝑞 = 465 kW m2⁄  for each grid system, the maximum relative errors 

at the onset point of flow instability (OFI) point were within 1% among three grids. Therefore, the grid system 

with 101 grids was employed. Note that the grid spacing was uniform. 

Figures 5.10 show the pressure drop and outlet temperature with respect to the mass flow rare obtained 

from steady-state simulations at different channel length. Although the heat flux value in the present 

simulation of 𝑞𝑞 = 465 kW m2⁄  is different from the experiment value of 𝑞𝑞 = 265 kW m2⁄ , the simulated 

results were in qualitative agreement with the experimental data. The present method was able to reproduce 

the negative slope region of hydrodynamic characteristic curves, which is the cause of Ledinegg instability, 

and the OFI point, which is a local minimum point. One of the problems faced by 1D simulations of 

supercritical flows is the less valid friction factor options for supercritical fluids, which make the prediction 

of pressure drop difficult. Currently, several friction factor correlations for supercritical fluids have been 
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proposed [40-43]: however, the number of studies for the friction factor at supercritical pressure is few, and the 

applicable range is limited. Therefore, it seems that the conventional friction factor correlations such as 

Churchill-Chu, Filonenko, and Colebrook-White (implicit) correlations were often used in the previous study 
[10, 44]. Quantitative prediction of supercritical flow by one-dimensional simulation is still a challenge. The 

present study used our numerical methods to qualitatively discuss flow instabilities at supercritical pressures.  

 

  

(a) Pressuredrop with mass flow rate (b) Outlet temperature with mass flow rate 

Figure 5.10. Comparison of simulated results and experimental data. 

 

5.3.2 Steady-state simulation for n-dodecane flows at supercritical pressure 
The computational target of this section is the same in Fig. 5.7. Table 5.5 shows the computational conditions 

of the present simulation. The inlet temperature was set to 300 K, and the n-dodecane was liquid state at the 

inlet. The four different outlet pressure conditions and three different heat flux conditions were considered. 

Note that all pressure conditions were above the critical pressure of 1.817 MPa. The CFL number of the 

pseudo time was set to 0.1, and the value of 𝛿𝛿𝜏𝜏 𝛿𝛿𝑡𝑡⁄  was limited to less than unity for stability. Iterative 

calculations were continued until the residue (L2 norm) decreased by 3 orders of magnitude.  

 

Table 5.5. Computational conditions of the present simulation 
Fluid N-dodecane 

Heated tube length [m] 0.80 

Diameter [m] 0.001 

Heat flux [kW/m2] 500, 1000, 1500 

Outlet pressure [MPa] 2.2, 3.0, 3.6, 5.0, 10.0 

Inlet temperature [K] 300 

 

A grid convergence study was conducted before the numerical studies to ensure the consistency of the 

numerical method to be used. I used the three sets of grids, 51, 101, and 201 for the grid convergence study. 

Calculating the pressure drop at 𝑞𝑞 = 1500 kW m2⁄  and 𝑝𝑝 = 2.2 MPa for each grid system, the maximum 
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relative errors at the OFI point was within 1% among three grids. Therefore, the grid system with 51 grids 

was employed in the present study. Note that the grid spacing was uniform. 

Figure 5.11 shows the difference in the hydrodynamic characteristic curves of n-dodecane with and 

without DFM at 𝑞𝑞 = 1000 kW m2⁄  and three different pressure conditions of 2.2, 3.0, 5.0 MPa. Here, to 

clearly discuss the effect of DFM to avoid the spurious oscillations in the transcritical region, the pyrolysis 

reaction model was not applied. Hydrodynamic characteristic curves at 2.2 MPa and 3.0 MPa had the negative 

slope region. The negative slope became more pronounced as the pressure approaches critical pressure of 

1.817 MPa. This trend was also reported in the experimental study of cyclohexane flows in a horizontal 

heated circular tube by Yang et al [20]. The difference in results with and without DFM began to appear when 

the outlet fluid temperature exceeds a pseudo-critical temperature 𝑇𝑇pc. The mass flow rate where the outlet 

fluid temperatures reach 𝑇𝑇pc are shown in Fig. 5.11. Thermophysical properties drastically change near the 

pseudo-critical temperature region as shown in Fig. 5.1. And, as discussed in Chapter 2, the thermophysical 

properties change in the transcritical region induces spurious oscillations of pressure. The spurious oscillation 

may cause the pressure difference in the hydrodynamic characteristic curve. The effects of pressure spurious 

oscillations became more pronounced as the critical pressure is approached because of the drastic changes in 

thermophysical properties. Under more severe thermodynamic conditions, the solution may not converge due 

to spurious oscillations, and in the worst case, the calculation may diverge and stop. The all results after here 

were obtained by using the DFM.  

 

 
Figure 5.11. Hydrodynamic characteristic curves of n-dodecane with and without DFM at 𝑞𝑞 =
1000 kW m2⁄  and three different outlet pressure conditions. 

 

Figure 5.12 shows the hydrodynamic characteristics curve of n-dodecane with and without the PSM at 

three different heat flux conditions for the pressure of 2.2 MPa (𝑝𝑝 𝑝𝑝𝑖𝑖⁄ = 1.2) in a horizontal heated circular 

tube. Whereas the hydrodynamic characteristic curves calculated without the PSM were typical cubic curves 

in a heated tube, those calculated with the PSM have a second negative slope region and were fifth order with 

respect to the mass flux. The two minimum points indicated by A and B in Fig. 5.12 were related to the 
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occurrence of pseudo-boiling and pyrolysis reactions, respectively. The existence of a fifth-order 

characteristic curve for endothermic hydrocarbon fuels was reported in an experimental study of kerosene 

fuel at 𝑝𝑝 = 3.0 MPa (𝑝𝑝 𝑝𝑝𝑖𝑖⁄ = 1.2) by Guo et al. [23]. These results indicates that the phase separation by 

pyrolysis reaction cause the pressure drop in the heated tube, despite the difference in fed-fuel. It is also 

 

 
Figure 5.12. Hydrodynamic characteristic curves of n-dodecane with and without PSM at 𝑝𝑝 =
2.2 MPa (𝑝𝑝 𝑝𝑝𝑖𝑖⁄ = 1.2) and three different heat flux conditions. 

 

noteworthy that the present simple PSM was able to qualitatively reproduce the trend of the experimental 

data. Also, Fig. 5.12 demonstrates the non-negligible effect of two-phase flow in the low mass flux region 

(left side from points B). The outlet temperatures at the minimum points B were 959 K (𝑞𝑞 = 1500 kW/m2), 

969 K (𝑞𝑞 = 1000 kW/m2), and 946 K (𝑞𝑞 = 500 kW/m2). which exceeded the initiation temperature of the 

pyrolysis reaction of about 800 K. Under these conditions, the outlet decomposition rate exceeded several 

percent, indicating that the second minimum point B corresponds to the region where the effect of pyrolysis 

reaction intensify. At the mass flux conditions lower than the minimum points B, the fluid temperatures are 

higher than 800 K, and the reaction rate of the pyrolysis reaction and the conversion rate increase further. 

The pyrolysis reaction generates the decomposed components and expects to induce the phase separation by 

the mechanism as discussed in Section 5.2.4. The results show that the pressure drop increases on the low 

mass flux side for all heat flux conditions when considering the PSM. This is the effect of the two-phase 

correlation of the friction factor expressed in Eq. (5.6). As the heat flux increases, the high-temperature state 

above 800 K, in the condition that the pyrolysis reaction initiates, is maintained even at the high mass flux 

side. Therefore, the minimum point B, which is related to the pyrolysis reaction, shifted toward the high mass 

flux side with increasing heat flux. Although the fifth-order characteristic curve for endothermic hydrocarbon 

fuel was demonstrated in this section, it is not clear how changes in the order of the hydrodynamic 

characteristic curve affect the flow instability.  

Figure 5.13 shows the hydrodynamic characteristics curve of n-dodecane with and without the PSM at 

𝑞𝑞 = 1500 kW m2⁄  and three different outlet pressure conditions. In contrast to the results in Fig. 5.12 at 
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𝑞𝑞 = 1500 kW m2⁄  and 𝑝𝑝 = 2.2 MPa (𝑝𝑝 𝑝𝑝𝑖𝑖⁄ = 1.2) , the minimum point A related to the pseudo-boiling 

was almost disappeared at 𝑝𝑝 = 3.6 MPa (𝑝𝑝 𝑝𝑝𝑖𝑖⁄ = 2.0). The minimum points A at 𝑝𝑝 = 5.0 and 10.0 MPa 

disappeared completely. This means that the increase in pressure condition moderated the thermophysical 

property changes at the transcritical state, resulting in the pressure drop decreased. Namely, the increase in 

 

 
Figure 5.13. Hydrodynamic characteristic curves of n-dodecane with and without PSM at 𝑞𝑞 =
1500 kW m2⁄  and three different outlet pressure conditions. 

 

pressure may stabilize the flow in the heated tube. However, the pyrolysis reaction under high-temperature 

conditions was inevitable, and the non-condensable decomposition gas component caused the flow to become 

a two-phase flow. As a result, a clear negative gradient region existed in the hydrodynamic characteristic 

curve even under the high-pressure condition of 10 MPa. Guo et al. [23] also experimentally investigated the 

pressure effect on the hydrodynamic characteristic curve of kerosene fuel and reported the existence of the 

negative gradient region at high-pressure conditions because of the pyrolysis reaction. . At the same time, 

Fig. 5.13 shows the pressure dependence of this stubbornly existing negative slope region, the higher the 

pressure, the narrower the negative slope region. This tendency is related to the pressure dependence of the 

phase separation phenomenon shown in Fig. 5.3. The phase separation region in the temperature and the mole 

fraction space becomes narrow with increasing pressure. That is why the increase in pressure drop due to 

phase separation decreases under high-pressure conditions, narrowing the negative slope region shown in 

Fig. 5.13. Under supercritical pressure conditions of water, the hydrodynamic properties are monotonically 

increasing curves at sufficiently high-pressure conditions. On the other hand, for endothermic hydrocarbon 

fuels under supercritical pressure conditions, the multivalued characteristic curves were maintained due to 

pyrolysis reaction even under high pressure conditions to the extent that the effect of quasi-boiling disappears. 

The results suggest that flow instability may exist up to higher pressure conditions than previously thought 

possible.  
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5.3.3 Transient simulation for n-dodecane flows at supercritical pressure 
Unless otherwise noted, the computational target and conditions are the same in Table 5.5. In accordance 

with the simulation method for flow instability by Ambrosini [6], the driving pressure is fixed here, i.e., 

specified the inlet and outlet pressure. The Neumann boundary condition with a gradient of 0 was applied for 

the inlet velocity. The physical time step was set to 10-4 s. The CFL number of the pseudo time was set to 0.1, 

however the value of 𝛿𝛿𝜏𝜏 𝛿𝛿𝑡𝑡⁄  was limited to less than unity for stability. Iterative calculations were continued 

until the residue (L2 norm) decreased by 3 orders of magnitude. 

First, the possibility of flow instability on the n-dodecane flows in a horizontal heated circular tube was 

investigated at 𝑞𝑞 = 1500 kW/m2 and 𝑝𝑝 = 2.2 MPa. The driving pressures were fixed to 189 kPa, 170 kPa, 

and 125 kPa. Figure 5.14 shows the initial mass flow rate expressed by the points E1-1, E1-2, and E1-3. 

These were crossing points between the hydrodynamic characteristic curves with the PSM and the driving 

pressure drop lines. The crossing points are called the equilibrium points as well. In the case of ∆𝑝𝑝𝑑𝑑 =

189 MPa, three different equilibrium points exist for the hydrodynamic characteristic curves with the PSM, 

and one equilibrium point existed for the hydrodynamic characteristic curves without the PSM. In the case 

of ∆𝑝𝑝𝑑𝑑 = 170 MPa, the situation was more complicated, and different five equilibrium points existed for 

the hydrodynamic characteristic curves with the PSM, and three different equilibrium points existed for the 

hydrodynamic characteristic curves without the PSM. In the case of ∆𝑝𝑝𝑑𝑑 = 125 MPa , there were two 

equilibrium points regardless of the PSM, however, the location of the left equilibrium point was different 

depending on the presence or absence of the model.  

Figures 5.15 show the temporal evolution of the mass flux in the case with and without PSM at three 

different driving pressure drop conditions. Figs. 5.15(a) and 5.15(b) demonstrate large mass flux variation 

from the initial state. The temporal variation without PSM at ∆𝑝𝑝𝑑𝑑 = 189 MPa  simply indicated a 

convergence process to the equilibrium point because the initial mass flux was not an equilibrium point.  

 

 
Figure 5.14. Superimposition of the driving pressure lines onto the hydrodynamic characteristic curves at 

𝑞𝑞 = 1500 kW/m2 and 𝑝𝑝 = 2.2 MPa in Fig. 5.12. E1-1, E1-2, and E1-3 indicate the initial state or initial 

equilibrium points. 
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On the other hand, since the initial state in other cases were equilibrium points, the results could be 

understood as a flow excursion, which is the so-called Ledinegg instability. The excursions in Fig. 5.15(b) 

have been relatively well studied related to pseudo-boiling [6, 10, 15]. In addition to this, the present method 

also predicted the presence of excursion under pyrolysis condition, as shown in Fig. 5.15(b). The flows 

eventually converged to the rightmost equilibrium points in the cases of ∆𝑝𝑝𝑑𝑑 = 189 MPa (Fig. 15(a)) and 

∆𝑝𝑝𝑑𝑑 = 170 MPa (Fig. 5.15(b)). Fig. 5.15(c) demonstrates the different dynamic behavior from other cases. 
First, the result without the PSM (the dashed and blue line) in Fig. 5.15(c) is discussed. In this case, the 

driving pressure drop ∆𝑝𝑝𝑑𝑑 = 125 MPa passed through the point E1-3 in Fig. 5.14. As can be seen in Fig. 

5.15(c), the mass flux first stabilizes at the point E1-3, yet the flow does not converge finally, and the flow 

excursion toward the low mass flux side occurs around 𝑡𝑡 = 0.56 s. The flow then oscillated with a specific 

period and amplitude while temporarily wandering near the point E1-3 (𝐺𝐺 = 4400 kg/m2/s) and another 

equilibrium point (𝐺𝐺 = 1400 kg/m2/s) or overshooting at the point E1-3. The wandering and overshooting 

around the point E1-3 mean that the equilibrium point is very close to the point E1-3, or nonexistent: because 

the transient pressure drop in the heated tube is not necessarily equal to the hydrodynamic characteristic 

curve, which is a convergent solution. Note that even once overshooting, the mass flux decreases gradually  

 

  

 (a) ∆𝑝𝑝𝑑𝑑 = 189 kPa   (b) ∆𝑝𝑝𝑑𝑑 = 170 kPa 

 

(c) ∆𝑝𝑝𝑑𝑑 = 125 kPa 

Figure 5.15. Temporal evolution of the mass flux at 𝑞𝑞 = 1500 kW/m2 and 𝑝𝑝 = 2.2 MPa. 
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and does not diverge because there is a relationship of ∆𝑝𝑝𝑑𝑑 < ∆𝑝𝑝. An equilibrium point certainly exists in 

the positive slope region on the low mass flux side (around 𝐺𝐺 = 1400 kg/m2/s ). However, this region 

corresponded to the so-called DWOs region as remarked by Ambrosini [7] based on the analogy between 

boiling flow and pseudo boiling flow and was unstable. Therefore, the flow wanders around 𝐺𝐺 =
1400 kg/m2/s and then shifts finally toward the higher mass flux side. A series of dynamic behavior was 

caused by the dynamic feedback of the system previously explained in Section 5.3.1 and Fig. 5.9(a). As a 

result, the system could not stabilize because of the DWOs, flow excursions, and the interaction of these. 

Incidentally, the interaction of different flow instabilities was studied in the previous study [10]. Next, the 

result with the PSM in Fig. 5.15(c) was discussed. The flow instabilities in this case were more complex. 

What is distinctive compared to the result without PSM is that the flow cannot overshoot to the high muss 

flux side beyond the point E1-3 and seems to be trapped on the relatively low mass flux side. This is related 

to the increase in pressure drop in the heated tube due to phase separation as discussed in Section 5.3.2. When 

the pressure drop increases due to phase separation, the relationship ∆𝑝𝑝𝑑𝑑 < ∆𝑝𝑝 is intensified at low mass 

flux region as shown in Fig. 5.12 or Fig. 5.14. This increases the influence of the negative pressure term in 

the momentum equation and reduces the mass flux. As a result, the flow cannot reach the high mass flux side 

beyond the point E1-3 and looks as trapped at the low flow side. This decrease in mass flux can increases the 

rate of enthalpy rise, inducing an unexpected increase in tube temperature. It may also trigger intense 

pyrolysis reactions under high-temperature conditions, which leads to coking or overheating. 

Next, the possibilities of flow instability on the n-dodecane flows in a horizontal heated circular tube 

were investigated at 𝑞𝑞 = 1500 kW/m2 and three different outlet pressure conditions. The driving pressures 

were fixed to 88.2 kPa, 63.1 kPa, and 35.1 kPa. The initial mass flux of flows were given by the points E2-

1, E2-2, and E2-3 in Figure 5.16.  

 

 
Figure 5.16. Superimposition of the driving pressure lines onto the hydrodynamic characteristic curves at 

𝑞𝑞 = 1500 kW/m2 and three different outlet pressure conditions in Fig. 5.13. E2-1, E2-2, and E2-3 indicate 

the initial equilibrium points. 
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Figures 5.17 show the temporal mass flux for three different outlet pressure conditions. The DWOs 

always occurred at 𝑝𝑝out = 3.6 MPa and 5.0 MPa. The oscillations were complex in the cases with PSM 

because of two equilibrium points. In addition, the frequency in the cases with PSM were increased. Figs. 

5.17 clearly indicate that the rapid decrease process of the mass flux from the peak value to the minimum 

value is the main cause of the frequency increase. 

 

  

(a) 𝑝𝑝out = 3.6 MPa and ∆𝑝𝑝𝑑𝑑 = 88.2 kPa (b) 𝑝𝑝out = 5.0 MPa and ∆𝑝𝑝𝑑𝑑 = 63.1 kPa 

 

(c) 𝑝𝑝out = 10 MPa and ∆𝑝𝑝𝑑𝑑 = 35.1 kPa 

Figure 5.17. Temporal evolution of the mass flux at 𝑞𝑞 = 1500 kW/m2 and three different outlet pressure 

conditions. 

 

The rapid decrease in mass flux resulted from an increase in pressure drop, i.e., enhancement of the ∆𝑝𝑝𝑑𝑑 >

∆𝑝𝑝 relationship. At 𝑝𝑝 = 10 MPa, The DWOs occurred only in the case with PSM and didn’t occur in that 

without PSM. The reason why DWOs do not disappear even at 𝑝𝑝 = 10 MPa  when using the phase 

separation model is because of the strong feedback effects between pressure drop, density, and mass flux 

caused by the large gradient, i.e., large pressure-drop, in the positive slope region. These DWOs in the 

pyrolysis region would ideally be expected to be existence unless sufficiently high pressure, i.e., critical 

pressure of the mixture, is reached to make phase separation impossible. However, the phase separation does 

not occur when all flow field are heated sufficiently above the critical temperature of the mixture, even the 
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pressure below the critical pressure of the mixture. The amplitude of DWO gradually decreased with 

increasing outlet pressure conditions. This indicates a weakening of the dynamic feedback. The pressure drop 

decreased with increasing outlet pressure conditions because of the moderation of thermophysical properties 

change and phase separation phenomena. As a result, the positive gradient slope on the low mass flux side 

decreased, weakening the dynamic feedback. 

 

5.4 Numerical methods of large eddy simulations 

5.4.1 Fundamental equations 

The fundamental equations consist of the conservation equations of mass, momentum, total energy. The set 

of equations is expressed in the system of equations in the three-dimensional general curvilinear coordinates. 

To solve the compressible unsteady flows at low-Mach numbers accurately and effectively, a preconditioning 

method and a dual time-stepping technique [27] are adopted for the system of equations. The preconditioning 

technique has been used in the context of LES for low-Mach number flows [45-47]. The system of equations is 

written in the vector form as follow: 

 

𝜕𝜕𝑸𝑸
𝜕𝜕𝑡𝑡 + 𝜞𝜞 𝜕𝜕𝑸𝑸�

𝜕𝜕𝜏𝜏 + 𝜕𝜕𝑭𝑭𝑖𝑖
𝜕𝜕𝜉𝜉𝑖𝑖

+ 𝜕𝜕𝑭𝑭𝑣𝑣𝑖𝑖
𝜕𝜕𝜉𝜉𝑖𝑖

= 0  (𝑖𝑖 = 1, 2, 3), (5.11) 
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𝑸𝑸 = 𝐽𝐽

⎣
⎢
⎢
⎡

 

𝜌𝜌
𝜌𝜌𝑢𝑢1
𝜌𝜌𝑢𝑢2
𝜌𝜌𝑢𝑢3
𝐸𝐸

 

⎦
⎥
⎥
⎤

,𝑸𝑸� = 𝐽𝐽

⎣
⎢
⎢
⎡

 

𝑝𝑝
𝑢𝑢1
𝑢𝑢2
𝑢𝑢3
𝑇𝑇

 

⎦
⎥
⎥
⎤

,𝑭𝑭𝑖𝑖 = 𝐽𝐽

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

 

𝜌𝜌𝑈𝑈𝑖𝑖

𝜌𝜌𝑢𝑢1𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥1

𝑝𝑝

𝜌𝜌𝑢𝑢2𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥2

𝑝𝑝

𝜌𝜌𝑢𝑢3𝑈𝑈𝑖𝑖 + 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥3

𝑝𝑝

(𝐸𝐸 + 𝑝𝑝)𝑈𝑈𝑖𝑖

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

,𝑭𝑭𝑣𝑣𝑖𝑖 = 𝐽𝐽 𝜕𝜕𝜉𝜉𝑖𝑖
𝜕𝜕𝑥𝑥𝑖𝑖

⎣
⎢
⎢
⎢
⎢
⎢
⎡

 

0
𝜏𝜏𝑖𝑖1
𝜏𝜏𝑖𝑖2
𝜏𝜏𝑖𝑖3

𝜏𝜏𝑖𝑖𝑗𝑗𝑢𝑢𝑗𝑗 + 𝜅𝜅 𝜕𝜕𝑇𝑇
𝜕𝜕𝑥𝑥𝑖𝑖

 

⎦
⎥
⎥
⎥
⎥
⎥
⎤

, 

𝜞𝜞 =

⎣
⎢⎢
⎢⎢
⎡
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. 

 
𝑸𝑸 , 𝑸𝑸� , 𝑭𝑭𝑖𝑖 , and 𝑭𝑭𝑣𝑣𝑖𝑖  are the vectors of the conservative variables, primitive variables, inviscid flux, and 

viscous flux, respectively. 𝜞𝜞  is the preconditioning matrix derived from the Jacobian matrix for 𝑸𝑸�. As 
𝜏𝜏 → ∞, the pseudo-time term in Eq. (5.11) converges to zero and the equation becomes the conservative 

system. 𝜃𝜃 = (𝐸𝐸 + 𝑝𝑝) 𝜌𝜌⁄ = ℎ + 𝑢𝑢𝑖𝑖
2 2⁄ . The preconditioning parameter 𝜃𝜃 is defined by Eq. (5.3). 
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5.4.2 Numerical methods 

The present LES used the dual-time stepping scheme [27] and preconditioning LU-SGS scheme [29] for the 

time integration of pseudo time and a second-order three-point backward difference scheme for the time 

integration of physical time. The fifth-order alternative weighted essentially non-oscillatory scheme 

(AWENO) [48] was applied for higher-order accuracy. According to the AWENO [48] approach, the fifth-order 

numerical flux is expressed as follow: 

 

𝑭𝑭�̃�𝑖±1 2⁄ = 𝑭𝑭�̃�𝑖±1 2⁄
FV − ∆𝑥𝑥2

24
𝜕𝜕2𝑭𝑭
𝜕𝜕𝑥𝑥2 �

𝑖𝑖±1 2⁄
+ 7∆𝑥𝑥4

5760
𝜕𝜕4𝑭𝑭
𝜕𝜕𝑥𝑥4 �

𝑖𝑖±1 2⁄
. (5.12) 

 

Here, 𝑭𝑭�̃�𝑖+1 2⁄
FV  is the finite-volume numerical flux and was evaluated using the preconditioned flux-vector 

splitting scheme [29] in the present study. The second and third terms on the right-hand side were evaluated 

by the central differences scheme with 4th-and 2nd-order accuracy, respectively. The advantage of the 

AWENO scheme is able to employ standard finite-volume numerical fluxes, i.e., can use variable 

interpolation, despite finite difference formulation. Thus, the DFM in the preconditioning method using the 

primitive variable interpolation shown in Chapter 2 can be easily implemented in a high-order finite 

difference formulation. The present numerical method of LES employed the DFM in the preconditioning 

method to avoid the spurious oscillations in the transcritcal flow. The viscous flux was evaluated by a 

tridiagonal sixth-order compact difference scheme [49]. 

 

5.4.3 Thermodynamic and transport properties model for n-dodecane 

Thermodynamic properties of n-dodecane were calculated using the Helmholtz free-energy EoS proposed by 

Lemmon and Huber [50], and the transport property for n-dodecane were given by using the correlations 

proposed by Huber et al. [51]. These EoS and correlation are defined in the REFPROP [31]. As well as Section 

5.2.3, the look-up table method was used to reduce the calculation cost of thermophysical properties. The 

data points of look-up tables in the pressure and temperature parameter space were set with a constant interval 

of ∆𝑝𝑝 = 0.005 MPa  and ∆𝑇𝑇 = 0.75 K . The thermophysical properties were interpolated with linear 

interpolation. The prepared lookup tables were used to calculate thermophysical properties in flow 

simulations.  

Figure 5.18 shows the density, isobaric-specific heat, viscosity, and thermal diffusivity for n-dodecane 

with respect to temperature at three different pressure conditions. As also discussed in Fig. 5.1, 

thermophysical properties depend on the pressure and drastically change near the pseudocritical temperature. 

The density and viscosity monotonically reduce with increasing the fluid temperature. The isobaric-specific 

heat has a peak around the pseudocritical temperature at 𝑝𝑝 = 2.0 MPa  and 2.5 MPa . The thermal 

diffusivity has a minimum value around the pseudocritical temperature at 𝑝𝑝 = 2.0 MPa and 2.5 MPa. The 

peak and minimum values of the isobaric-specific heat and the thermal diffusivity are no longer present at 

𝑝𝑝 = 6.0 MPa. 
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(a) density (b) isobaric-specific heat 

  

(c) viscosity (d) Thermal diffusivity 

Figure 5.18. Thermophysical and transport properties for n-dodecane at different pressure conditions. 

Circles, NIST data; lines, look-up table method. 

 

5.5 Numerical results of large eddy simulations 

5.5.1 Turbulent channel flow 

To validate the numerical method of LES, turbulent channel flows of n-dodecane between two infinity flat 

plates were conducted using different four computational grid systems. The simulated results were compared 

with the available DNS data [53]. 

Figure 5.19 shows the schematic of the present LES with the instantaneous Mach number distributions. 

The 𝑥𝑥 , 𝑦𝑦 , and 𝑧𝑧  directions correspond to streamwise, wall-normal, and spanwise directions. The 

computational domain size was the same in the reference DNS [53]. The different four grid systems used in 

this section are shown in the Table 5.5. The friction Reynolds number was set to 𝑅𝑅𝑒𝑒𝜏𝜏 = 𝑢𝑢𝜏𝜏𝛿𝛿 𝜈𝜈⁄ ≅ 180 in 

accordance with the DNS [53]. Here, 𝑢𝑢𝜏𝜏 = �𝜏𝜏𝑤𝑤 𝜌𝜌⁄  is the friction velocity, and 𝛿𝛿 is the channel half length. 

The pressure and temperature at the wall boundaries were calculated by the fourth order polynomial 

extrapolation to keep the gradients of zero. Periodic boundary conditions were applied for the stream-wise 

and span-wise directions. Nonslip and adiabatic boundary conditions were imposed to the top and bottom 

walls. The maximum Mach number in the present case was 0.05 as shown in Fig. 5.19. Also, Fig. 5.19 

demonstrates the fully developed turbulent channel flow and the typical narrow low-speed (blue-colored 
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region) and high-speed (red-colored region) streak structures near the wall. Here, the calculated 𝑅𝑅𝑒𝑒𝜏𝜏  of fine, 

medium-fine, medium, and coarse grid systems were 179.1, 179.2, 179.6, and 179.5, respectively. 

Figures 5.20 show the mean streamwise velocity profiles and root mean square (RMS) values of velocity 

fluctuations profiles in the wall unit for the different four grid systems. Here, 𝑢𝑢+ = 𝑢𝑢 𝑢𝑢𝜏𝜏⁄   and 𝑦𝑦+ =
𝑦𝑦𝑢𝑢𝜏𝜏𝜇𝜇𝑤𝑤 𝜌𝜌𝑤𝑤⁄ . Figs. 5.20 demonstrates the clear grid convergence. The fine grid system well reproduced the 

gradient in logarithmic region and the peak position of each RMS values, resulting in good agreement with 

the incompressible DNS. Since the present n-dodecane channel flows were conducted at 𝑀𝑀 = 0.05 and 

under unheated conditions, the thermophysical properties could be regarded as almost constant. Therefore, 

the turbulent statics in the present LES were consistent with the incompressible DNS. These results showed 

the capability of the present numerical method for LES. 

 

Table 5.5. Grid resolution study for unheated turbulent channel flows at 𝑅𝑅𝑒𝑒𝜏𝜏 ≅ 180 

Grid N𝑗𝑗 N𝑦𝑦 N𝑧𝑧 ∆𝑥𝑥+ ∆𝑦𝑦+ ∆𝑧𝑧+ 

Fine 251 173 212 3.4 0.19-5.2 2.0 

Medium-fine 221 152 186 3.8 0.19-6.1 2.3 

Medium 161 111 136 4.9 0.20-8.7 2.9 

Coarse 101 70 85 7.2 0.20-15.0 4.3 

 

 

Figure 5.19. Schematic of the present large eddy simulation for turbulent channel flows with Mach number 

contours at each cross and wall-parallel planes.  
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(a) Mean streamwise velocity 

 

(b) RMS values of velocity fluctuations 

Figure 5.20. Mean streamwise velocity and root mean square values of velocity fluctuations profiles in the 

wall unit for the different four grid systems. 

 

5.5.2 LES of n-dodecane flows in a horizontal unheated circular tube 

Figure 5.21 shows the schematic of the present LES for horizontal circular tube flows. The 𝑃𝑃, 𝜃𝜃, and 𝑧𝑧 

directions correspond to radial, circumferential, and axial directions. A radial, circumferential, and axial 

velocities were expressed as 𝑢𝑢𝑟𝑟, 𝑢𝑢𝜃𝜃, and 𝑢𝑢𝑧𝑧, respectively. The computational domain consisted of inflow 

generator and test section. The length of inflow generator and test section were 𝐿𝐿 𝐷𝐷⁄ = 20 and 𝐿𝐿 𝐷𝐷⁄ = 250. 

Here, the tube diameter was 𝐷𝐷 = 1 mm. The additional buffer region was placed at the outlet of the test 
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section to remove the outlet boundary reflections. The periodic boundary condition was applied to the 

streamwise direction in the inflow generator to generate a fully developed turbulent velocity profile for the 

inlet boundary of test section. The inlet temperature and outlet pressure were specified. The outlet pressure 

was set to 2.0 MPa in all cases. The wall heat flux was 𝑞𝑞w = 0, i.e., an adiabatic wall condition, in this 

section. The present simulations considered the inlet Reynolds number conditions 220 ≤ 𝑅𝑅𝑒𝑒 ≤ 44500. Here, 

𝑅𝑅𝑒𝑒 = 𝜌𝜌in𝑢𝑢in𝐷𝐷 𝜇𝜇in⁄ . Nonslip and adiabatic boundary conditions were imposed to the r-minimum wall. Table 

5.6 shows the different three grid systems used in the present LES. Here, the dimensional wall spacings were 

set to ∆𝑃𝑃w = 0.001 mm in all grid systems. The nondimensional physical time step was set to 4.0 × 10−2. 

The CFL number of the pseudo time was set to 4.0, however the value of 𝛿𝛿𝜏𝜏 𝛿𝛿𝑡𝑡⁄  was limited to less than 

unity for stability. Iterative calculations were continued until the residue (L2 norm) decreased by 2 orders of 

magnitude. 

Figure 5.22 shows the adiabatic friction factors with respect to the Reynolds number for the different 

three grid systems. The solid and dashed lines indicate the friction factor of laminar flow 𝑓𝑓 = 64 𝑅𝑅𝑒𝑒⁄  and 

the Filonenko correlation, respectively. In the laminar region, all grids agreed with the theoretical values, and 

grid convergence was good. In the turbulent region, although the coarse grid underestimated the Filonenko 

correlation at high Reynolds number conditions 𝑅𝑅𝑒𝑒 > 10000 , the medium and fine grids were in good 

agreement with the Filonenko correlation and clearly showed the grid convergence. The results demonstrated 

enough capability of the present LES to reproduce the pressure drop in a horizontal circular tube. In the 

following section, the medium grid was used to conduct the LES for n-dodecane flows. 

  

 

Figure 5.21. Schematic of the present large eddy simulation for horizontal circular tube flows. 

 

Table 5.6. Computational grid for horizontal circular tube flows under unheated condition 

Grid 
Inflow generator Test section 

N𝑟𝑟  N𝜃𝜃 N𝑧𝑧 N𝑟𝑟  N𝜃𝜃 N𝑧𝑧 

Fine 61 61 151 61 61 1561 

Medium 41 41 101 41 41 1041 

Coarse 21 21 51 21 21 521 

 

Inflow generator

・Uniform temperature
・Fully developed turbulence

Test section

Heated section
(uniform heat flux)

Heated buffer region
(uniform heat flux)

L/D = 200 L/D = 50

・Specified outlet pressure

L/D = 20

D = 1 mm

𝑞𝑞w

𝜃𝜃

𝑧𝑧

𝑃𝑃
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Figure 5.22. Adiabatic friction factors with respect to the Reynolds number for the different three grid 

systems. 

 

5.5.3 LES of n-dodecane flows in a horizontal heated circular tube 

The computational target was the same in Fig. 5.21. Table 5.7 shows the computational conditions of the 

present LES for n-dodecane flows. The inlet temperature was set to 500 K, where n-dodecane is in the liquid 

state. The heat flux of 600 kW/m2 was applied to the wall boundary conditions. The different three outlet 

pressure conditions of 2.0, 2.5, and 6.0 MPa, which are above the critical pressure of 1.82 MPa, were 

considered in the present LES. The LES conducted on several mass flow rate conditions between 0.5 and 4.0 

g/s. The inlet Reynolds numbers in these pressure and mass flow rate conditions were 3102 ≤ 𝑅𝑅𝑒𝑒 ≤ 27055. 

Figure 5.23 shows the hydrodynamic characteristic curves with respect to the mass flow rate for different 

three pressure conditions. The hydrodynamic characteristic curve at 𝑝𝑝 = 2.0 MPa has a clear negative slope 

from 1.25 g/s to 2.0 g/s. On the one hand, the negative slope at 𝑝𝑝 = 2.5 MPa exists only in the narrow 

region from 1.25 g/s to 1.50 g/s, and it no longer exists at 6.0 MPa. The negative slope region in the 

hydrodynamic characteristic curve has been well-known as a cause of flow excursion, which is one of the 

static instabilities. Fig 5.23 demonstrates the possibility of flow instability at 𝑝𝑝 = 2.0 MPa and 2.5 MPa. 

The points A in Fig. 5.23 indicate minimum points of hydrodynamic characteristic curves. In the case of 𝑝𝑝 =
2 MPa, the outlet bulk temperature at the minimum points was 𝑇𝑇out = 652 K �𝑇𝑇out 𝑇𝑇pc = 0.98⁄ �, and the 

streamwise averaged wall temperature was 𝑇𝑇w = 749 K �𝑇𝑇w 𝑇𝑇pc = 1.13⁄ � . Yang et al. [20] also 

experimentally demonstrated the relationship of 𝑇𝑇out < 𝑇𝑇pc < 𝑇𝑇w at the minimum point. In addition, Fig. 

5.23 exhibits the dependence of pressure drop on outlet pressure conditions, and the pressure drop 

significantly increased with approaching the critical pressure. The trend was also reported by Yang et al. [20]. 

In the following, the transcritical hydrocarbon flows at 𝑝𝑝 = 2 MPa and 6 MPa will be compared under 

the mass flow rate condition of 𝐺𝐺 = 1.75 g/s to clarify the generation mechanisms of pressure drop behind 

the formation of the multi-valued hydrodynamic characteristic curves in a heated circular tube.  
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Table 5.7. Computational conditions of the present LES 

Fluid Inlet temperature 
(K) 

Heat flux 
(kW/m2) 

Outlet pressure 
(MPa) 

Mass flow rate 
(g/s) 

N-dodecane 500 600 2.0, 2.5, 6.0 0.5-4.0 

 

 
Figure 5.23. Hydrodynamic characteristic curves for different three outlet pressure conditions. 

 

Figure 5.24 shows profiles of mean temperature, density, viscosity, and thermal diffusivity in the radial 

direction for different two pressure conditions. The fluid temperature rises toward the outlet by heating from 

the wall surface at 𝑃𝑃 𝐷𝐷⁄ = 0.5. The wall temperatures at 𝑧𝑧 𝐷𝐷⁄ = 100 and 200 exceed the pseudocritical 

temperature in all outlet pressure conditions. Focusing on the temperature profile at 𝑧𝑧 𝐷𝐷⁄ = 200, the thermal 

boundary layer at 𝑝𝑝 = 2 MPa  is thicker than that at 𝑝𝑝 = 6 MPa  which is related to the transcritical 

turbulent transportation as will be discussed later. When crossing the pseudocritical temperature, the density 

and viscosity decrease, and the thermal diffusivity drastically increases. The change in thermophysical 

properties at 𝑝𝑝 = 2 MPa is significant because of the strong real-gas effects as shown in Fig. 5.18. The 

minimum density at 𝑝𝑝 = 2 MPa  and 6 MPa  are 𝜌𝜌 𝜌𝜌0⁄ = 0.12  and 0.40, respectively. The minimum 

viscosity at 𝑝𝑝 = 2 MPa  and 6 MPa  are 𝜇𝜇 𝜇𝜇0⁄ = 0.07  and 0.12 , and the pressure dependence of 

viscosity in the supercritical state is small compared to that of density. The thermal diffusivity at 𝑝𝑝 = 2 MPa 

and 6 MPa achieve 𝛼𝛼 𝛼𝛼0⁄ = 4.58 and 1.69 at the heated wall. Therefore, the thermal diffusion related to 

the heat conduction is enhanced near the heated wall at 𝑝𝑝 = 2 MPa.  

Figure 5.25 shows profiles of Reynolds- and Favre-averaged streamwise velocity in the radial direction 

for different two pressure conditions. The streamwise velocity is nondimensionalized by the mainstream 

velocity at the inlet. The flow acceleration in the streamwise direction was clearly observed at 𝑝𝑝 = 2 MPa, 

and the streamwise velocity in the mainstream increases by 1.6 times from inlet to outlet. On the one hand, 

the streamwise velocity at 𝑝𝑝 = 6 MPa accelerates only near the heated wall. There is little acceleration in 

the mainstream. 
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 (a) temperature  (b) density 

  

 (c) viscosity  (d) Thermal diffusivity 

Figure 5.24. Profiles of mean temperature, density, viscosity, and Prandtl number in the radial direction for 

different two outlet pressure conditions at 𝐺𝐺 = 1.75 g/s..  

 

  

 (a) 𝑝𝑝 = 2 MPa  (b) 𝑝𝑝 = 6 MPa 

Figure 5.25. Profiles of Reynolds- and Favre-averaged streamwise velocity in the radial direction for different 

two outlet pressure conditions at 𝐺𝐺 = 1.75 g/s. 

 
Figure 5.26 shows profiles of Reynolds- and Favre-averaged radial velocity in the radial direction for 

different two pressure conditions. Focusing on the difference in the streamwise direction, the radial velocity 
decreased toward the outlet and finally become negative in wide region. Note that the negative radial velocity 
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is the flow from the wall toward the mainstream. The formation of negative radial velocity was pronounced 
at 𝑝𝑝 = 2 MPa and especially near the heated wall. The mechanisms of the formation of negative radial 
velocity will be discussed later.  

Figure 5.27 shows profiles of spatial-averaged mean viscous shear stress in the radial direction for 
different two outlet pressure conditions. The absolute value of the viscous shear stress reduces toward the 
outlet and the heated wall because the viscosity decreases as shown in Fig. 5.24. The wall shear stress at 𝑝𝑝 =
2 MPa is slightly smaller than that at 𝑝𝑝 = 6 MPa.  

 

  

  (a) 𝑝𝑝 = 2 MPa   (b) 𝑝𝑝 = 6 MPa 

Figure 5.26. Profiles of Reynolds- and Favre-averaged radial velocity in the radial direction for different two 

outlet pressure conditions at 𝐺𝐺 = 1.75 g/s. 

 

 
Figure 5.27. Profiles of spatial-averaged mean viscous shear stress in the radial direction for different two 

outlet pressure conditions at 𝐺𝐺 = 1.75 g/s.. 

 
Figure 5.28 shows profiles of density variances in the radial direction for different two outlet pressure 

conditions. The maximum density variances show near the heated wall. The fluid density changes drastically 
across the pseudo-critical temperature near the heated wall as shown in Fig. 5.24. The large density 
fluctuation is caused by the drastic density change in a narrow temperature range, which is unique behavior 
of transcritical flow. The density gradient in temperature space is steeper approaching to the critical pressure 
as shown in Fig. 5.18, which leads to larger density fluctuations in the transcritical flow as shown in Fig. 
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5.28. is around unity. For example, the maximum density variance at 𝑝𝑝 = 2 MPa is greater than unity, while 
that at 𝑝𝑝 = 6 MPa is 0.3. 

 

 
Figure 5.28. Profiles of density variances in the radial direction for different two outlet pressure conditions 

at 𝐺𝐺 = 1.75 g/s.. 

 
Figure 5.29 shows profiles of Favre-averaged streamwise and wall-normal velocity fluctuations in the 

radial direction for different two outlet pressure conditions. The velocity fluctuation profiles in the radial 
direction have 𝑢𝑢𝑧𝑧

′′ < 0 and 𝑢𝑢𝑟𝑟
′′ < 0. Therefore, the ejection motion (𝑢𝑢𝑧𝑧

′′ < 0 and 𝑢𝑢𝑟𝑟
′′ < 0) was dominant in  

 

  

  (a) streamwise velocity   (b) wall-normal velocity 

Figure 5.29. Profiles of Favre-averaged streamwise and wall-normal velocity fluctuations in the radial 

direction for different two outlet pressure conditions at 𝐺𝐺 = 1.75 g/s. 

 
the transcritical flows in the heated circular tube. The previous DNS [54] demonstrated the enhancement of 
the ejection motion in a transcritical turbulent boundary layer. The ejection motion is enhanced toward the 
outlet at both pressure conditions, and with more intense ejection at 𝑝𝑝 = 2 MPa . These results can be 
explained by the following definitions for Favre-averaged velocity fluctuations. 
 

𝑢𝑢𝑖𝑖
′′ = 𝑢𝑢𝑖𝑖 − 𝑢𝑢𝚤𝚤� = 𝑢𝑢𝑖𝑖 − (𝜌𝜌 + 𝜌𝜌′)(𝑢𝑢𝑖𝑖 + 𝑢𝑢𝑖𝑖

′)
𝜌𝜌 = −𝜌𝜌′𝑢𝑢𝑖𝑖

′

𝜌𝜌 . (5.13) 
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Eq. (5.13) shows that the Favre-averaged velocity fluctuations are enhanced by the density fluctuation. In the 
present case, the density fluctuation increases near the pseudo-critical temperature as shown in Figure 5.28, 
and hence the Favre-averaged velocity fluctuations related to the ejection motion (𝑢𝑢𝑧𝑧

′′ < 0 and 𝑢𝑢𝑟𝑟
′′ < 0) are 

enhanced. The enhancement of ejection motion associated with density fluctuations provides a certain 
explanation for the development of negative radial velocity in the streamwise direction shown in Fig. 5.26. 
The reasons of 𝑢𝑢𝑧𝑧

′′ < 0 and 𝑢𝑢𝑟𝑟
′′ < 0, i.e., −𝜌𝜌′𝑢𝑢𝑧𝑧

′ < 0 and −𝜌𝜌′𝑢𝑢𝑟𝑟
′ < 0, will be discussed later with results 

of flow visualization.  
In the following, the mechanism of the increase in pressure-drop approaching the critical pressure shown 

in Fig. 5.23 will be further discussed. The pressure drop can be decomposed into the following three 
contributions: acceleration pressure-drop ∆𝑝𝑝𝑖𝑖 , frictional pressure-drop ∆𝑝𝑝𝑓𝑓   and gravitational pressure 
drop ∆𝑝𝑝𝑔𝑔 . Since the present LES had 𝑅𝑅𝑖𝑖 ≤ 5 × 10−3 , the gravitational pressure drop can be neglected. 
Therefore, the total pressure drop ∆𝑝𝑝 is expressed as follow:  
 
∆𝑝𝑝 = ∆𝑝𝑝𝑖𝑖 + ∆𝑝𝑝𝑓𝑓 + ∆𝑝𝑝𝑔𝑔 ≈ ∆𝑝𝑝𝑖𝑖 + ∆𝑝𝑝𝑓𝑓  (5.14) 

 
Further, in the present study, the acceleration pressure-drop and the frictional pressure drop are evaluated by 
the following relations: 
 

∆𝑝𝑝𝑖𝑖 = (𝜌𝜌𝑖𝑖𝑢𝑢𝑖𝑖
2)out − (𝜌𝜌𝑖𝑖𝑢𝑢𝑖𝑖

2)in, (5.15a) 

∆𝑝𝑝𝑓𝑓 = 4𝐿𝐿𝜏𝜏𝑤𝑤
𝐷𝐷 . (5.15b) 

 
Where 𝐿𝐿  is tube length, 𝜏𝜏𝑤𝑤  is wall shear stress, and 𝐷𝐷  is the tube diameter. Figure 5.30 shows the 
comparison of the pressure drop evaluated by Eq. (5.14) and the total pressure drop ∆𝑝𝑝 = 𝑝𝑝in − 𝑝𝑝out for 
different two outlet pressure conditions. The errors for the total pressure drop at 𝑝𝑝 = 2 MPa and at 6 MPa 
were 7.6% and 1.9%, respectively. Fig. 5.30 shows the strong pressure dependence of acceleration pressure-
drop. Although the frictional pressure drop was slightly lower at 𝑝𝑝 = 2 MPa , the difference due to the 
pressure condition is relatively small. Note that the decrease in the frictional pressure drop approaching the 
critical pressure was also reported in the existing study [55]. Eventually, it was clarified the increase in 
acceleration pressure drop at 𝑝𝑝 = 2 MPa  caused the formation of a negative slope region in the 
hydrodynamic characteristic curve. From Eq. (5.15a), the increase in the acceleration pressure-drop at 𝑝𝑝 =
2 MPa was caused by the decrease in bulk density. There are two factors that cause of the decrease in bulk 
density at 𝑝𝑝 = 2 MPa. The first factor is that the density in the supercritical state at 𝑝𝑝 = 2 MPa is lower 
than that at 𝑝𝑝 = 6 MPa as shown in Fig. 5.18(b). Therefore, the fluid density in the heated tube at 𝑝𝑝 =
2 MPa  significantly decreases because of thermal expansion. The second factor is that the low-density 
region has expanded to the mainstream region due to the heat transfer enhancement and the expansion of the 
temperature boundary layer at 𝑝𝑝 = 2 MPa  as shown in Figure 5.28(a). In the following, I focus on the 
mechanisms of heat transfer enhancement directly related to the increase in the acceleration pressure drop at 
𝑝𝑝 = 2 MPa. To clarify the heat transfer enhancement in the transcritical flow, the local Nusselt number at 
𝑧𝑧 𝐷𝐷⁄ = 200 is evaluated for both outlet pressure conditions of 𝑝𝑝 = 2 MPa and 6 MPa. 
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Fukagata et al. [56] proposed the Fukagata, Iwamoto and Kasagi (FIK) identity which can express the 
individual contribution for the frictional pressure-drop. The FIK identity has been extended to the Nusselt 
number. From now on, the FIK identity has been applied to several type flows such as fully developed channel 
and pipe flows [57], compressible turbulent channel flows [58], developing turbulent boundary layer [59], heated 
developing turbulent boundary layer [60], strong heated air flows [61], supercritical fluid flows [55, 62-64]. An 
expression for the FIK identity for the Nusselt number is obtained by double integrating the Favre-averaged 
energy equation. The FIK identity for the Nusselt number derived by Zhao et al. [64] as follows:  
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(5.16) 

 

where the first term 𝑁𝑁1  in the right-hand side is the laminar contribution, the second term 𝑁𝑁2  is the 
turbulent contribution, and the other terms 𝑁𝑁3 − 𝑁𝑁8 are inhomogeneous contribution. 

Figure 5.31 shows the local Nusselt numbers calculated by Eq. (5.16) at 𝑧𝑧 𝐷𝐷⁄ = 200 for different two 
outlet pressure conditions. The 𝑁𝑁6 , 𝑁𝑁7 , and 𝑁𝑁8  terms are not shown here because they are negligibly 
small in the present case. The total Nusselt numbers of 𝑝𝑝 = 2 MPa and 6 MPa calculated by Eq. (5.16) 
were 𝑁𝑁𝑢𝑢𝐹𝐹𝐹𝐹𝐹𝐹 = 68 and 38, respectively. The Nusselt numbers of 𝑝𝑝 = 2 MPa and 6 MPa calculated by 
the original definition of 𝑁𝑁𝑢𝑢 = 𝑞𝑞𝑤𝑤𝐷𝐷 𝑘𝑘𝑖𝑖(𝑇𝑇𝑤𝑤 − 𝑇𝑇𝑖𝑖)⁄  were 𝑁𝑁𝑢𝑢 = 40 and 28, respectively. Although the FIK 
identity slightly overestimate the Nusselt numbers calculated by the original definition, the trend for pressure 
conditions were reproduced. Focusing on the 𝑁𝑁1 term, that at 𝑝𝑝 = 2 MPa was larger because the thermal 
diffusivity greatly increases as shown in Fig. 5.24(d). Differences depending on pressure conditions in the 
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𝑁𝑁2  and 𝑁𝑁5  terms were relatively small and were less than 1%. The differences depending on pressure 
conditions were abviously seen in 𝑁𝑁3  and 𝑁𝑁4 . In the present case, the strong ejection motion induces 
negative radial velocities as shown in Fig 5.26(a), thus 𝜕𝜕𝑢𝑢𝑟𝑟� 𝜕𝜕𝑃𝑃⁄ , which is the component of 𝑁𝑁3, is negative 
in most regions. As a result, the 𝑁𝑁3 term had a major and positive contribution at 𝑝𝑝 = 2 MPa. On the one 
hand, 𝑁𝑁4 term had a large negative contribution. Note that the negative contribution of 𝑁𝑁4 is intensified 
at 𝑝𝑝 = 2 MPa whereas the positive contribution of 𝑁𝑁3 increases. As already discussed, the radial transport 
of the low-density fluid near the heated wall to the mainstream by vigorous ejection motion leads to a 
decrease in bulk density and a significant flow acceleration. The flow acceleration increases the 𝜕𝜕𝑢𝑢𝑧𝑧� 𝜕𝜕𝑧𝑧⁄ , 
which is the components of 𝑁𝑁4, resulting in the negative contribution of 𝑁𝑁4 being intensified. The series 
of heat transfer enhancement/deterioration mechanisms related to 𝑁𝑁3  and 𝑁𝑁4  were not found at 𝑝𝑝 =
6 MPa, and the dominant in the heat transfer at 𝑝𝑝 = 6 MPa was the turbulent contribution term of 𝑁𝑁2.  
 

 
Figure 5.30. Comparison of the pressure drop evaluated by Eq. (5.14) and the total pressure drop ∆𝑝𝑝 =
𝑝𝑝in − 𝑝𝑝out for different two outlet pressure conditions at 𝐺𝐺 = 1.75 g/s. 

 

 
Figure 5.31. Local Nusselt numbers calculated by the FIK identity at 𝑧𝑧 𝐷𝐷⁄ = 200 for different two outlet 

pressure conditions at 𝐺𝐺 = 1.75 g/s. 
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To investigate the flow phenomenon in the negative slope region, Figure 5.32 visualizes instantaneous 

snapshots for the temperature, isobaric-specific heat, and streamwise velocity in the cross section at 𝑧𝑧 𝐷𝐷⁄ =

180 under the computational conditions of 𝐺𝐺 = 1.75 g/s and 𝑝𝑝 = 2.0 MPa. The black and white contour 
lines indicate the 𝑐𝑐𝑝𝑝 filaments of 5000 and 10000 J/kg/K, respectively. Instantaneous cross-stream velocity 

vectors are superimposed on the Fig. 5.32(c). Whereas the fluid temperature in the mainstream region was 

around 𝑇𝑇 = 570 K, which is in the liquid state of n-dodecane, it raised to 𝑇𝑇 = 840 K by constant heat flux 

from the heated wall. The temperature varied in the cross-section through the pseudocritical temperature of 

𝑇𝑇pc = 665 K at 𝑝𝑝 = 2.0 MPa. Therefore, the flow field was in the transcritical condition. The isobaric- 

 

  

(a) temperature (b) isobaric-specific heat 

 

(c) streamwise velocity 

Figure 5.32. Instantaneous snapshots in the cross section at 𝑧𝑧 𝐷𝐷⁄ = 180 with superimposed black (𝑐𝑐𝑝𝑝 =

5000) and white (𝑐𝑐𝑝𝑝 = 10000) contour lines at 𝐺𝐺 = 1.75 g/s and 𝑝𝑝 = 2.0 MPa. 
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specific heat shows the peak at the pseudo-critical temperature as shown in Fig. 5.18. Most of the peak regions 

of the isobaric-specific heat were near the heated wall, while some peak regions extended in the mainstream 

direction. Fig. 5.32(c) shows the streamwise velocity with cross-stream velocity vectors superimposed. 

Secondary flows orthogonal to the streamwise velocity existed near the wall. The high-temperature region 

accompanied by low-speed streamwise velocity was transported by outward flow near the heated wall. 

Figure 5.33 shows instantaneous snapshots of the wall-parallel plane for the temperature, density 

fluctuation, Favre-averaged streamwise velocity fluctuation, and Favre-averaged wall-normal velocity 

fluctuation at 𝑃𝑃 𝐷𝐷⁄ = 0.45 under the computational conditions of 𝐺𝐺 = 1.75 g/s and 𝑝𝑝 = 2.0 MPa. The 
black contour lines in Fig. 5.33(a) indicate the high isobaric-specific heat region of 𝑐𝑐𝑝𝑝 > 4000. Figs. 5.33(c, 

d) shows the high-speed (𝑢𝑢𝑧𝑧
′′ > 0) and low-speed (𝑢𝑢𝑧𝑧

′′ < 0) streaks near the heated wall. These streaks formed 

the streamwise-elongated structure, which typically exists in wall turbulence. The high-speed streaks 

corresponded to outward flows (𝑢𝑢𝑟𝑟
′′ > 0) and transported the low-temperature (𝑇𝑇 < 𝑇𝑇pc) liquid-like fluid 

toward the heated wall (note the area framed in white in Fig. 5.33(a)). The turbulent structure had the 

properties of 𝑢𝑢𝑧𝑧
′′ > 0, 𝑢𝑢𝑟𝑟

′′ > 0, and 𝜌𝜌′ > 0, and corresponds to the Q4 sweep event. On the one hand, the 
low-speed streaks corresponded to inward flows (𝑢𝑢𝑟𝑟

′′ < 0) and transported the high-temperature (𝑇𝑇 > 𝑇𝑇pc) 

gas-like fluid toward the heated wall. The turbulent structure had the properties of 𝑢𝑢𝑧𝑧
′′ < 0, 𝑢𝑢𝑟𝑟

′′ < 0, and 

𝜌𝜌′ < 0, which corresponds to the Q4 sweep event. 

 

 
Figure 5.33. Instantaneous snapshots of the wall-parallel plane at 𝑃𝑃 𝐷𝐷⁄ = 0.45 under the computational 

conditions of 𝐺𝐺 = 1.75 g/s and 𝑝𝑝 = 2.0 MPa.  
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Figure 5.34 shows instantaneous snapshots of velocity fluctuations and turbulent mass fluxes in the 

cross section at 𝑧𝑧 𝐷𝐷⁄ = 195 under the computational conditions of 𝐺𝐺 = 1.75 g/s and 𝑝𝑝 = 2.0 MPa. Fig. 

5.34 demonstrates that high-speed and low-speed streaks correspond to outward and inward flows, 

respectively. Figs. 5.34 (c, d) shows streamwise and radial turbulent mass fluxes. Here, there is a relationship 

between the turbulent mass flux and instantaneous Favre-averaged velocity fluctuation as follow: 

 

𝑢𝑢𝑖𝑖
′′ = 𝑢𝑢𝑖𝑖 − 𝑢𝑢𝚤𝚤� = 𝑢𝑢𝑖𝑖

′ − 𝜌𝜌′𝑢𝑢𝑖𝑖
′

𝜌𝜌 . (5.17) 

 

Eq. (5.17) indicates that Favre-averaged velocity fluctuations are enhanced or reduced by the turbulent mass 

fluxes 𝜌𝜌′𝑢𝑢𝑖𝑖
′  related to the density fluctuation. In the present case, positive turbulent mass fluxes 

corresponded to both high-speed and low-speed streaks in most of the flow fields. Therefore, the turbulent 

mass fluxes reduced the Q4 sweep event (𝑢𝑢𝑧𝑧
′′ > 0 and 𝑢𝑢𝑟𝑟

′′ > 0) and enhanced the Q2 ejection event (𝑢𝑢𝑧𝑧
′′ <

0 and 𝑢𝑢𝑟𝑟
′′ < 0). The enhancement and reduction in Favre-averaged velocity fluctuations by the effect of 

density fluctuation were also demonstrated in the DNS of heated transcritical flat-plate turbulent boundary 

layers [54] and in DNS of heated transcritical spatial-developing pipe flows [55]. The present study newly 

 

  

(a) streamwise velocity fluctuation (b) radial velocity fluctuation 

  

(c) streamwise turbulent mass flux (d) radial turbulent mass flux 

Figure 5.34. Instantaneous snapshots of Favre-averaged velocity fluctuations and turbulent mass fluxes in 

the cross section at 𝑧𝑧 𝐷𝐷⁄ = 195 under the computational conditions of 𝐺𝐺 = 1.75 g/s and 𝑝𝑝 = 2.0 MPa. 
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Figure 5.35. Instantaneous snapshots of iso-surfaces of ejection (𝑢𝑢𝑟𝑟
′′ = −0.01) motions colored by density 

fluctuations at (a) 𝑝𝑝 = 2 MPa and (b) 𝑝𝑝 = 6 MPa under the mass flow rate condition of 𝐺𝐺 = 1.75 g/s. 

−0.59

0.59

𝜌𝜌′/𝜌𝜌

(a)

−0.59

0.59

𝜌𝜌′/𝜌𝜌

(b)



142 
 

showed that the density fluctuation effect common in transcritical flows exhibited in the negative slope region 

of the hydrodynamic characteristic curves.  

Figure 5.35 shows instantaneous snapshots of iso-surfaces of near-wall low-speed streaks at 𝑝𝑝 =
2 MPa and 𝑝𝑝 = 6 MPa under the mass flow rate condition of 𝐺𝐺 = 1.75 g/s. Three-dimensional turbulent 

structures, which are colored by the density fluctuation, at different three streamwise positions were 

visualized to investigate the spatial-developing flow. Arrows in Fig. 5.35 indicate inflows. At the inlet region 

(0 < 𝑧𝑧 𝐷𝐷⁄ < 20 ), the density fluctuations were less for both pressure conditions 𝑝𝑝 = 2 MPa  and 𝑝𝑝 =

6 MPa because the fluid was not heated sufficiently to cause a large density change. The fluid was gradually 

heated toward the outlet, and the fluid density was drastically changed when crossing the pseudo-critical 

temperature, resulting in density fluctuation appeared. Fig. 5.35 shows that the density fluctuation at 𝑝𝑝 =
2 MPa  is intensified compared with that at 𝑝𝑝 = 6 MPa . As shown in Fig. 5.18, the fluid density 

significantly changes approaching the critical pressure. In addition, the density change in the transcritical 

condition becomes abrupt, i.e., slight changes in temperature lead to large changes in density. As a result, 

large density fluctuations are induced under pressure conditions near the critical point. Inward flows 

accompanied by negative density fluctuations were clearly observed at 𝑝𝑝 = 2 MPa. From Eq. (5.17), the 

ejection (𝑢𝑢𝑧𝑧
′′ < 0 and 𝑢𝑢𝑟𝑟

′′ < 0) was intensified by negative density fluctuations associated with the pseudo-

boiling. That is why the ejection at 𝑝𝑝 = 2 MPa was gradually intensified toward the downstream. At 𝑝𝑝 =
6 MPa, there was little density fluctuation and no obvious development of the ejection in the streamwise 

direction compared with the case of 𝑝𝑝 = 2 MPa. The density fluctuation is highly dependent on pressure, 

and the effect significantly appeared in the outlet region (180 < 𝑧𝑧 𝐷𝐷⁄ < 200) as a difference in discharge 

behavior. 
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5.6 Conclusions 
The mechanism of flow instability and the hydrodynamic characteristic curve, which is related to the dynamic 

behavior of flow instability, were investigated in this chapter.  

First, new robust numerical methods were developed to investigate flow instabilities in the EHF under 

the transcritical and pyrolysis conditions. The fluid flow of EHF in a heated tube may be more complicated 

because the hydrodynamic characteristic curve of EHF has an order of five, i.e., five equilibrium points of 

mass flow rate would be expected for a constant pressure drop. In the present study, the phase separation 

model (PSM) was developed for the hydrocarbon mixture to consider the effect of non-condensable gas 

products generated by pyrolysis reaction and to reproduce the fifth-order hydrodynamic characteristic curve 

of EHF. Note that the present study is the first attempt to introduce the PSM of multi-component supercritical 

fluids into the one-dimensional numerical simulation. Then, the DFM in preconditioning system, which is 

shown in Chapter 2, was introduced to the present numerical method to avoid spurious oscillations and realize 

robust simulations of flow instabilities. The numerical methods were validated by referring to available 

numerical and experimental data on pressure drop and mass flow rate in a heated circular tube. Besides, the 

simulated results of cyclohexane flow in a horizontal circular tube were compared with existing experimental 

data to demonstrate the capability of qualitatively predicting the pressure and temperature. Eventually, the 

present method was applied to transcritical n-dodecane flows with the pyrolysis reaction in a horizontal 

heated circular tube. First, the steady-state simulations were conducted to obtain the hydrodynamic 

characteristic curve for n-dodecane flows. The effects of DFM and PSM on the hydrodynamic characteristic 

curves were investigated. Results with DFM and without DFM indicated that the spurious oscillation may 

cause the pressure difference in the hydrodynamic characteristic curve. Results with PSM demonstrated that 

the pressure drop increases at low mass flux conditions for all heat flux conditions because of the phase 

separation effect. As a result, hydrodynamic characteristic curves with the PSM have a second negative slope 

region and were fifth order with respect to the mass flux. In addition, a clear negative gradient region of the 

hydrodynamic characteristic curves was observed when using PSM even under the high-pressure condition 

of 𝑝𝑝 = 10 MPa . Then, the transient simulations of n-dodecane flows in a heated circular tube were 

performed to numerically investigate the dynamic behavior. The flow instability behavior was changed 

because of the phase separation. The flow could not reach the high mass flux side over the equilibrium point 

and was trapped at the low mass flux side. This decrease in mass flux can increases the rate of enthalpy rise, 

inducing an unexpected increase in tube temperature. It may also trigger intense pyrolysis reactions under 

high-temperature conditions, which leads to coking or overheating. When using the PSM, DWOs do not 

disappear even at 𝑝𝑝 = 10 MPa because of the strong feedback effects between pressure drop, density, and 

mass flux. 

Next, I investigated the mechanisms behind the formation of the multi-valued hydrodynamic 

characteristic curves using the large eddy simulation (LES) code. To validate the numerical method of LES, 

the turbulent channel flows were conducted. The average velocity and root mean square (RMS) velocity in 

the parallel channel were compared with available DNS data. Besides, the simulated adiabatic friction factors 

in a horizontal circular tube were compared with theoretical value and previous correlation to evidence 
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enough capability of predicting the pressure field. Eventually, the LES were conducted for n-dodecane flows 

in a horizontal heated circular tube at supercritical pressure. Hydrodynamic characteristic curves were 

obtained under different three supercritical pressure conditions. The hydrodynamic characteristic curve at 

𝑝𝑝 = 2.0 MPa and 2.5 MPa have negative slope regions. The pressure-drop significantly increased with 

approaching to the pseudocritical pressure. The enhancement of ejection motion associated with large density 

fluctuations at 𝑝𝑝 = 2.0 MPa induced the negative radial velocity. The radial transport of the low-density 

fluid near the heated wall to the mainstream by vigorous ejection motion led to a decrease in bulk density 

and a significant flow acceleration. Eventually, it was clarified that the increase in acceleration pressure drop 

at 𝑝𝑝 = 2.0 MPa caused the formation of a negative slope region in the hydrodynamic characteristic curve 

of the heated circular tube. In addition, the mechanisms of heat transfer enhancement/deterioration related to 

the intense ejection motion and the flow acceleration were elucidated by using the FIK identity for the Nusselt 

number. The present LES analyzed transcritical flows in the heated circular tube by visualizing flow 

properties, such as temperature and density profiles, and turbulence statistics. As a result of the visualization, 

the enhancement and reduction mechanism of Favre-averaged velocity fluctuations by the effect of density 

fluctuation were demonstrated in the transcritical flows. Besides, the visualized conditions corresponded with 

the negative slope region of the hydrodynamic characteristic curve. More detailed analyses of transient flows 

in a heated circular tube are expected in the next step to clarify the formation mechanism of hydrodynamic 

characteristic curves. 
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Chapter 6 

Conclusions 

 
6.1 Conclusions 
The main objective of this work was to develop a robust numerical method for supercritical multicomponent 

flows and to clarify the multiphysics flows of supercritical hydrocarbons that govern the characteristics of 

regenerative cooling systems. The conclusions regarding each part are detailed as follows. 

In Chapter 2, the robust numerical method for simulating the multicomponent supercritical flows is 

established to accurately simulate the hydrocarbon flows in the regenerative cooling system. The spurious 

oscillations associated with the multicomponent and transcritical flows in preconditioning systems were 

investigated in detail. First, in a one-dimensional Euler system, I derived the temporal variation of the 

unknown variables in the case of a single fluid interface for different temperatures, and also at the material 

interface for a uniform fluid temperature. The temporal variation in the preconditioned system indicated that 

the spatial variations of the mass fraction and temperature caused spurious oscillations. Based on the 

analytical results, the double-flux model was extended to the preconditioning method to eliminate the 

spurious pressure oscillations. Furthermore, the conservation errors due to the use of a quasi-conservative 

form were quantitatively evaluated. The proposed numerical methods were applied to a series of test cases 

to examine the performance of the double-flux model and to demonstrate its suitability in simulations for 

multicomponent supercritical flows. 

In Chapter 3, the modeling method for the pyrolysis reaction of hydrocarbons was established. Using 

Cantera software and the JetSurf model, a series of zero-dimensional pyrolysis reaction calculations of n-

dodecane were conducted. The pyrolysis reaction of n-dodecane was incorporated into the flow simulation 

as a one-step reaction, and the reaction rate constant was expressed by using the Alenius equation. 

Supercritical n-dodecane flows in a horizontal heated circular pipe with pyrolysis were investigated using 

the pyrolysis reaction model. The numerical results were compared with the experimental data about the 

outlet temperature and the conversion rate to validate the present pyrolysis reaction model. In addition, the 

results of the n-dodecane flow were compared to those of the n-octane flow and the differences between both 

flows are discussed. The difference in thermophysical properties affects the temperature distribution and 

residence time in the heated pipe, resulting in differences in the conversion rate. 

In Chapter 4, the effects of pyrolysis reaction on supercritical n-octane flows in a horizontal heated 

circular tube were elucidated. To clarify the effect of density change related to the pyrolysis reaction, the 𝑘𝑘–

𝜔𝜔 SST+M𝜏𝜏 turbulence model was introduced to the numerical method based on the preconditioning method. 

The pyrolysis reaction model developed in Chapter 3 was incorporated into the numerical method. The 
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thermophysical properties of the pure fluid were calculated by using the polynomial equations defined in the 

Reference Fluid Thermodynamic and Transport Properties Database, and the mixture properties were 

modeled on the basis of the mass fraction. Supercritical n-octane flows in a horizontal heated circular pipe 

with pyrolysis were conducted, and numerical results were compared with the experimental data about the 

outlet temperature and the conversion rate to validate the present numerical methods. The capabilities and 

limitations of simple thermophysical property models for the mixture were evaluated through a comparison 

of results obtained using three mixture property models. The effect of density fluctuations on turbulent 

thermal diffusivity was discussed by employing the 𝑘𝑘–𝜔𝜔 SST+M𝜏𝜏 turbulence model. Simulated results 

suggested that the consideration of the density fluctuations effect and the corresponding production of 

turbulent kinetic energy are key issues for reproducing the thermal fluid flows of supercritical hydrocarbons 

with pyrolysis. 

In Chapter 5, the mechanism of flow instability and the hydrodynamic characteristic curve, which is 

deeply related to the dynamic behavior of flow instability, were investigated. First, new numerical methods 

that can simulate the flow instabilities under the transcritical and pyrolysis conditions were developed to 

clarify the mechanism of flow instability. The numerical methods were validated by referring to available 

numerical and experimental data on pressure drop and mass flow rate in a heated circular tube. First, steady-

state simulations were conducted to obtain the hydrodynamic characteristic curve for n-dodecane flows. The 

effects of DFM and PSM on the hydrodynamic characteristic curves were investigated. Then, transient 

simulations were conducted for the flow instability of n-dodecane flows in a horizontal heated circular tube. 

The effects of pyrolysis reactions and pressure on the flow instability were evaluated for n-dodecane flows 

in a horizontal heated circular tube. Next, the hydrodynamic characteristic curves of a horizontal heated 

circular tube at supercritical pressure are investigated by using the LES code. The numerical methods were 

validated by referring to available direct numerical simulation data of the turbulent channel flows and also 

the friction factor correlation of the adiabatic circular tube. After the validation, the simulations for n-

dodecane flows in a horizontal heated circular tube are conducted, and the pressure drop with respect to the 

mass flow rate, i.e., the hydrodynamic characteristic curves, were obtained under different three supercritical 

pressure conditions. Eventually, it was clarified that the increase in acceleration pressure drop caused the 

formation of a negative slope region in the hydrodynamic characteristic curve of the heated circular tube. 

 

6.2 Future studies 
The present work covers several aspects of numerical methods for supercritical hydrocarbon flows and their 

application. However, some minor questions still remain. In the following, some recommendations for 

improving our knowledge about supercritical hydrocarbon flows are stated. 

 

 Definition of stable/unstable conditions for hydrocarbon flows in a heated tube: 

In Chapter 5, the mechanisms of flow instabilities for hydrocarbon flows were investigated at 

supercritical pressure. In addition to the present investigation, the definition of stable/unstable 

conditions for flow instabilities is also crucial for the application. According to existing studies, 
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flow instability occurs when the heat flux gradually increases and exceeds a certain threshold. Once 

flow instability occurs, it is believed that the instability will continue unless the heat flux is reduced. 

However, JAXA experiments reported that the flow instabilities disappear when the heat flux is 

increased. More detailed investigation on stable/unstable conditions of flow instability is needed 

to provide insights for the reliable regenerative cooling system. 

 Understanding of phase separation phenomena in multicomponent hydrocarbon flows: 

In Chapter 5, I showed that phase separation in hydrocarbon mixtures can occur at significantly 

high pressures beyond the critical pressure of the pure substance in the mixture. The effects of 

phase separation on flow characteristics such as heat transfer and friction have never been discussed 

at all in the context of regenerative cooling systems. Modeling phase separation phenomena in 

multidimensional CFD can be useful to understand the complex phenomenon in regenerative 

cooling systems. Also, it might be interesting to investigate differences or similarities between 

phase separation and boiling, which is the same interfacial phenomenon, in heat transfer and 

friction characteristics. For multi-component hydrocarbon flows in a heated tube relevant to 

regenerative cooling systems, the significance of phase separation needs to be investigated. 

 Catalytic pyrolysis reactions in transcritical hydrocarbon flows: 

It is known that the use of catalysts can dramatically decrease the initiation temperature of pyrolysis 

reactions and thereby reduce carbon deposition, which can cause heat transfer deterioration in 

regenerative cooling systems. As an example, using a platinum catalyst, the initiation temperature 

of the pyrolysis reaction can be lowered by several hundred Kelvin. In this case, the pyrolysis 

reaction occurs near the pseudocritical temperature of the parent fuel. Thermophysical properties 

change drastically in the transcritical condition that crosses the pseudocritical temperature. 

Although the interference between the drastic change in thermophysical properties and the 

pyrolysis reaction is expected, the impact of the interference has not been clarified. 
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