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ABSTRACT 

Object detection can be applied in various situations and systems. In this research, object 

detection was specifically applied to build a lending system for tracking the details of sports 

items in a students' dormitory. The current sports item lending system with a manually 

recording of data was time consuming, and are more prone to human errors. This inspires the 

researcher to build a real-time object detection web-based sports item lending system. The 

system was trained using Single Shot Detector (SSD) with Mobilenet V2 technique to detect the 

sports item in the warehouse. A total of 960 self-collected sports item image data was applied 

in four different experiments with the same batch-size configuration and learning rate value of 

0.02. From the experiments, several models with different number of training iterations and 

training data were built to find the best model to be implemented in the sports item lending 

system. The best model was obtained from the second experiment with a high accuracy of 0.93 

mean average precision (mAP), a confidence of 97%, and a total loss of 0.28. For future work, 

it is recommended to increase the volume of training data, include other variations of objects 

in order to further improve the results, and apply other object detection techniques for 

comparison purposes. 

Keywords: Deep Learning, Machine Learning, MobilenetV2, Object Detection, Single Shot 

Detector.  
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1. Introduction 

Lending is the process where an individual allows another person or business to borrow 

something (Barone, 2020). In this research, sports items were used as part of the lending system 

which records details such as borrowers' details, purpose to borrow, list of the item borrowed 

and date for the item to be returned. Some organisations or businesses prefer the manual system 

to keep records because it is simple, low cost and easier to correct entries (Queensland 

Government, 2016). However, it costs a substantial amount of time and tedious administrative 

work to keep using the manual system. Furthermore, the manual system is more prone to human 

error made by distracted, poor training, fatigue, speed working or incompetent team member. 
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Hence, this research suggests migration to an automated system to avoid human errors and cost-

saving (Brick, 2018).  

  Single Shot Detector (SSD) is a model that can run in real-time without a significant 

trade-off in accuracy that was developed by Google Research Team in 2016 (Pokhrel, 2020). 

SSD originally use VGG16 to extract feature maps from the image (Hui, 2018). MobileNet is 

a neural network architecture, and it is 32 times smaller than SSD's original architecture, the 

VGG16 (Howard et al., 2017). Even though it is a smaller network architecture in comparison 

to VGG16, MobileNet has the same accuracy and provides greater speed that is made especially 

for mobile devices and embedded devices. SSD with MobileNet architecture is used in many 

real-world applications such as recognition tasks, self-driving cars, and intruder detection in 

CCTV that need to be carried out in a timely fashion on computationally limited devices 

(Howard et al., 2017). Hence, the build of the lending system for sports items in this research 

were by applying the SSD model with the MobileNet technique. 

 

2. Literature Review 

Object detection is the process of using computer vision to locate or identify objects of images 

or videos. Examples of applications for object detection are such as facial and feature 

recognition, people counting, industrial quality check, self-driving cars, and object detection 

workflow (Vaishali & Singh, 2019). In general, there are two types of object detection - 

machine learning-based object detection, and deep learning-based object detection (Patel, 

2020). For machine learning-based object detection, the features of the object must be extracted 

manually. Histogram of Oriented Gradient (HOG), Haar wavelets, and Local Binary Patterns 

are example of machine-learning based objects. On the other hand, deep learning-based object 

detection can extract features that are generated from the image like shape and edge 

automatically (Dhar et al., 2023). One of the commonly used deep learning techniques are 

Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) (Patel, 2020; 

Dhar et al., 2023). 

Object detection differs from image classification where object detection encompasses 

regression task where it not only predicts the objects but also finds the position of each object 

present in the image using a bounding box in a single run (Patel, 2020; ArcGIS, n.d.). Object 

detection algorithms' performance can be measured by using Intersection-Over-Union (IoU) or 

Jaccard Index (Patel, 2020), where IoU is the area overlapping between predicted segmentation 

and ground truth divided by the area of the union of ground truth and predicted segmentation. 

The matric ranged from 0 to 1 or 0 to 100% where 0 means no overlap and 1 signifies perfect 

overlap segmentation (Patel, 2020). If the value of IoU is more or equal to the threshold value 

(0.5) then it is a good prediction (Masurekar et al., 2020). Other parameters used for model 

evaluation are precision, recall, and Mean Average Precision (mAP). Precision measure in 

percentage on how accurate the model is, recall measure how good our model find all the 

positive and Mean Average Precision (mAP) is the mean value of the average precisions 

(Masurekar et al., 2020). The higher the Mean Average Precision (mAP) the better the network 

performance (Gupta et al., 2023). 

2.1 Convolutional Neural Network 

Convolutional Neural Network (CNN) is part of Deep Learning, and they are best used in object 

detection for recognizing patterns such as edges, shapes, colours and textures. CNN are 

currently the state-of-the-art solution for object detection (Naim et al., 2020; Cheng, 2023). The 

convolutional layer is the hidden layer that acts as a filter (Patel, 2020). First, the convolutional 

layer receives input and then transforms it by using a specific pattern to the next layer. The 
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Convolution Layer uses a filter as stride to obtain feature maps. It also can be simplified by 

mapping negative values to 0 by using the Rectified Linear Unit (ReLU) (Amin et al., 2019). 

Subsequently, the feature map is reduced into a smaller matrix by 15 and send it to the pooling 

layer. The more layer the input goes through, the more sophisticated patterns the future ones 

can detect. Hence, the classification process will occur in a fully connected layer (Patel, 2020). 

  However, CNN’s have a high computational cost in terms of memory and speed in the 

training phase but can achieve some degree of shift and deformation invariance (Naim et al., 

2020). CNN can give a high recognition rate in various image recognition tasks like character 

recognition, handwritten digit recognition, object detection and facial expression. For example, 

the accuracy of CNN was satisfactorily at 84.89% when it is trained using the CIFAR-10 dataset 

(Naim et al., 2020). 

2.2 You Only Look Once 

The You Only Look Once (YOLO) algorithm utilizes Convolutional Neural Networks (CNN) 

for object detection purposes, where YOLO is a popular object detection algorithm known for 

its real-time performance on GPUs (Qaddoura et al., 2021). Unlike two-stage object detectors 

such as Faster R-CNN, which separates object detection into region proposal and classification 

stages, YOLO is a single-stage detector that performs detection and classification jointly, hence 

improving the speed of object detection (Qaddoura et al., 2021). The YOLO algorithm has been 

successfully applied to various problems, including road surface defects detection (Benallal & 

Tayeb, 2023), automating vehicle detection on the road (Susanto et al., 2021), and object 

detection for visually impaired individuals (Chandankhede & Kumar, 2022). Even though R-

CNN’s accuracy performance are quite high, they exhibit a disadvantage of being quite slow 

even when running on a GPU (Rosebrock, 2020). 

According to Roy et al. (2020), the YOLO algorithm is renowned for its real-time 

object detection capabilities and is considered the fastest compared to other algorithms such as 

R-CNN. However, the processing power of the YOLO algorithm were significantly reduced 

when running the YOLO algorithm on embedded devices. To address this issue, a smaller-sized 

version (less than 50MB) of YOLO, called Tiny-YOLO, is applied. In terms of speed, Tiny-

YOLO outperforms its larger counterpart, achieving up to 442% faster performance and 

reaching up to 244 frames per second (FPS) on a single GPU when tested with the COCO 

dataset. Due to its small size and fast architecture, Tiny-YOLO is an ideal choice for running 

real-time object detection on embedded devices such as Raspberry Pi (Roy et al., 2020). 

However, it is important to note that YOLO, in general, tends to be less accurate than the two-

stage object detectors like R-CNN. Since Tiny-YOLO is a smaller version of YOLO, it can be 

inferred that Tiny-YOLO is even less accurate than YOLO (Roy et al., 2020). 

2.3 Single Shot Detector 

The Single Shot Detectors (SSD) algorithm is specifically designed for real-time object 

detection, similar to the YOLO model (Deng & Li, 2023). While Faster R-CNN utilizes a region 

proposal network to create boundary boxes and classify objects, it is slower in achieving real-

time performance (Deng & Li, 2023). To address this limitation, SSD incorporates changes 

such as using low-resolution images, eliminating the need for a region-proposal network, and 

implementing multi-scale features and default boxes (Deng & Li, 2023). These modifications 

enable SSD to achieve real-time speed while maintaining accuracy. Based on the research 

conducted by Deng & Li. (2023), the Single Shot Detectors (SSD) algorithm achieves a mean 

average precision (mAP) of 74.3, surpassing the performance of Fast R-CNN (70.0) and Faster 

R-CNN (73.2). However, it falls slightly behind their proposed SSD framework (78.1 mAP) 

and DSSD (78.6 mAP). Despite this, SSD demonstrates superior speed compared to all those 
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methods achieving a frame rate of 46 FPS, while Faster R-CNN operates at 7 FPS, DSSD at 

9.5 FPS, and their proposed method at 36 FPS (Deng & Li, 2023). This agrees with Gupta et 

al. (2023)’s study on driver drowsiness detection through facial expression using CNN, where 

SSD MobileNet V2 exhibited a performance that was almost on par with that of their proposed 

model of SSD ResNet50 V1. Both models outperform EfficientDet D0 (Gupta et al. 2023). 

 

3. Methodology 

The following subsections described the general phases used to complete this research. The 

first phase described how data was manually collected and prepared, the second phase described 

on how the model was designed and developed, applying the SSD with MobileNet V2 

algorithm, and lastly how the sports item lending system was designed and developed. 

3.1 Data Collection and Preparation 

The data are manually collected from the internet and self-captured using the mobile phone. 

However, the data collected are not uniform in terms of definition, size and quality of the image. 

Then the data are named first to avoid confusion during the preparation process. 

 Next, the data undergo the preparation process, so it can be used for training and testing. This 

phase’s key aspect is removing redundancies and noises in the data. The corrupted image must 

first be removed by analysing the captured image. These preparation phases include cleaning 

the data, labelling the data, standardising the data format, and removing any outliers and errors. 

The presence of redundancies and noises in the dataset will influence the training process and 

result to produce an inaccurate system in the future. In order to ensure the high quality of the 

data used for training, thorough preparation was conducted. To reduce its size and standardize 

its type, a node package manager (NPM) called browser-image-compression was used with 

Node.js. Each image was processed and reduced the size to below 100kb and each of them was 

compressed to a maximum height or width of 1080px. 

Then, each of the data was labelled for training and testing purposes. This process was 

done manually by using LabelImg application. Finally, the data were split into the standard split 

ratio - 80% training set, and 20% testing set to be used later to train with Single Shot Detector 

with Mobilenet V2 model. 

 

3.2 Model Design and Development 

In model design and development phase, the Single Shot Detector with MobileNet V2 was 

chosen as the technique to perform the object detection. The reason why SSD was chosen was 

that the particular model had high processing performance and was able to outperform Faster 

R-CNN in terms of accuracy (Deng & Li, 2023). In addition, SSD and MobileNet were suitable 

to be implemented into a web-based application. 
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Figure 1. Block diagram of MobileNet-SSD architecture (Narayan, 2019). 

Figure 1 shows the model architecture of MobileNet-SSD. This architecture starts with 

the MobileNet network. First, the image will become the input to the MobileNet network. The 

purpose of the MobileNet network was to extract feature maps, while SSD make many 

predictions for every single class. There are six-layer which is the convolutional layer that 

performs the classification of object detection tasks.  Single Shot Detector will make 8732 

predictions for every single object. Then, the Non-max Suppression was applied to remove 

duplicate prediction. Subsequently, SSD will check the confidence score of each box and pick 

the top 200 predictions per image. 

3.3 System Design and Development 

The system architecture for the lending system was developed to define how the object 

detection model can perform in a real-world application. The system architecture was designed 

to define the structure, behaviour, and the overall view of the system. 

The system architecture was divided into five core sections - the user, front-end, 

back-end, object detection and database.  

• User Section:  

From the user section, the user will give the information such as the item 

borrowed, borrower information and the return date and then submit the 

information. The system will display the borrowing result whether it is 

approved or not. 

• Front End 

The front end is the graphical user interface part of the website that interacts 

with the user. Reactjs library is used for the system front end that will perform 

posts and get requests based on activity. 

• Backend 

Backend is server-side rendering that processes business logic and accesses the 

other resources such as the MongoDB database and cloud services. Nodejs 

with Strapi is used as a backend for this system.  
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• Database 

A database is an organized collection of data where the system can store the 

information and retrieve the information. MongoDB Atlas database is used in 

this system. 

• Object Detection 

Object detection is used as the component in the system which help to detect 

tools by using real-time video. The object detection use is SSD MobileNet 

model and hosted on IBM cloud.  

 

  The software of lending system using object detection were then developed based on 

the architecture designed as in Figure 2. The system development starts with developing a 

graphical user interface, encoding process, database deployment, system process and lastly 

setup of the hardware. 

 

 

Figure 2. Lending System architecture. 

The system was developed by using Reactjs as the front end and Nodejs with Strapi as 

its backend. The database to store the information was deployed on MongoDB Atlas. The model 

that was trained with Single Shot Detector with MobileNet V2 were then converted into 

TensorFlowjs model and hosted on IBM cloud. Figure 3  shows the example of the system 

output detection interface and the bounding box around the targetted object. 
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Figure 3. Output of the object detection in the Lending System. 

 

4. Results  

Four experiments were conducted to develop the object detection component with better 

accuracy and performance for the object detection - lending system object. The details for the 

experiment’s configuration are as in Table 1.  

Table 1. Parameter Configurations for each Experiment. 

Experiment Number Number of Datasets Number of Iterations 

Experiment 1 480 20000 

Experiment 2 960 20000 

Experiment 3 480 50000 

Experiment 4 960 50000 

  The first experiment was conducted using 5,000 iterations with 480 datasets or using 

half of the prepared data to see how well it performed. The learning rate for all the experiment 

training processes was fixed at 0.02 with a batch size of 4. Then the model was evaluated and 

converted into Tensorflow.js, so the model performance can also be measured on the web. The 

final step taken was to see and measure how well the model performs in real-world applications. 

Next, a few experiments were completed by combining different iterations and different 

numbers of datasets to analyse and compare the results with the previous experiment. Finally, 

the best system with high accuracy and the lowest detection error was selected for an object 

detection system parameter for the lending system. 

  All the experiments were evaluated where the best model among the various 

experiments conducted will be applied for the object detection component in the lending 

system. The comparison of the experiment was divided into two parts which are model 

evaluation and system performance. For the model evaluation, the best model was the model 

that performs with the highest mAP(precision), highest recall, lowest classification loss, lowest 

localization loss, and lowest total loss. However, the best model in model evaluation was not 

chosen to be implemented into the system if it did not satisfy the system evaluation in a real-

time environment. In system evaluation, the best accuracy and detection errors were also 

recorded. 
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5. Discussion 

The main purpose of model evaluation is to evaluate the generalized performance of the model 

in terms of its precision and recall. The overall model evaluation for each experiment which 

include the generalized classification loss, localization loss, and total loss were recorded. 

  Table 2 shows the model evaluation for all the experiment conducted. Experiment 1 

showed the worst mAP (0.90090), recall (0.8515), localisation loss (0.05666) and total loss 

(0.2858). However, experiment 1 had a better classification loss (0.1349) as compared to 

experiment 3 (0.1693). 

  Meanwhile, experiment 2 demonstrated a mean average precision (mAP) of 0.93414, 

on par with experiments 3 and 4. However, it outperformed experiments 1 and 3 in terms of 

classification loss, achieving a value of 0.1215. Experiment 2 performed better than experiment 

1 in terms of localization loss and slightly better total loss than experiment 1. In addition, 

experiment 2 also has the highest recall compared to the other three experiments. 

 Next, it can be observed that experiment 3 achieved the highest mAP (0.93820) and localization 

loss (0.04326) than the other experiments. However, experiment 3 did not perform in terms of 

classification loss, localisation loss, and total loss as compared to experiment 4. 

Table 2. Model Evaluation. 

Experiment mAP 

(Precision) 

Recall Classification 

Loss 

Localisation Loss Total Loss 

Experiment 1 0.90090 0.8515 0.1349 0.05666 0.2858 

Experiment 2 0.93414 0.8776 0.1215 0.05404 0.2825 

Experiment 3 0.93820 0.8596 0.1693 0.04326 0.2784 

Experiment 4 0.93736 0.8682 0.1124 0.4323 0.2288 

  In the case of experiment 4, the classification loss was recorded as 0.1124, the 

localization loss as 0.04323, and the total loss as 0.2288. It is also on par in terms of precision 

and recall with the best result in experiment 2 with less than 0.01 differences.   

  System evaluation was done after completing the model evaluation. The main purpose 

of system evaluation is to assess the complete system performance on how likely the system 

performs in real-world conditions. In this research, for the system evaluation purpose, the 

threshold limit was lowered from 0.8 (80%) to 0.1 (10%) to display the system detection 

accuracy on sports items and detection error accuracy on other non-sports object that has the 

same shape.  

  Figure 4 shows the accuracy of the system of each of the experiments. For this system 

evaluation, the sports equipment was placed at least 50 cm from the camera to detect. 

Experiment 4 displayed the best result which is 100% followed by experiment 3 (99%) and 

experiment 2 (97%) and experiment 1 (86%). Experiment 4 able to detect every object with 

high accuracy up to 100%.  
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Figure 4. Object detection accuracy results. 

  However, experiment 4 and experiment 3 have a bigger error where it detects other 

objects such as the clock as takraw or shuttlecock with higher than 80% in terms of accuracy, 

as depicted in Figure 5. Experiment 1 and experiment 2 also make detection errors but they 

detect not more than 60% accuracy throughout the system evaluation. 

  This shows that experiment 3 and experiment 4 were not suitable to be implemented 

into the system as the system built will detect input if the accuracy is more than the 0.8(80%) 

threshold. It can be concluded that experiment 2’s model was the best model to be implemented 

into the system. 

 

Figure 5. Object Detection accuracy results other than sports items. 

 

5.1 Lending System Evaluation 

Next, the testing phase on the completed system was done to evaluate how well the system 

works and whether it is able to detect all four sports items scoped in this research. The system 

also shows the performance of the chosen experiment 2’s model to detect sports items in real-

time. 
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Figure 6 shows a summarized results of the object detection lending system 

successfully predicting all four sports items. Users also need to specify the quantity of the item 

in the table before submitting the form. The other actions such as refreshing the object detection, 

clearing all items in the table or deleting an item are also built-in in the object detection lending 

page to provide a better user experience. After the form is submitted, it will be recorded in the 

transactions database and look at the detail in transaction collection types. 

 

 

Figure 6. Tool Lending System interface and in use. 

 

6. Conclusion and Future Works 

The Single Shot Detector model were able to be implemented into the system and the system 

run successfully in real time. Nevertheless, the system built has its own limitation and 

weakness, and it can be improved in many ways in the future. Some of the recommendations 

for future works were to increase the number of datasets for each of the items for the training 

process, so the system can ensure the stability of detection, increase the number of tools and 

categories, classify the tools at any angle of the tools and lastly make a progressive web 

application for the tool lending system. 
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