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## 1. Introduction

It is well known that parametric representations of geometrical objects have many applications in different fields, see for example [7, Chapter 1]. Although those build with quotients of polynomials can benefit from a wealth of knowledge coming from Commutative Algebra, there exist natural geometric constructions where nonrationality arises,

[^0]for instance offset and conchoid constructions (see [9]). At the same time, surjectivity of parametrizations is important in those context where particular points with special properties can be missed, or techniques like integration require certain open sets to be completely covered by the parametrization. Also, when transforming differential equations with radical coefficients into algebraic differential equations, these parametrizations appear (see [5], [6]) and providing surjectivity helps to deal with some particular principal value problems. In this direction, the aim of this paper is to explore the surjectivity of a certain class of parametrizations, built using rational operations and extraction of roots.

Let $\mathcal{V}$ be a curve or an algebraic surface over $\mathbb{C}$ for which a parametrization $\mathcal{P}$ is available. This parametrization can be visualized as a map from a subset of the suitable dimensional complex affine space on $\mathcal{V}$. It therefore makes sense to talk about the surjectivity of $\mathcal{P}$.

If the parametrization is not surjective, when working with it instead of the implicit equations of $\mathcal{V}$, information about the part of $\mathcal{V}$ not covered by $\mathcal{P}$ is lost. This fact may have undesirable consequences in some applications since the information sought in $\mathcal{V}$ may lie out of the image of $\mathcal{P}$; in the introduction of [13] this phenomenon is illustrated with some examples. Thus, the need to study the surjectivity of parametrizations arises.

If $\mathcal{V}$ is a curve and $\mathcal{P}$ is a rational parametrization, the problem is essentially solved in [10] (see [1] and [2] for different approaches) where, in addition to giving sufficient conditions to guarantee surjectivity, it is shown that, at most, only one point can be missed via $\mathcal{P}$, and it is shown how to detect it. In addition, it is also proved that every rational curve can be surjectively parametrized.

When $\mathcal{V}$ is a surface, even if $\mathcal{P}$ is a rational parametrization, the problem is considerably more complicated. In fact, in [4] it is shown that there are rational surfaces that do not admit surjective rational parametrizations. One way to overcome this difficulty is to look for finite families of parametrizations such that the union of their images covers $\mathcal{V}$ (see [8], [14], [13]). On the other hand, in [11] particular families of surfaces are presented that do admit surjective rational parametrizations.

In this paper, we apparently reduce the complexity of the problem by working with curves instead of surfaces but increase the difficulty by allowing the parametrization to be radical; a radical parametrization is, intuitively, a tuple of rational functions whose numerators and denominators are nested expressions of radicals of polynomials with Jacobian rank equal to one, see [12] for more details. Therefore, this work should be considered as a first step towards the general study of surjectivity in the radical case, leaving open problems for future work such as obtaining, if feasible, surjective radical parametrizations. This article focuses mainly on obtaining sufficient conditions to guarantee surjectivity.

The first obstacle we face is to adequately define what we mean by surjectivity in the radical case. Let us see the problem in a trivial example. The rational parametrization $\left(\frac{2 t}{t^{2}+1}, \frac{t^{2}-1}{t^{2}+1}\right)$ of the unit circle covers all the curve except the north pole point $(0,1)$. However, if we consider the radical parametrization $\left(t, \sqrt{1-t^{2}}\right)$ of the same curve, taking
the square root as a function (i.e. just choosing one of the two possibilities for every radicand), we can only aspire to cover one half of the curve. Our approach is to refer to the union of the images of the given parametrization and all its conjugates. Thus, in the example above, we would be simultaneously talking about $\left(t, \pm \sqrt{1-t^{2}}\right)$ and, now, the union of the images is the entire circle; see Example 2.4 and Remark 3.13.

Since, in the case of rational curve parametrizations, the only point of the curve that can be lost is the limit as the parameter approaches infinity of the map (in projective geometry language, it is the image of the point at infinity of the projective line), a sufficient condition for surjectivity is that at least one of the rational functions of the parametrization has a numerator with a degree strictly bigger than the degree of the denominator. With the intention of imitating this result in the radical case, we introduce weights to adequately define the degree of polynomials with nested radicals, see Definition 2.6. However, this does not solve the problem completely (see Example 2.7). The reason is that indeterminations of type $0 / 0$ can appear. To overcome this difficulty we introduce the notion of guilty polynomial (see Definition 3.5), and the weaker notion of suspicious polynomial (see Definition 4.9), to finally give a sufficient condition of radical surjectivity, see Theorem 3.8 and Corollary 4.13.

The paper is structured as follows: in Section 2 we recall some notions and results of radical parametrizations, we introduce the notion of surjectivity for a radical parametrization, and we outline our strategy. In Section 3 we introduce the notion of guiltiness and we prove the main Theorem 3.8. Some consequences are derived there. In Section 4 we discuss the hypotheses of the main theorem and present an alternative condition to guiltiness, namely being suspicious, that is more convenient from a computational point of view but in principle more restrictive (see Theorem 4.12). In Section 5 we conclude the article with bounds on the number of missing points in the case when some of our conditions for surjectivity do not hold.

## 2. Notation and preliminaries

A radical parametrization is a tuple $\left(x_{1}, \ldots, x_{n}\right)$ of elements of the last field of a radical tower $\mathbb{F}_{0} \subseteq \cdots \subseteq \mathbb{F}_{m}$ where $\mathbb{F}_{0}=\mathbb{C}(t)$ and $\mathbb{F}_{i}=\mathbb{F}_{i-1}\left(\delta_{i}\right)$ such that $\delta_{i}^{e_{i}} \in \mathbb{F}_{i-1}$ (see more details in [12]). We will work with the polynomial ring $\mathbb{C}\left[t, \Delta_{1}, \ldots, \Delta_{m}\right]$ where weights on the variables will be introduced later. In this ring lie the defining polynomials of the $\delta_{i}$, namely $E_{i}:=\Delta_{i}^{e_{i}}-g_{i}\left(t, \Delta_{1}, \ldots, \Delta_{i-1}\right)$ where $\operatorname{deg}_{\Delta_{j}}\left(g_{i}\right)<e_{j}$ for all $j=1, \ldots, i-1$. We will denote the $\Delta_{i}$ collectively as $\bar{\Delta}$, and similarly for other indexed names.

Remark 2.1. Any rational function in $\mathbb{C}(t, \bar{\delta})$ can be written as a polynomial in $\mathbb{C}(t)[\bar{\delta}]$. For instance, assuming that $\bar{\delta}=\delta_{1}$ let's see that given

$$
q\left(\delta_{1}\right)=\sum_{i=0}^{e_{1}-1} q_{i}(t) \delta_{1}^{i} \in \mathbb{C}(t)\left[\delta_{1}\right]
$$

its inverse $q^{-1}\left(\delta_{1}\right) \in \mathbb{C}(t)\left[\delta_{1}\right]$. In fact, for the resultant

$$
r(t)=\operatorname{Resultant}_{\Delta_{1}}\left(\Delta_{1}^{e}-g_{1}(t), \sum_{i=0}^{e_{1}-1} q_{i}(t) \Delta_{1}^{i}\right) \in \mathbb{C}(t)
$$

there are polynomials $A, B \in \mathbb{C}(t)\left[\Delta_{1}\right]$ of degree less than $e_{1}-1$ and $e_{1}$ respectively, such that

$$
r(t)=A\left(\Delta_{1}^{i}-g_{1}(t)\right)+B \sum_{i=0}^{e_{1}-1} q_{i}(t) \Delta_{1}^{i}
$$

and therefore

$$
q^{-1}\left(\delta_{1}\right)=r^{-1}(t) B\left(\delta_{1}\right) \in \mathbb{C}(t)\left[\delta_{1}\right]
$$

Recall from [12] that a radical parametrization of a curve, among other stuff, incorporates a pair $(\mathcal{P}, \bar{E})$, where

$$
\begin{equation*}
\mathcal{P}(t, \bar{\Delta})=\left(\frac{p_{1}(t, \bar{\Delta})}{q_{1}(t, \bar{\Delta})}, \ldots, \frac{p_{n}(t, \bar{\Delta})}{q_{n}(t, \bar{\Delta})}\right) \tag{1}
\end{equation*}
$$

is an element of $\mathbb{C}(t, \bar{\Delta})^{n}$, and $\bar{E}=\left(E_{1}, \ldots, E_{m}\right)$. We will use throughout this paper the following definition of surjectivity:

Definition 2.2. We say that the parametrization is surjective or normal when the set

$$
X(\mathcal{P}):=\left\{\begin{array}{l|l} 
& E_{i}(t, \bar{\Delta})=0, \forall i=1, \ldots, m ; \\
\bar{x} \in \mathbb{C}^{n} \mid \exists(t, \bar{\Delta}) \in \mathbb{C}^{m+1} \text { s.t. } & \mathcal{P}(t, \bar{\Delta}) \text { is well defined; and } \\
& \mathcal{P}(t, \bar{\Delta})=\bar{x}
\end{array}\right\}
$$

is Zariski closed in $\mathbb{C}^{n}$.
Let us call $\mathcal{D}_{\mathcal{P}}$ the algebraic subset of $\mathbb{C}^{m+n+2}$ of points $(t, \bar{\Delta}, \bar{x}, z)$ satisfying the equations $E_{i}(t, \bar{\Delta})=0, i=1, \ldots, m ; p_{i}(t, \bar{\Delta})-x_{i} q_{i}(t, \bar{\Delta})=0 ; i=1, \ldots, n$; and $z \cdot \operatorname{lcm}\left(q_{1}(t, \bar{\Delta}), \ldots, q_{n}(t, \bar{\Delta})\right)-1=0$. We have then the projection

$$
\begin{array}{ccc}
\mathcal{D}_{\mathcal{P}} & \longrightarrow & \overline{X(\mathcal{P})} \subset \mathbb{C}^{n}  \tag{2}\\
(t, \bar{\Delta}, \bar{x}, z) & \mapsto & \bar{x}
\end{array}
$$

where $\overline{X(\mathcal{P})}$ denotes the Zariski closure of $X(\mathcal{P})$. Note that every constructible set involved is unidimensional (see [12]). Then, the set of missing points $\overline{X(\mathcal{P})} \backslash X(\mathcal{P})$ is finite. Observe that the radical variety defined in [12], in our case, radical curve, is an irreducible component of $\overline{X(\mathcal{P})}$, so, when irreducible, $\overline{X(\mathcal{P})}$ is the whole radical variety.

Remark 2.3. The definition of surjective in Definition 2.2 corresponds to the usual notion of surjective map in the following way. For each combination of possible branches in (1), we can introduce a map from a subset of $\mathbb{C}$ to $\mathbb{C}^{n}$. Surjectivity in Definition 2.2 requires that $\overline{X(\mathcal{P})}=X(\mathcal{P})$ (see (2)), and hence that the union of the images of all these maps is $\overline{X(\mathcal{P})}$.

Example 2.4. Let $\mathcal{P}(t, \Delta)=(t, \Delta)$ where $E:=\Delta^{2}-\left(1-t^{2}\right)$. Then, $\mathcal{D}_{\mathcal{P}}$ is

$$
\mathcal{D}_{\mathcal{P}}=\left\{(t, \Delta, x, y, z) \in \mathbb{C}^{5} \left\lvert\, \begin{array}{rl}
x-t & =0 \\
y-\Delta & =0 \\
z & =1 \\
\Delta^{2}-\left(1-t^{2}\right) & =0
\end{array}\right.\right\}
$$

By the Closure Theorem (see [3, Ch. 3.2, Th. 3 or Ch. 4.4, Th. 3]) we have that $\overline{X(\mathcal{P})}$ is the curve $\mathcal{C}:=\left\{(x, y) \in \mathbb{C}^{2} \mid x^{2}+y^{2}=1\right\}$. Let us now analyze $X(\mathcal{P})$, that is

$$
X(\mathcal{P}):=\left\{(x, y) \in \mathbb{C}^{2} \mid \exists(t, \Delta) \in \mathbb{C}^{2} \quad \text { s.t. } \begin{array}{l}
\Delta^{2}=1-t^{2} \\
(t, \Delta)=(x, y)
\end{array}\right\}
$$

First, we observe that $X(\mathcal{P}) \subset \mathcal{C}$ since $t^{2}+\Delta^{2}=1$. On one hand, if $(a, b) \in \mathcal{C}$, taking $t=a$, and $\Delta$ as one of the roots of $\sqrt{1-a^{2}}$, we get that $(a, b) \in \mathcal{D}_{\mathcal{P}}$, and hence $X(\mathcal{P})=\overline{X(\mathcal{P})}$. So $X(\mathcal{P})$ is Zariski closed and hence, by Definition 2.2, $\mathcal{P}$ is surjective.

On the other hand $\mathcal{P}$ provides two maps, namely, $\left(t, \pm \sqrt{1-t^{2}}\right)$, and the union of their images is $\mathcal{C}$.

Recall the notation $V(I)$ for the algebraic subset of the affine space defined by an ideal $I$ and $I(X)$ for the ideal of polynomials vanishing at all the points of a subset $X$ of the affine space. Again by the Closure Theorem, we have that $\overline{X(\mathcal{P})}=V\left(I\left(\mathcal{D}_{\mathcal{P}}\right) \cap \mathbb{C}[\bar{x}]\right)$. Observe that $X(\mathcal{P})$ is the image of $\mathcal{D}_{\mathcal{P}}$ by the projection $(t, \bar{\Delta}, \bar{x}, z) \mapsto \bar{x}$. This means that $I(X(\mathcal{P}))=I(\overline{X(\mathcal{P})}) \supset I\left(\mathcal{D}_{\mathcal{P}}\right) \cap \mathbb{C}[\bar{x}]$. Therefore, surjectivity is equivalent to the projection of $\mathcal{D}_{\mathcal{P}}$ being Zariski closed. Given this fact, our main tool will be the Extension Theorem:

Theorem 2.5. [Extension Theorem, see [3] Ch. 3.1, Th. 3] Let $I=\left\langle f_{1}, \ldots, f_{s}\right\rangle \subseteq$ $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ and let $\widetilde{I}=I \cap \mathbb{C}\left[x_{2}, \ldots, x_{n}\right]$. For each $1 \leq i \leq s$, write

$$
f_{i}=c_{i}\left(x_{2}, \ldots, x_{n}\right) x_{1}^{N_{i}}+\text { terms in which } x_{1} \text { has degree }<N_{i}
$$

where $N_{i} \geq 0$ and $c_{i} \neq 0$. Suppose that we have a partial solution $\left(a_{2}, \ldots, a_{n}\right) \in V(\widetilde{I})$. If there exists $c_{i}$ which is nonzero at $\left(a_{2}, \ldots, a_{n}\right)$ then there exists $a_{1} \in \mathbb{C}$ such that $\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in V(I)$.

Theorem 2.5 can be used to lift any partial solution $\bar{x}$ of $I\left(\mathcal{D}_{\mathcal{P}}\right) \cap \mathbb{C}[\bar{x}]$ to $\mathcal{D}_{\mathcal{P}}$, proving surjectivity.

In the case of rational curve parametrizations, to check whether the rational parametrization is surjective it suffices to check that for one of the components the degree of the numerator is larger than its denominator's. In order to replicate this result for radical parametrizations, we will provide $\mathbb{C}[t, \bar{\Delta}]$ with a structure of graded ring with rational weights for the variables.

Definition 2.6. First we define $\operatorname{deg}(t)=1$. Then we define recursively the degree of $\Delta_{i}$ as the degree of $g_{i}$ divided by $e_{i}$, with the classical definition of degree for a polynomial on several weighted variables; recall that $\Delta_{i}^{e_{i}}=g_{i}$.

Example 2.7. This example illustrates how the condition on the degrees that works in the rational case is not sufficient in the radical case. Consider the parametrization $\mathcal{P}(t)=$ $\left(0, t-\sqrt{t^{2}-1}\right)$ of the vertical axis $x=0$ in $\mathbb{C}^{2}$. If we take $\Delta_{1}$ to be a square root of $g_{1}(t)=t^{2}-1$, the degree of the polynomial corresponding to the $y$ coordinate, $y\left(t, \Delta_{1}\right)=t \pm \Delta_{1}$, would be 1 in any case. Since the denominator of $y$ is constant, the desired condition on the degrees is true. However, the origin does not correspond to any value of $t \in \mathbb{C}$ with any of its two possible square roots.

We need to exclude some expressions in order to find easy to check sufficient conditions of surjectivity. In order to apply the Extension Theorem to polynomials that will arise from eliminating the $\Delta_{i}$ by multiplying conjugates, we need conditions to ensure that we can control the degrees of those products. Note that one can eliminate the $\Delta_{i}$ with the set $\left\{E_{1}, \ldots, E_{m}\right\}$, which is a triangular Gröbner basis with respect to the lexicographical ordering $\Delta_{m}>\cdots>\Delta_{1}>t$.

Definition 2.8. For every $f \in \mathbb{C}[t, \bar{\Delta}]$, we denote as $N(f)$ the normal form of $f$ with respect to $\left\{E_{1}, \ldots, E_{m}\right\}$. Note that the normal form is just the polynomial obtained by repeatedly substituting every instance of $\Delta_{i}^{e_{i}}$ by $g_{i}$.

If $f \in \mathbb{C}[t]$, observe that $N(f)=f$.

Example 2.9 (continuation of Example 2.7). The problem in Example 2.7 is that $t=\infty$ corresponds to an affine point in the parametrization. There we have two leading monomials, $t$ and $\sqrt{t^{2}-1}$, that in a way cancel each other. In fact, to reach such cancellation with radicals, one usually multiplies by the conjugate. For $f\left(t, \Delta_{1}\right)=t-\Delta_{1}$ and its conjugate $f\left(t,-\Delta_{1}\right)=t+\Delta_{1}$, the normal form of their product (recall $\left.E_{1}=\Delta_{1}^{2}-\left(t^{2}-1\right)\right)$ is $N\left(t^{2}-\Delta_{1}^{2}\right)=\operatorname{rem}\left(t^{2}-\Delta_{1}^{2}, E_{1}\right)=1$. In terms of radicals, we can write $\left(t-\sqrt{t^{2}-1}\right)\left(t+\sqrt{t^{2}-1}\right)=1$. Note that we lose degree when, after multiplying by all conjugates of $f$, we apply the equality $E_{1}=0$ to substitute $\Delta_{1}^{2}$ in terms of $t$.

## 3. Sufficient condition for surjectivity

Let us denote by $\mathcal{A}_{\mathcal{P}}$ the Zariski closure of the projection of $\mathcal{D}_{\mathcal{P}}$ via the map $(t, \bar{\Delta}, \bar{x}, z) \mapsto(t, \bar{\Delta}, \bar{x})$. We will apply repeatedly the Extension Theorem (Theorem 2.5) to lift a point $\bar{x}$ in $\overline{X(\mathcal{P})}$ (i.e. a solution of $I\left(\mathcal{D}_{\mathcal{P}}\right) \cap \mathbb{C}[\bar{x}]=I\left(\mathcal{A}_{\mathcal{P}}\right) \cap \mathbb{C}[\bar{x}]$ ), first to $\mathcal{A}_{\mathcal{P}}$, and later to $\mathcal{D}_{\mathcal{P}}$. In the first step, we will control the coefficients of the generator of the ideal $I\left(\mathcal{A}_{\mathcal{P}}\right) \cap \mathbb{C}\left[x_{1}, t\right]$ (and similarly for $x_{i}$ with $i>1$ ) so that for every point of $\overline{X(\mathcal{P})}$ there exists a corresponding value of $t$ (see Theorem 3.8). To this end we will consider a product involving the conjugates of the numerator of the first component of $\mathcal{P}$ whose degree should be preserved upon simplification of roots. This is the motivation for the next definition. From here onwards we will denote the imaginary unit with an upright i as opposed to the italic $i$ for a variable.

Definition 3.1. For $k=1, \ldots, m$, denote $\gamma_{k}=\exp \left(2 \pi \mathrm{i} / e_{k}\right)$. Let $f \in \mathbb{C}[t, \bar{\Delta}]$. We define $f_{m}=f\left(t, \Delta_{1}, \ldots, \Delta_{m}\right)$ and recursively for $k=m, \ldots, 1$,

$$
\begin{gather*}
F_{k}=\prod_{j=1}^{e_{k}} f_{k}\left(t, \Delta_{1}, \ldots, \Delta_{k} \cdot \gamma_{k}^{j}\right)  \tag{3}\\
f_{k-1}=\operatorname{rem}\left(F_{k}, E_{k}\right) \in \mathbb{C}\left[t, \Delta_{1}, \ldots, \Delta_{k-2}\right]\left[\Delta_{k-1}\right] \text { (see Lemma 3.2). } \tag{4}
\end{gather*}
$$

Then we define the normalized remainder of $f$ as $R(f)=f_{0} \in \mathbb{C}[t]$.
If $f \in \mathbb{C}[t]$, observe that $R(f)=f$.
Lemma 3.2. With the notation of Definition 3.1, $f_{k-1} \in \mathbb{C}\left[t, \Delta_{1}, \ldots, \Delta_{k-1}\right]$.

Proof. By construction,

$$
F_{k}\left(t, \Delta_{1}, \ldots, \Delta_{k}\right)=F_{k}\left(t, \Delta_{1}, \ldots, \gamma_{k} \Delta_{k}\right)
$$

Writing $F_{k}$ as a polynomial in $\Delta_{k}$, namely $F_{k}=\sum_{h} a_{h} \cdot \Delta_{k}^{h}$, we have $a_{h}=a_{h} \cdot \gamma_{k}^{h}$. Therefore, if $e_{k}$ does not divide $h, \gamma_{k}^{h} \neq 1$ so $a_{h}=0$. It follows that $F_{k}$ is a polynomial in $t, \Delta_{1}, \ldots, \Delta_{k-1}, \Delta_{k}^{e_{k}}$ :

$$
F_{k}=\sum_{l} a_{l e_{k}} \Delta_{l}^{l e_{k}}
$$

so its remainder when dividing by $E_{k}$ with respect to $\Delta_{k}$ is:

$$
f_{k-1}=\sum_{l} a_{l e_{k}} g_{k}\left(t, \Delta_{1}, \ldots, \Delta_{k-1}\right)^{l}
$$

## Remark 3.3.

1. $f_{k-1}$ is the resultant of $f_{k}$ and $E_{k}$ with respect to $\Delta_{k}$, since the resultant is the product of the evaluations of $f_{k}$ in the roots of $E_{k}$. In other words, $R(f)$ is obtained by nested resultants.
2. We defined $f_{k-1}$ as a remainder by a polynomial but using the normal form instead one obtains the same $R(f)$.
3. In general, $R(f)$ is a power of the norm of $f(t, \bar{\delta})$ as an algebraic element over $\mathbb{C}(t)$.
4. If the radicals are not nested, i.e. every $g_{k} \in \mathbb{C}[t]$, we can substitute the recursive definition by the product

$$
R(f)=N\left(\prod_{i_{1}, \ldots, i_{m}} f\left(t, \gamma_{1}^{i_{1}} \Delta_{1}, \ldots \gamma_{m}^{i_{m}} \Delta_{m}\right)\right)
$$

This is not true in general, as the next example illustrates.
Example 3.4. Consider $E_{1}=\Delta_{1}^{2}-t, E_{2}=\Delta_{2}^{2}-\Delta_{1}-1$ and $f=\Delta_{1} \Delta_{2}+t$. If we compute the whole product instead of taking remainders after conjugating each variable separately, we obtain

$$
N\left(\prod f\left(t, \pm \Delta_{1}, \pm \Delta_{2}\right)\right)=\left(-2 t^{3}+2 t^{2}\right) \Delta_{1}+t^{4}-t^{3}+t^{2}
$$

Following Definition 3.1, we get $R(f)=t^{4}-3 t^{3}+t^{2}$.
Since conjugation does not change the degree, from (3), we get $\operatorname{deg}\left(F_{k}\right)=e_{k} \cdot \operatorname{deg}\left(f_{k}\right)$; on the other hand $\operatorname{deg}\left(\Delta_{k}\right)=\operatorname{deg}\left(g_{k}\right) / e_{k}$ by Definition 2.6, so reducing $F_{k}$ by $E_{k}$ (i.e. substituting $\Delta_{k}^{e_{k}}=g_{k}$ in $F_{k}$ ) will not change the degree in the general case. Therefore, the degree of $R(f)$ is, at most, $\operatorname{deg}(f) \cdot e_{1} \cdots e_{m}$, with equality as the expected case. However, Example 2.9 shows that this is not always true, due to cancellations upon reduction. Now we introduce a definition for the exceptions.

Definition 3.5. Let $f \in \mathbb{C}[t, \bar{\Delta}]$. We define $f$ to be guilty when

$$
\operatorname{deg}(f) \cdot e_{1} \cdots e_{m}>\operatorname{deg}(R(f))
$$

Remark 3.6. By definition, no polynomial in $\mathbb{C}[t]$ is guilty.
Example 3.7 (continuation of Example 2.9). We have

$$
f_{1}=f=t-\Delta_{1}, F_{1}=\left(t-\Delta_{1}\right)\left(t+\Delta_{1}\right), f_{0}=R(f)=1
$$

Since $\operatorname{deg}(f)=1$ and $e_{1}=2, f$ is guilty. If we had started instead with $y=t-\sqrt{t-1}$, we would have had the same $f=t-\Delta_{1}$ but now with $E_{1}=\Delta_{1}^{2}-(t-1)$, so that
$R(f)=t^{2}-t+1$ and $f$ would not be guilty; one can also check that the parametrization would be surjective.

With the previous definitions we intend to control the "image of infinity" (i.e. the behavior of the branches as $t$ approaches infinity) as in rational parametrizations. However, there is an extra issue that may appear in with radical, which is the possibility of indeterminations of type $0 / 0$. These happen for those values of $t, \bar{\Delta}$ satisfying the equations $\bar{E}, p_{i}$ and $q_{i}$, where $i$ indicates the component of $\mathcal{P}$ where the indetermination occurs. Now we can state the main theorem.

Theorem 3.8. Let $\mathcal{P}$ be as in (1), with $N\left(p_{i}\right)=p_{i}$ and $N\left(q_{i}\right)=q_{i}$ for $i=1, \ldots, n$, and $\bar{E}$ be the sequence of defining polynomials of the radical expressions. Suppose that:

1. there exists $i$ such that $p_{i}$ is not guilty and $\operatorname{deg} p_{i}>\operatorname{deg} q_{i}$;
2. for all $i$, the ideal $I_{i}(\mathcal{P}):=\left\langle\bar{E}, p_{i}, q_{i}\right\rangle$ is the whole $\mathbb{C}[t, \bar{\Delta}]$.

Then the parametrization is surjective.

Proof. Recall that $\mathcal{A}_{\mathcal{P}}$ is the Zariski closure of the projection $(t, \bar{\Delta}, \bar{x}, z) \mapsto(t, \bar{\Delta}, \bar{x})$ of $\mathcal{D}_{\mathcal{P}}$. We will repeatedly apply the Extension Theorem (Theorem 2.5) to lift a point $\bar{x} \in \overline{X(\mathcal{P})}=V\left(I\left(\mathcal{D}_{\mathcal{P}}\right) \cap \mathbb{C}[\bar{x}]\right)$, firstly, to $\mathcal{A}_{\mathcal{P}}$, and, later, to $\mathcal{D}_{\mathcal{P}}$.

Without loss of generality, assume that hypothesis 1 holds for $i=1$. Let $F_{1}\left(x_{1}, t\right)$ be the generator of the ideal $I\left(\mathcal{A}_{\mathcal{P}}\right) \cap \mathbb{C}\left[x_{1}, t\right]$. This makes sense because each component of $\mathcal{A}_{\mathcal{P}}$ has dimension one (see [12, Th. 3.11]) and its projection to the variables $\left(x_{1}, t\right)$ is finite (in [12, Proof of Th. 3.11], the $(t, \bar{\Delta}, \bar{x}, z) \mapsto(t, \bar{\Delta}, \bar{x})$ of $\mathcal{D}_{\mathcal{P}}$ is finite and, since the dimension is one, the missing points of the $(t, \bar{\Delta}, \bar{x}, z) \mapsto(t, \bar{\Delta}, \bar{x})$ are a finite set). Let

$$
G_{1}\left(x_{1}, t\right)=R\left(x_{1} q_{1}-p_{1}\right) .
$$

By construction $G_{1} \in I\left(\mathcal{A}_{\mathcal{P}}\right)$ so $F_{1}$ divides $G_{1}$. In Lemma 3.14 below we show that, if we consider $G_{1}$ as a polynomial in $x_{1}$, its constant coefficient has greater degree in $t$ than the other coefficients. Therefore the leading coefficient of $G_{1}$ with respect to $t$ is constant, and the same thing happens to $F_{1}$. Then, every point of $\overline{X(\mathcal{P})}$ can be lifted to a value of $t$ by Theorem 2.5. But since each polynomial $E_{i}=\Delta_{i}^{e_{i}}-g_{i}$ is monic with respect to $\Delta_{i}$ and they are in $I\left(\mathcal{A}_{\mathcal{P}}\right)$, every point can be lifted to the $\bar{\Delta}$ as well.

Finally, consider a point $\bar{x}_{0}$ in the curve and all its lifts to the values $t_{0}, \bar{\Delta}_{0}$. We need to lift to the variable $z$ via the condition $z \cdot \operatorname{lcm}\left(q_{1}, \ldots, q_{n}\right)=1$.

Since $t_{0}, \bar{\Delta}_{0}, \bar{x}_{0}$ satisfy the equations $q_{i} x_{i}-p_{i}=0$ for all $i \in\{1, \ldots, n\}$ and the $\bar{E}$ equations, if any $q_{i}\left(t_{0}, \bar{\Delta}_{0}\right)=0$ we would also have $p_{i}\left(t_{0}, \bar{\Delta}_{0}\right)=0$ contradicting hypothesis 2 .

Remark 3.9. Let $\mathcal{P}(t)=\left(p_{1}(t) / q_{1}(t), \ldots, p_{n}(t) / q_{n}(t)\right) \in \mathbb{C}(t)^{n}$ be a rational parametrization in reduced form; that is, $\operatorname{gcd}\left(p_{i}, q_{i}\right)=1$ for all $i \in\{1, \ldots, n\}$. Let us assume that there exists $i_{0} \in\{1, \ldots, n\}$ such that $\operatorname{deg}\left(p_{i_{0}}\right)>\operatorname{deg}\left(q_{i_{0}}\right)$. Then $\mathcal{P}(t)$ satisfies the hypotheses of Theorem 3.8.

Indeed, by Definition 2.8, it holds that $N\left(p_{i}\right)=p_{i}$ and $N\left(q_{i}\right)=q_{i}$ for all $i$. By Remark 3.6, $p_{i_{0}}$ is not guilty and $p_{i_{0}} / q_{i_{0}}$ satisfies hypothesis (1). Concerning hypothesis (2) one has that, $\operatorname{since} \operatorname{gcd}\left(p_{i}, q_{i}\right)=1$, then $1 \in I_{i}(\mathcal{P})=\left\langle p_{i}, q_{i}\right\rangle$. So $I_{i}(\mathcal{P})=\mathbb{C}[t, \bar{\Delta}]$.

Corollary 3.10. Let $\mathcal{P}$ be as in (1), with all its entries being reduced polynomials in $\mathbb{C}[t, \bar{\Delta}]$ (i.e. $N\left(p_{i}\right)=p_{i}$ and $q_{i}=1$ for $i=1, \ldots, n$ ). If hypothesis (1) in Theorem 3.8 is satisfied, then $\mathcal{P}$ is surjective.

Proof. Let us see that the second hypothesis of Theorem 3.8 is satisfies. Let $p_{i} \in \mathbb{C}[t, \bar{\Delta}]$ be the $i$-th entry of $\mathcal{P}$, then $I_{i}(\mathcal{P})=\left\langle\bar{E}, p_{i}, 1\right\rangle=\langle 1\rangle=\mathbb{C}[t, \bar{\Delta}]$.

Corollary 3.11. Let $\mathcal{P}$ be such that some of its entries are rational (i.e. elements of $\mathbb{C}(t))$ and one of its rational entries satisfies the degree condition. If every non-rational components $p_{i} / q_{i}$ is polynomial in $\mathbb{C}[t, \bar{\Delta}]$, and $N\left(p_{i}\right)=p_{i}$, then $\mathcal{P}$ is surjective.

Proof. Taking into account Definition 2.8, and the hypothesis on the non-rational entries of $\mathcal{P}$, we have that $N\left(p_{i}\right)=p_{i}$ and $N\left(q_{i}\right)=q_{i}$ for all $i$. Also, reasoning as in Remark 3.9, we know that the hypothesis (1) of Theorem 3.8 holds. Now the result follows from Corollary 3.10.

Remark 3.12. The curve of $\mathbb{C}^{n}$ defined by the complex polynomials

$$
\left\{y_{i}^{n_{i}}-g_{i}(x)\right\}_{i=1, \ldots, n-1},
$$

and $n_{i} \in \mathbb{N}$, can be surjectively parametrized as

$$
\mathcal{P}=\left(t, \Delta_{1}, \ldots, \Delta_{n-1}\right)
$$

where $E_{i}:=\Delta_{i}^{n_{i}}-g_{i}(t)$.
We observe that $N\left(\Delta_{i}\right)=\Delta_{i}$. Thus, the claim follows from Corollary 3.11.
Remark 3.13. As particular examples of the previous remark, we have the plane curves $x^{n}+y^{n}=a$, with $a \in \mathbb{C}$.

Lemma 3.14. With the notation and hypotheses of Theorem 3.8, let $f=x q-p$, taking subindices out for the sake of simplicity. Then, abusing the notation of Definition 3.1, for every $k=0, \ldots, m$, the constant coefficient of $f_{k}$ with respect to $x$ has degree $e_{k+1} \cdots e_{m}$. $\operatorname{deg}(p)$ which is strictly greater than that of the other coefficients. In particular, this applies to $G_{1}=R(f)=f_{0}$.

Proof. We apply descending induction on $k$; the case $k=m$ is trivial by hypothesis.
Assume it true for $k$, that is, if $f_{k}=a_{r} x^{r}+\cdots+a_{0}$ with $a_{j} \in \mathbb{C}\left[t, \Delta_{1}, \ldots, \Delta_{k}\right]$ then $\operatorname{deg}\left(a_{0}\right)=e_{k+1} \cdots e_{m} \cdot \operatorname{deg}(p)>\operatorname{deg}\left(a_{j}\right)$ for $j>0$. Let

$$
F_{k}=\prod_{i=1}^{e_{k}}\left(a_{r}\left(t, \Delta_{1}, \ldots, \Delta_{k} \cdot \gamma_{k}^{i}\right) x^{r}+\cdots+a_{0}\left(t, \Delta_{1}, \ldots, \Delta_{k} \cdot \gamma_{k}^{i}\right)\right)=b_{r e_{k}} x^{r e_{k}}+\cdots+b_{0}
$$

Observe that $\operatorname{deg}\left(b_{0}\right)=\operatorname{deg}\left(a_{0}\right) \cdot e_{k}=e_{k} \cdots e_{m} \cdot \operatorname{deg}(p)$, the last equality by induction hypothesis.

For $j>0, b_{j}$ is a sum of products of exactly $e_{k}$ of the conjugated $a$ 's, not all being $a_{0}$. Since the degree of $a_{0}$ is strictly greater than the degree of the others, all summands in $b_{j}$ have degree strictly less than $e_{k} \cdot \operatorname{deg}\left(a_{0}\right)=\operatorname{deg}\left(b_{0}\right)$.

Now, since all instances of $\Delta_{k}$ in $F_{k}$ are powers of $\Delta_{k}^{e_{k}}$ (see proof of Lemma 3.2) we can see each $b_{j}$ as a polynomial in $\Delta_{k}^{e_{k}}$ instead of just $\Delta_{k}$, i.e. $b_{j}=\tilde{b}_{j}\left(t, \Delta_{1}, \ldots, \Delta_{k-1}, \Delta_{k}^{e_{k}}\right)$. Then

$$
f_{k-1}=\tilde{b}_{r e_{k}}\left(t, \Delta_{1}, \ldots, \Delta_{k-1}, g_{k}\right) x^{r e_{k}}+\cdots+\tilde{b}_{0}\left(t, \Delta_{1}, \ldots, \Delta_{k-1}, g_{k}\right)
$$

The constant term of $f_{k-1}$ above coincides with the $k-1$ step in the computation of $R(p)$, possibly up to a sign. Since $p$ is not guilty, in each reduction step for $R(p)$ the degree does not drop. This shows that

$$
\operatorname{deg}\left(\tilde{b}_{0}\left(t, \Delta_{1}, \ldots, \Delta_{k-1}, g_{k}\right)\right)=\operatorname{deg}\left(b_{0}\right)>\operatorname{deg}\left(b_{j}\right) \geq \operatorname{deg}\left(\tilde{b}_{j}\left(t, \Delta_{1}, \ldots, \Delta_{k-1}, g_{k}\right)\right)
$$

## 4. On the hypotheses for surjectivity

Deciding whether a polynomial is guilty or not can be done by defining and checking a sort of leading coefficient for our polynomials. We will see this for $m=1$ (i.e. $\bar{\Delta}=\left(\Delta_{1}\right)$ ). The generalization to $m>1$ is natural in the unnested case (i.e. $g_{i}\left(t, \Delta_{1}, \ldots, \Delta_{i-1}\right) \in$ $\mathbb{C}[t]$ ). For the nested case, see Remark 4.2.

Let us denote $g(t)=g_{1}(t)=a_{0}+\cdots+a_{k} t^{k}, \Delta=\Delta_{1}, \delta=\delta_{1}$. Consider an already reduced polynomial

$$
f(t, \Delta)=c_{0}(t)+c_{1}(t) \Delta+\cdots+c_{e-1}(t) \Delta^{e-1} \in \mathbb{C}[t, \Delta]
$$

Since we defined $\operatorname{deg}(\Delta)=k / e$, naming $\partial c_{i}:=\operatorname{deg}_{t}\left(c_{i}(t)\right)$, we have that for $i \in\{0, \ldots$, $e-1\}$

$$
M:=\operatorname{deg}(f(t, \Delta))=\max \left\{\operatorname{deg}\left(c_{i}(t) \Delta^{i}\right)\right\}=\max \left\{\partial c_{i}+\frac{k}{e} i\right\}
$$

According to Remark 3.3,

$$
R(f)=\operatorname{Resultant}_{\Delta}\left(f(t, \Delta), \Delta^{e}-g(t)\right)=\prod_{r=0}^{e-1} f\left(t, \gamma^{r} \delta(t)\right) \in \mathbb{C}(t)
$$

with $\gamma=\exp (2 \pi \mathrm{i} / e)$. Now, define

$$
J=\left\{i \in\{0, \ldots, e-1\} / \partial c_{i}+\frac{k}{e} i=M\right\}
$$

and

$$
f_{l}(\Delta)=\sum_{i \in J} c_{i \partial c_{i}} \Delta^{i} \in \mathbb{C}[\Delta]
$$

where $c_{i \partial c_{i}}$ is the leading coefficient of $c_{i}(t)=c_{i 0}+c_{i 1} t+\cdots+c_{i \partial c_{i}} t^{\partial c_{i}}$. For any factor of $R(f)$

$$
f\left(t, \gamma^{r} \delta\right)=c_{0}(t)+c_{1}(t) \gamma^{r} \sqrt[e]{g(t)}+\cdots+c_{e-1}(t) \gamma^{r(e-1)} \sqrt[e]{(g(t))^{e-1}}
$$

its coefficient of degree $M$ is

$$
\sum_{i \in J} c_{i \partial c_{i}} \gamma^{r i}\left(a_{k}\right)^{\frac{i}{e}}
$$

(recall $a_{k}$ is the leading coefficient of $g(t)$ ). With this notation, we state the following result.

Lemma 4.1. With the above notation, the following are equivalent:

1. $f(t, \Delta)$ is not guilty.
2. For all $r \in\{0, \ldots, e-1\}, \sum_{i \in J} c_{i \partial c_{i}} \gamma^{r i} a_{k}^{i / e} \neq 0$.
3. Resultant $\Delta\left(f_{l}(\Delta), \Delta^{e}-a_{k}\right) \neq 0$.

Proof. Let $\left.L=\prod_{r=0}^{e-1} \sum_{i \in J} c_{i \partial c_{i}} \gamma^{r i} a_{k}^{i / e}=\operatorname{Resultant}_{\Delta}\left(f_{l}(\Delta), \Delta^{e}-a_{k}\right)\right)$. The right equality proves $(2) \Leftrightarrow(3)$.

We observe that, as seen in the proof of Lemma 3.2, $R(f)$ is the substitution $\Delta^{e}=$ $g(t)$ in the product of all $f\left(t, \gamma^{r} \Delta\right)$, which depends on $t$ and $\Delta^{e}$. The highest degree homogeneous component (with our definition of degree) of such polynomial is the product of the conjugates of the $M-t h$ homogeneous component of $f(t, \Delta)$ :

$$
A\left(t, \Delta^{e}\right)=\prod_{r=0}^{e-1} \sum_{i \in J} c_{i \partial c_{i}} t^{\partial c_{i}} \gamma^{r i} \Delta^{i}
$$

On the other side, and reasoning likewise, $\left.\operatorname{Resultant}_{\Delta}\left(f_{l}(\Delta), \Delta^{e}-a_{k}\right)\right)$ is the substitution $\Delta^{e}=a_{k}$ in the product of all $f_{l}\left(\gamma^{r} \Delta\right)$ :

$$
B\left(\Delta^{e}\right)=\prod_{r=0}^{e-1} \sum_{i \in J} c_{i \partial c_{i}} \gamma^{r i} \Delta^{i}
$$

Since $B\left(a_{k}\right)=L$,

$$
R(f)=\operatorname{Resultant}_{\Delta}\left(f(t, \Delta), \Delta^{e}-g(t)\right)=L t^{M \cdot e}+\text { lower degree terms }
$$

which means that (1) is equivalent to (3).
Remark 4.2. Lemma 4.1 should be easily extendable to the case with not nested radicals and, with some more work, maybe, to the general case. However the notation needed for the definition of $f_{l}(\bar{\Delta})$, mainly in the general case, would be cumbersome.

The following examples show that the hypotheses in Theorem 3.8 are sufficient but not necessary.

Example 4.3. On the condition of guiltiness, consider the radical parametrization $x=$ $y=t(\sqrt{t}-\sqrt{t+1})$. It can be checked that it is surjective, although it is defined by $p_{1}=t\left(\Delta_{1}-\Delta_{2}\right)$ with $\Delta_{1}^{2}=t, \Delta_{2}^{2}=t+1$ which is guilty. More in detail, the polynomial that relates $t$ and $x$ (what we called $G_{1}$ in the proof of Theorem 3.8) is

$$
t^{4}-4 x^{2} t^{3}-2 x^{2} t^{2}+x^{4}
$$

which is monic in $t$ of degree 4 , while from the theorem the expected degree would be $\frac{3}{2} \cdot 4=6$; the degree drop is due to the reduction occurring by multiplication of the four conjugates. However, since it is a monic polynomial, we can apply Theorem 2.5 for any value of $x$.

Example 4.4. On the degree condition, the Bernoulli lemniscate $\left(x^{2}+y^{2}\right)^{2}=x^{2}-y^{2}$ can be parametrized by

$$
x=\frac{t+t^{3}}{1+t^{4}}, \quad y=\frac{t-t^{3}}{1+t^{4}}
$$

which is surjective although the degree condition is not fulfilled. See [10] for more details.
Example 4.5. Consider the parametrization $\left(\frac{t(\sqrt{t}-1)}{t-1}, \frac{t^{2}+1}{t-1}\right)$. The pair $t=1, \Delta_{1}=1$ is a zero of the ideal $I_{1}(\mathcal{P})=\left\langle\Delta_{1}^{2}-t, t\left(\Delta_{1}-1\right), t-1\right\rangle$, so hypothesis 2 is not satisfied. However, this is not a problem with respect to surjectivity. Indeed, since hypothesis 1 is satisfied, every point of $\overline{X(\mathcal{P})}$ can be lifted to $t, \bar{\Delta}$; after this, even though we do not
have hypothesis 2 to guarantee the lifting to $z$ for $t=1$, there is no affine point in that situation because the second component becomes infinity for that parameter value.

Remark 4.6. The solutions of the ideal $I_{i}(\mathcal{P})$ are instances of indeterminations of the type $0 / 0$ for the $i$-th component. Since the subideal generated by $\bar{E}$ has dimension 1 in $\mathbb{C}[t, \bar{\Delta}]$, three things can happen to the solution set of $I_{i}(\mathcal{P})$ :

- it is empty, which corresponds by Hilbert's Nullstellensatz to the part of hypothesis 2 regarding the $i$-th component;
- it is finite;
- it is unidimensional. This indicates that both $p_{i}$ and $q_{i}$ become identically zero for some component of the unidimensional $V(\bar{E})$. Since $\bar{E}$ is a Gröbner basis by itself and both $p_{i}$ and $q_{i}$ are assumed to be in normal form with respect to $\bar{E}$, this cannot happen when $V(\bar{E})$ is irreducible (i.e. when the subideal generated by $\bar{E}$ is primary).

The rest of the section discusses more restrictive conditions than guiltiness that are, on the other hand, easier to check. That is, we can substitute hypothesis (2) of Theorem 3.8 with something else that still provides surjectivity.

Proposition 4.7. With the previous notations, if $f \in \mathbb{C}[t, \bar{\Delta}]$ and $\left(t_{0}, \bar{\Delta}_{0}\right) \in \mathbb{C}^{m+1}$ satisfy $f\left(t_{0}, \bar{\Delta}_{0}\right)=0$ and $E_{i}\left(t_{0}, \bar{\Delta}_{0}\right)=0$ for every $i$, then $R(f)\left(t_{0}\right)=0$.

Proof. By hypothesis $f_{m}=f$ vanishes at the point. Since each $F_{k}$ is a multiple of $f_{k}$ and each $f_{k-1}$ is the remainder of $F_{k}$ by $E_{k}$, it follows that all these polynomials vanish as well. But $R(f)=f_{0}$.

As a consequence, we have the following condition, which is computationally more convenient, for instance with resultants.

Corollary 4.8. If $\operatorname{gcd}\left(R\left(q_{i}\right), R\left(p_{i}\right)\right)=1$ for all $i=1, \ldots, n$, then hypothesis 2 of Theorem 3.8 holds.

Next we offer another approach. Since checking guiltiness involves considering potentially too many conjugates and reducing, the following definition is convenient in a computational sense.

Definition 4.9. We say, again recursively, that a polynomial $f \in \mathbb{C}[t, \bar{\Delta}]$ is suspicious when either of these occurs:

1. there are at least two terms of highest degree; or
2. for some $i, \Delta_{i}$ appears in the (only) leading term and $g_{i}\left(t, \Delta_{1}, \ldots, \Delta_{i-1}\right)$ is suspicious.

Note that, when $g_{i}$ is suspicious, the polynomial $\Delta_{i} \in \mathbb{C}[t, \bar{\Delta}]$ is also suspicious because it trivially satisfies condition 2 .

Example 4.10. Consider the expression

$$
\sqrt{t^{2}-1} \sqrt{t-\sqrt{t^{2}-1}}+3
$$

Naming $\delta_{1}=\sqrt{t^{2}-1}$ and $\delta_{2}=\sqrt{t-\delta_{1}}$, we have that $f\left(t, \Delta_{1}, \Delta_{2}\right)=\Delta_{1} \Delta_{2}+3$, which has degree $3 / 2$. It is a suspicious polynomial, since $g_{2}\left(t, \Delta_{1}\right)=t-\Delta_{1}$ is clearly suspicious and $\Delta_{2}$ appears in the leading monomial.

However, $f\left(t, \Delta_{1}, \Delta_{2}\right)+t^{2}$ is not suspicious because its degree is 2 and the highest degree homogeneous component only has the term $t^{2}$.

Remark 4.11. If the radicals are not nested, then the $g_{i}$ cannot be suspicious. In particular this happens if the radical parametrization is defined with only one root.

Theorem 4.12. If a polynomial is not suspicious then it is not guilty.

Proof. Let $f$ be not suspicious. With the notations of Definition 3.1, we will prove the following by descending induction: every $f_{k}$ is not suspicious and $\operatorname{deg}\left(f_{k-1}\right)=e_{k} \cdot \operatorname{deg}\left(f_{k}\right)$. The case $k=m$ is trivial. Now we suppose it true for $k$ and prove it for $k-1$.

For any $g \in \mathbb{C}[t, \bar{\Delta}]$ we will denote as $C(g)$ its homogeneous component of highest degree. Then $C\left(f_{k}\right)=a t^{\alpha} \Delta_{1}^{\beta_{1}} \cdots \Delta_{k}^{\beta_{k}}$ where $a \in \mathbb{C}, \alpha, \beta_{1}, \ldots, \beta_{k} \geq 0$. Note that, since $f_{k}$ is not suspicious, $C\left(f_{k}\right)$ cannot involve any $\Delta_{i}$ with suspicious $g_{i}$ (see Definition 4.9, second condition), so we have $\beta_{i}=0$ for every $i \in\{1, \ldots, k\}$ such that $g_{i}$ is suspicious.

We consider two cases:

- If $g_{k}$ is suspicious, $\beta_{k}=0$, so $C\left(F_{k}\right)=C\left(f_{k}\right)^{e_{k}}$. When passing to $f_{k-1}$, the substitution of $\Delta_{k}^{e_{k}}=g_{k}$ does not affect $C\left(F_{k}\right)$ and cannot increase the degree of lower terms because $\operatorname{deg}\left(\Delta_{k}^{e_{k}}\right)=\operatorname{deg}\left(g_{k}\right)$, so $C\left(f_{k-1}\right)=C\left(F_{k}\right)$.
- If $g_{k}$ is not suspicious,

$$
C\left(F_{k}\right)=a^{e_{k}} t^{\alpha e_{k}} \Delta_{1}^{\beta_{1} e_{k}} \cdots \Delta_{k-1}^{\beta_{k-1} e_{k}}\left(\prod_{i=1}^{e_{k}} \gamma_{k}^{i}\right)^{\beta_{k}} \Delta_{k}^{\beta_{k} e_{k}}
$$

Using again that the substitution of $\Delta_{k}^{e_{k}}=g_{k}$ does not increase degrees,

$$
C\left(f_{k-1}\right)=a^{e_{k}} t^{\alpha e_{k}} \Delta_{1}^{\beta_{1} e_{k}} \cdots \Delta_{k-1}^{\beta_{k-1} e_{k}}\left(\prod_{i=1}^{e_{k}} \gamma_{k}^{i}\right)^{\beta_{k}} C\left(g_{k}\right)^{\beta_{k}}
$$

But since $g_{k}$ is not suspicious, $C\left(g_{k}\right)$ only has one monomial not involving suspicious variables. Therefore $f_{k-1}$ is not suspicious. On the other hand,

$$
\operatorname{deg}\left(f_{k-1}\right)=\alpha e_{k}+\operatorname{deg}\left(\Delta_{1}\right) \beta_{1} e_{k}+\cdots \operatorname{deg}\left(\Delta_{k-1}\right) \beta_{k-1} e_{k}+\operatorname{deg}\left(g_{k}\right) \beta_{k}
$$

and since $\operatorname{deg}\left(g_{k}\right)=e_{k} \operatorname{deg}\left(\Delta_{k}\right)$,

$$
\operatorname{deg}\left(f_{k-1}\right)=e_{k}\left(\alpha+\operatorname{deg}\left(\Delta_{1}\right) \beta_{1}+\cdots \operatorname{deg}\left(\Delta_{k}\right) \beta_{k}\right)=e_{k} \operatorname{deg}\left(f_{k}\right)
$$

We conclude $\operatorname{deg}\left(f_{0}\right)=\operatorname{deg}(R(f))=\operatorname{deg}(f) \cdot e_{1} \cdots e_{m}$.
Corollary 4.13. Theorem 3.8 is also true if "not guilty" is replaced by "not suspicious".

## 5. On missing points

Recall that we call missing points those $\bar{x}$ in the finite set $\overline{X(\mathcal{P})} \backslash X(\mathcal{P})$ (see Definition 2.2), i.e. points for which there do not exist $(t, \bar{\Delta}) \in \mathbb{C}^{m+1}$ such that $E_{i}(t, \bar{\Delta})=0$ for all $i$ and $\mathcal{P}(t, \bar{\Delta})$ is well defined and equal to $\bar{x}$.

To find missing points, let us apply projective elimination techniques as in [3, Section 8.5]:

1. Consider the ideal $I \subset \mathbb{C}[t, \bar{\Delta}, \bar{x}, z]$ generated by the equations defining $\mathcal{D}_{\mathcal{P}}$ (see Section 2).
2. Let $I^{h} \subset \mathbb{C}[\bar{x}][w, t, \bar{\Delta}, z]$ be the ideal generated by the $(w, t, \bar{\Delta}, z)$-homogenization of the elements of $I$ (a method based on Gröbner bases to compute $I^{h}$ can be found in [3, Section 8.5, Proposition 10]).
3. Note that $\overline{\mathcal{D}_{\mathcal{P}}}=V\left(I^{h}\right)$, where $\overline{\mathcal{D}_{\mathcal{P}}}$ is the projective closure of $\mathcal{D}_{\mathcal{P}}$ in $\mathbb{P}^{m+2} \times \mathbb{C}^{n}$ (see [3, Section 8.5, Proposition 8]). Then, by [3, Section 8.5, Corollary 9], the projection of $\overline{\mathcal{D}_{\mathcal{P}}} \subset \mathbb{P}^{m+2} \times \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ is exactly $\overline{X(\mathcal{P})}$, so it is Zariski closed in $\mathbb{C}^{n}$.
4. Therefore, the missing points are contained in the projection of the points of $\overline{\mathcal{D}_{\mathcal{P}}}$ at infinity; that is, the projection of $\overline{\mathcal{D}_{\mathcal{P}}} \cap V(w)=\overline{\mathcal{D}_{\mathcal{P}}} \backslash \mathcal{D}_{\mathcal{P}}$ onto the $\bar{x}$ coordinates is a finite superset of the set of missing points.

This is also a way to compute missing points for rational curves. However, it is simpler to compute the limit of the parametrization at infinity, see [10]. We want to replicate the latter for radical parametrizations. It is worth observing that some missing points are related to condition 1 of Theorem 3.8 (the one which allows us to lift to $\mathcal{A}_{\mathcal{P}}$, see beginning of Section 3) and the others are related to condition 2 (the one which allows the point in $\mathcal{A}_{\mathcal{P}}$ to be lifted to $\mathcal{D}_{\mathcal{P}}$ ).

Remark 5.1. The points that may not be lifted from $\overline{X(\mathcal{P})}$ to $\mathcal{A}_{\mathcal{P}}$ are those for which the leading coefficients $c_{\alpha_{i}}\left(x_{i}\right)$ of $F_{i}\left(x_{i}, t\right)=c_{\alpha_{i}}\left(x_{i}\right) t^{\alpha_{i}}+\cdots$ (the generator of the ideal $\left.I\left(\mathcal{A}_{\mathcal{P}}\right) \cap \mathbb{C}\left[x_{i}, t\right]\right)$ vanish simultaneously.

There are at most $\operatorname{deg}\left(c_{\alpha_{1}}\right) \cdots \operatorname{deg}\left(c_{\alpha_{n}}\right)$ candidates $\bar{x}$ to be missing points. Moreover, $V\left(c_{\alpha_{1}}\left(x_{1}\right), \ldots, c_{\alpha_{n}}\left(x_{n}\right)\right) \cap \overline{X(\mathcal{P})}$ is a superset of missing points due to condition 1 of Theorem 3.8.

Remark 5.2. Consider the "Castle" (union of all tower varieties of [12]) $V(\bar{E})$ in the $m+1$-dimensional space of coordinates $(t, \bar{\Delta})$. The rational map $(t, \bar{\Delta}) \mapsto \mathcal{P}(t, \bar{\Delta})$ defined in $V(\bar{E})$ will be called $\mathcal{P}$, abusing the notation. $V(\bar{E})$ is of pure dimension one ([12]) so, since the fundamental locus of a rational map has codimension greater than or equal to 2 in smooth algebraic varieties, $\mathcal{P}$ can be extended to the whole desingularization $\mathcal{C}$ of the projective closure of $V(\bar{E})$.

The points that are not lifted from $\overline{X(\mathcal{P})}$ to $\mathcal{A}_{\mathcal{P}}$ are the images by $\mathcal{P}$ of the points of $\overline{X(\mathcal{P})}$ that are "images" by $\mathcal{P}$ of points at infinity of $V(\bar{E})$. The degree of $V(\bar{E})$ is, at most, $\varepsilon_{1} \cdots \varepsilon_{m}$, where $\varepsilon_{i}=\max \left\{e_{i}, \operatorname{deg}\left(g_{i}\right)\right\}$ with the classical definition of degree, since it is an affine complete intersection of hypersurfaces of degrees $\varepsilon_{1}, \ldots, \varepsilon_{m}$. Therefore, the points at infinity of $V(\bar{E})$ are, counted with multiplicity, $\varepsilon_{1} \cdots \varepsilon_{m}$. This proves that a bound for the amount of missing points due to the lack of hypothesis 1 is $\varepsilon_{1} \cdots \varepsilon_{m}$.

Example 5.3. Consider $\mathcal{P}=\left(\frac{\sqrt[n]{t(t-1)^{n-1}}}{t-1}, \frac{\sqrt[m]{(2 t-1)(t-1)^{m-1}}}{t-1}\right)=\left(\frac{\Delta_{1}}{t-1}, \frac{\Delta_{2}}{t-1}\right)$, with $E_{1}=$ $\Delta_{1}^{n}-t(t-1)^{n-1}, E_{2}=\Delta_{2}^{m}-(2 t-1)(t-1)^{m-1}$. Note that $\mathcal{P}$ can be simplified to $\left(\sqrt[n]{\frac{t}{t-1}}, \sqrt[m]{\frac{2 t-1}{t-1}}\right)$, and this imposes a different way to choose $\bar{\Delta}$ and $\bar{E}$.

It is easy to see that $\overline{X(\mathcal{P})}$ is defined by the equation $x^{n}-y^{m}+1=0$. The polynomials $F_{1}$ and $F_{2}$ of Remark 5.1 are

$$
\begin{aligned}
& F_{1}(x, t)=x^{n}(t-1)-t=\left(x^{n}-1\right) t-x^{n} \\
& F_{2}(y, t)=y^{m}(t-1)-2 t+1=\left(y^{m}-2\right) t-y^{m}+1
\end{aligned}
$$

Then $\operatorname{deg}\left(c_{\alpha_{1}}\right)=n$ and $\operatorname{deg}\left(c_{\alpha_{2}}\right)=m$. The possible missing points are those whose first coordinate is an $n$-th root of 1 and second coordinate is an $m$-th root of 2 . One can check that, indeed, all those points cannot be reached for any value of $t$, so we have $m n$ missing points in total. Therefore, the bounds in Remarks 5.1 and 5.2 are sharp.

Note that $F_{1}(x, 1)=-1$, hence no point in $\mathcal{A}_{\mathcal{P}}$ has coordinate $t=1$, so there are no additional missing points.

Remark 5.4. In Example 5.3, it is not difficult to check that the parametrization is proper (i.e. generically injective). In general, when $X(\mathcal{P})$ is irreducible, one could deduce properness if the greatest common divisor of $F_{1}$ and $F_{2}$, seen as polynomials with coefficients in the field of rational functions of $X(\mathcal{P})$, is the power of a degree one polynomial.

Remark 5.5. The points that cannot be lifted from $\mathcal{A}_{\mathcal{P}}$ to $\mathcal{D}_{\mathcal{P}}$ are among those whose coordinates $(t, \bar{\Delta})$ satisfy the equations $E_{1}, \ldots, E_{m}, p_{i}, q_{i}$ for some $i=1, \ldots, n$. Taking their projections on the space of $\bar{x}$ coordinates implies that the number of missing points due to hypothesis 2 failure is less than or equal to the number of solutions of those algebraic systems of equations.

## Data availability

No data was used for the research described in the article.

## Acknowledgments

The authors are partially supported by the grant PID2020-113192GB-I00/AEI/ 10.13039/501100011033 (Mathematical Visualization: Foundations, Algorithms and Applications) from the Spanish State Research Agency (Ministerio de Ciencia e Innovación). J. Caravantes and C. Villarino belong to the Research Group ASYNACS (Ref. CTCE2019/683). D. Sevilla is a member of the research group GADAC and is partially supported by Junta de Extremadura and Fondo Europeo de Desarrollo Regional (GR21055).

## References

[1] Carlos Andradas, Tomás Recio, Plotting missing points and branches of real parametric curves, Appl. Algebra Eng. Commun. Comput. 18 (1-2) (2007) 107-126.
[2] Chandrajit L. Bajaj, Andrew V. Royappa, Finite representations of real parametric curves and surfaces, Int. J. Comput. Geom. Appl. 5 (3) (1995) 313-326.
[3] David A. Cox, John Little, Donal O'Shea, Ideals, Varieties, and Algorithms: An Introduction to Computational Algebraic Geometry and Commutative Algebra, fourth edition, Undergraduate Texts in Mathematics, Springer, Cham, 2015.
[4] J. Caravantes, J.R. Sendra, D. Sevilla, C. Villarino, On the existence of birational surjective parametrizations of affine surfaces, J. Algebra 501 (2018) 206-214.
[5] Jorge Caravantes, J. Rafael Sendra, David Sevilla, Carlos Villarino, Transforming ODEs and PDEs from radical coefficients to rational coefficients, Mediterr. J. Math. 18 (3) (2021) 96.
[6] Sebastian Falkensteiner, Rafael Sendra, Transforming radical differential equations to algebraic differential equations, Preprint, arXiv:2112.00994, 2021.
[7] Gerald Farin, Josef Hoschek, Myung-Soo Kim (Eds.), Handbook of Computer Aided Geometric Design, North-Holland, Amsterdam, 2002.
[8] Xiao Shan Gao, Shang-Ching Chou, On the normal parameterization of curves and surfaces, Int. J. Comput. Geom. Appl. 1 (2) (1991) 125-136.
[9] Martin Peternell, Lukas Gotthart, Juana Sendra, J. Rafael Sendra, Offsets, conchoids and pedal surfaces, J. Geom. 106 (2) (2015) 321-339.
[10] J. Rafael Sendra, Normal parametrizations of algebraic plane curves, J. Symb. Comput. 33 (6) (2002) 863-885.
[11] J. Rafael Sendra, David Sevilla, Carlos Villarino, Some results on the surjectivity of surface parametrizations, in: Computer Algebra and Polynomials, in: Lecture Notes in Comput. Sci., vol. 8942, Springer, Cham, 2015, pp. 192-203.
[12] J. Rafael Sendra, David Sevilla, Carlos Villarino, Algebraic and algorithmic aspects of radical parametrizations, Comput. Aided Geom. Des. 55 (2017) 1-14.
[13] J. Rafael Sendra, David Sevilla, Carlos Villarino, Covering rational ruled surfaces, Math. Comput. 86 (308) (2017) 2861-2875.
[14] J. Rafael Sendra, David Sevilla, Carlos Villarino, Missing sets in rational parametrizations of surfaces of revolution, Comput. Aided Des. 66 (2015) 55-61.


[^0]:    * Corresponding author.

    E-mail addresses: jorge.caravantes@uah.es (J. Caravantes), jrafael.sendra@cunef.es (J.R. Sendra), sevillad@unex.es (D. Sevilla), carlos.villarino@uah.es (C. Villarino).

