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Resumen

La localización de las personas a partir de información acústica es cada vez más importante
en aplicaciones del mundo real como la seguridad, la vigilancia y la interacción entre
personas y robots. En muchos casos, es necesario localizar con precisión personas u objetos
en función del sonido que generan, especialmente en entornos ruidosos y reverberantes en
los que los métodos de localización tradicionales pueden fallar, o en escenarios en los que
los métodos basados en análisis de vídeo no son factibles por no disponer de ese tipo de
sensores o por la existencia de oclusiones relevantes.

Por ejemplo, en seguridad y vigilancia, la capacidad de localizar con precisión una
fuente de sonido puede ayudar a identificar posibles amenazas o intrusos. En entornos
sanitarios, la localización acústica puede utilizarse para controlar los movimientos y ac-
tividades de los pacientes, especialmente los que tienen problemas de movilidad. En la
interacción entre personas y robots, los robots equipados con capacidades de localización
acústica pueden percibir y responder mejor a su entorno, lo que permite interacciones
más naturales e intuitivas con los humanos. Por lo tanto, el desarrollo de sistemas de lo-
calización acústica precisos y robustos utilizando técnicas avanzadas como el aprendizaje
profundo es de gran importancia práctica.

Es por esto que en esta tesis doctoral se aborda dicho problema en tres líneas de
investigación fundamentales: (i) El diseño de un sistema extremo a extremo (end-to-end)
basado en redes neuronales capaz de mejorar las tasas de localización de sistemas ya
existentes en el estado del arte. (ii) El diseño de un sistema capaz de localizar a uno o
varios hablantes simultáneos en entornos con características y con geometrías de arrays
de sensores diferentes sin necesidad de re-entrenar. (iii) El diseño de sistemas capaces
de refinar los mapas de potencia acústica necesarios para localizar a las fuentes acústicas
para conseguir una mejor localización posterior.

A la hora de evaluar la consecución de dichos objetivos se han utilizado diversas bases
de datos realistas con características diferentes, donde las personas involucradas en las
escenas pueden actuar sin ningún tipo de restricción. Todos los sistemas propuestos han
dis evaluados bajo las mismas condiciones consiguiendo superar en términos de error de
localización a los sistemas actuales del estado del arte.

Palabras clave: Localización de Fuentes Acústicas, Steered Response Power, Difer-
encia de Tiempos de LLegada, Redes Neuronales, Aprendizaje Profundo.





Abstract

Locating people from acoustic information is becoming increasingly important in real-
world applications such as security, surveillance, and human-robot interaction. In many
cases, there is a need to accurately locate people or objects based on the sound they
produce, especially in noisy and reverberant environments where traditional localization
methods may fail, or in scenarios where video analytics-based methods are not feasible
due to lack of such sensors or relevant occlusions.

For instance, in security and surveillance, the ability to accurately locate a sound
source can help identify potential threats or intruders. In healthcare, acoustic localization
can be used to monitor the movements and activities of patients, especially those with
mobility issues. In human-robot interaction, robots equipped with acoustic localization
capabilities can better sense and respond to their environment, enabling more natural
and intuitive interactions with humans. Hence, the development of accurate and robust
acoustic localization systems using advanced techniques such as deep learning is of great
practical importance.

Therefore, this thesis addresses this problem in three fundamental research lines: (i)
The design of an end-to-end system based on neural networks capable of improving the
localization accuracy rates of existing state-of-the-art systems. (ii) The design of a system
capable of simultaneously localizing one or more speakers in environments with different
characteristics and sensor array geometries without the need for retraining. (iii) The
design of systems capable of refining the acoustic power maps required for acoustic source
localization in order to achieve better localization rates later.

In order to evaluate the achievement of these objectives, several realistic databases
with different characteristics have been used, where the people involved in the scenes can
act without any constraints. All the proposed systems have been evaluated under the
same conditions and have outperformed the current state-of-the-art systems in terms of
localization error.

Keywords: Acoustic Source Localization, Steered Response Power, Time Diference
of Arrival, Neural Networks, Deep Learning.
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Chapter 1

Introduction

Good ideas are always crazy until they’re not.

Elon Musk

These days, data is essential to people’s day-to-day lives. The insights that can be
extracted from such data are crucial for countless applications and can be worth mil-
lions. However, this data must be able to be obtained and processed. When thinking in
applications related to the presence of users in given environments, or those that have
to do with the interaction between users and their surroundings, specific sensor schemes
are required. A so-called smart room or intelligent space is an environment capable of
collecting information through various types of sensors and analyzing it to understand
what is happening within it and even to interact with the people inside.

These complex systems comprise various modules that perform tasks such as event de-
tection, people or objects localization, activity detection, people re-identification, speech
recognition, and so on, which brings various challenges across different disciplines. As
previously said, the environmental information necessary for the tasks described above is
extracted by means of sensing, which can be of two kinds: (i) invasive sensors, such as
Inertial Measurement Unit (IMU) devices, which must be worn by the person or object
inside the intelligent space or (ii) non-invasive sensors, such as RGB cameras or micro-
phone arrays, so that the information is extracted without the need for the individual or
object to carry any device. We are not discussing here issues related to users’ privacy
considerations, which should be fully addressed in real world deployments.

This thesis focuses on the Acoustic Source Localization (ASL) task, which addresses
the estimation of the position of one or several acoustic sources, by exploiting the multi-
channel signals recorded with a microphone array within a closed environment, such as an
office or a home room. In most practical cases, the ASL task can be simplified to estimate
the Direction of Arrival (DoA) of the acoustic sources rather than their three-dimensional
position. ASL has many different practical applications including source separation [1],
speech recognition [2], speech enhancement [3] or human-robot interaction [4].
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Although ASL is a long-standing and widely researched topic [5–7], it is still considered
an open and challenging problem these days. Traditional ASL methods rely on acoustic
propagation models and signal processing techniques to find the sources’ position. Even
though they have shown remarkable advances in this field over the years, they perform
poorly in realistic scenarios where noise, reverberation, and signal multi-path effects exist.
Recently, deep learning approaches have appeared to solve the ASL posed as a regression
problem, showing advantages over the traditional methods in complex environments [8].

Both, traditional and Deep Neural Network (DNN)-based methods roughly follow a
simple workflow shown in Figure 1.1. A multi-channel input signal is recorded with one
or several microphone arrays and is then processed by a feature extraction module, which
provides the input features. Those input features are passed to an ASL model to estimate
the acoustic source position.

Figure 1.1: General workflow of an ASL system.

Under free-field conditions, the multi-channel signals only differ up to a time delay
and amplitude variation, representing enough information to estimate the source position.
However, in realistic environments, signals are contaminated with noise and multi-path
distortion, and thus the problem becomes considerably more complex. Learning-based
techniques usually outperform traditional methods in these complex scenarios since they
can tell the valuable information that correlates with the source position from the noise
and distortion. In contrast, conventional methods often suffer from over-simplistic as-
sumptions and mathematical models in order to be tractable. However, the lack of gen-
erality is the major drawback of the DNN-based approaches. A learned model designed
for and trained in a specific environment configuration will not provide accurate localiza-
tion results if the set-up changes. Effective domain adaptation methods are still an open
problem in deep learning in general.

1.1 Motivation and Objectives

In this thesis we develop ASL systems capable of improving the most consolidated systems
in the state-of-the-art. We focus on reverberant environments where speakers can move
and speak without any kind of restriction. Our datasets contain recordings of meetings
or lectures, or interactions of users freely moving in the monitored environments while
speaking. Furthermore, we explore methods capable to cope with several simultaneously
active speakers.
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Accordingly, we set three major objectives for this thesis:

1. Improving the acoustic source localisation accuracy of state-of-the-art sys-
tems. One of the main challenges of the ASL task is to obtain a position estimate in
a reverberant environment. This is a significant challenge as these environments suf-
fer from the effects of noise and multipath, which contaminate the signals used and
make it difficult to obtain a correct estimate. Several methods address this problem
using different techniques, but this thesis aims to develop a system based on deep
learning that is able to achieve better results than other state-of-the-art methods.

2. Addressing the problem of domain independence in ASL systems based
on deep learning techniques. As in many other areas of machine learning re-
search, the accuracy of the systems developed is highly dependent on the data they
are trained on. A variation in the distribution of the inference data can cause a
system with good accuracy rates in the training or validation phase to start working
incorrectly. Furthermore, in the specific case of ASL tasks, a change in the geometry
of the environment, as well as that of the array of sensors that collect the infor-
mation, can also affect the performance of the system, since the propagation of the
signals changes and so does the way in which they reach the microphones. Part of
the thesis therefore aims to develop a system that is independent of the data it has
been trained on and the geometry of the room in which it operates.

3. Improving source localisation through acoustic power map refinement
techniques. One of the main problems when estimating the position of speakers
within an environment, given an acoustic power map, is that this map is very dense
and it is difficult to determine which local maximum corresponds to the acoustic
source. As a final objective of this thesis, it is proposed to implement machine-
learning based techniques that are able to represent these maps in a sparse way,
facilitating the estimation of the acoustic sources within them.

1.2 Summary of Contributions

Briefly stated these are the main contributions of the PhD. Thesis, related to the objetives
described above:

1. We propose a new learning-based method that is able to obtain better localization
scores than the existing state-of-the-art, comprising both classical and learning-based
methods. For this purpose, we use a Convolutional Neural Network (CNN) model
that takes as input the raw signal collected by the microphones and estimates the
(x, y, z) position of a single acoustic source, which is not frequent in the literature as
most studies focus on Direction of Arrival (DoA) estimation. This model is trained
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with synthetic data and is then fine tuned with real data using different domain
adaptation strategies.

2. We propose a system capable of addressing the problem of domain independence.
For this purpose, we propose a CNN encoder-decoder network that takes as input
the Generalized Cross-Correlations (GCCs) of the microphone signals and returns a
domain-independent version of them. We then use a classical approach to construct
acoustic power maps describing the acoustic activity of the environment and where
the acoustic sources are easily obtained as local minima. With this approach we
obtain better results in locating acoustic sources in multi-domain environments.

3. We investigate two acoustic map refinement techniques. One of them is based on
optimization techniques and the other one is based on learning techniques. These
methods allow us to obtain a cleaner version of the acoustic power maps previously
calculated with our methods so that we can obtain more accurate acoustic source
locations.

1.3 Publications

Every result obtained from the objectives set for this thesis, described before, has been
published in the following research articles:

• Towards End-to-End Acoustic Localization using Deep Learning: from
Audio Signal to Source Position Coordinates
Sensors
October 2018
cites: 101
DOI: 10.3390/s18103418
JCR: Q2

• Towards Domain Independence in CNN-based Acoustic Localization using
Deep Cross Correlations
IEEE EUSIPCO
January 2021
cites: 4
DOI: 10.23919/Eusipco47968.2020.9287466
JCR: —

• Acoustic Source Localization with Deep Generalized Cross Correlations
Elsevier Signal Processing
May 2021
cites: 9

https://www.mdpi.com/1424-8220/18/10/3418
https://ieeexplore.ieee.org/abstract/document/9287466
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DOI: 10.1016/j.sigpro.2021.108169
JCR: Q1

1.4 Book Organization

This thesis is organized in seven chapters:

1. Introduction: (Current chapter) it describes the definition of the ASL task and
the context, motivation and objectives of the thesis. Additionally, it summarizes the
Thesis contributions to the state-of-the-art and define the mathematical notation to
be used for the rest of chapters.

2. State-of-the-art: it provides a thorough review of the most relevant works in ASL
that we divided into two major groups, referred to as conventional methods and
learning-based methods.

3. Datasets: it describes four different datasets used to train and evaluate the ASL
methods. In this chapter we provide all the relevant details of these databases,
including characteristics such as the dimensions of the room where the events take
place, the configuration of the microphone arrays, the description of the available
sequences or the total number of hours or minutes of data available.

4. Acoustic Source Localization from audio signal waveforms: it addresses the
first research line proposed in this thesis, where we design an end-to-end system
capable of giving estimates of the (x, y, z) position of an acoustic source from the
raw audio signals as the result of the first defined contribution. This system is
compared both with conventional and learning-based methods.

5. Acoustic Source Localization from deep cross correlations: it describes the
second research line concerning the model domain independence in ASL, where we
define the concept of Deep Generalized Cross-Correlation (DeepGCC) signals and
apply them to build acoustic power maps. This is framed in the second defined con-
tribution. Here we show that our method can be used in various environments with
different characteristics without retraining the neural network and while maintaining
performance.

6. Acoustic map refinement techniques: it addresses the third research line that
arises from building acoustic power maps from correlation signals, which results are
the last of the contributions of this thesis. Usually these maps are contaminated
by multipath and reverberation effects. In this chapter we propose two different
approaches to refine these map to improve the localization of the acoustic sources.

https://www.sciencedirect.com/science/article/abs/pii/S0165168421002073
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7. Conclusions and future lines: it provides a summary of all the work achieved dur-
ing the thesis period with some global conclusions, as well as some possible research
lines on which to continue working in the future.



Chapter 2

State of the art

Insanity: doing the same thing over and over again and
expecting different results.

Albert Einstein

2.1 Introduction

Despite a large number of papers published in recent years, Acoustic Source Localization
(ASL) is considered an unresolved problem with new publications every year. In this
section, we review the state-of-the-art in ASL to motivate the proposals of this thesis.
Existing ASL methods can be divided into two major groups: (i) conventional methods
and (ii) learning-based methods.

2.2 Conventional Methods

Conventional methods exploit the acoustic properties of the recorded signals and use
mathematical models and optimization techniques to estimate the positions of one or
several acoustic sources. Four different groups can be distinguished in this category: (i)
Time Difference of Arrival (TDoA) methods (ii) Beamforming methods (iii) Subspace
methods and (iv) Mixtures based methods

2.2.1 TDoA methods

When the geometry of the sensor array is known, and for the particular case of 3D
space, source position estimation can be performed by computing the TDoAs of the
sources between at least three different pairs of microphones [9,10] followed by hyperbolic
trilateration [11–13]. This process involves solving a system of quadratic equations with
iterative optimization methods.
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One of the most popular techniques to estimate the TDoA is the Generalized Cross-
Correlation with Phase Transform (GCC-PHAT) [14], which is computed as the inverse
Fourier transform of a weighted cross-spectrum between the signals of two microphones.
The TDoA is usually estimated as the position of the maximum value of the GCC-PHAT
between the signals.

TDoA estimations degrade with noise and signal multipath effects, which translates to
poor localization accuracy. Recent proposals improve localization accuracy by exploiting
redundancy in the estimated TDoA set [15] and the geometrical limitations imposed by
the sensor array [16]. Nevertheless, in practical scenarios TDoA methods show a lower lo-
calization accuracy than other state-of-the-art solutions, being extremely inefficient when
facing multi-source scenarios.

2.2.2 Beamforming Methods

Building an acoustic power map or an acoustic energy map [17] is another common strat-
egy to obtain the position of one or multiple acoustic sources. These approaches are
based on estimating the acoustic power at a discrete set of potential source positions by
combining the signals received at the microphones.

The most common approach is the Steered Response Power (SRP) algorithm [18–23]
due to its simplicity and high performance in noisy scenarios, usually combined with
the Phase Transform (PHAT). The acoustic energy is estimated from the GCC-PHAT
between signals received at pairs of sensors that are time-shifted to steer the beamformer
at each potential source position. The accumulated energy at each source position from
all microphone pairs generates the SRP map. Those points where the SRP map becomes
locally maximal are the estimations of the acoustic source positions.

Minimum Variance Distortionless Response (MVDR) [24] is another popular beam-
forming method. It assumes that every captured signal is the addition of an interest
signal, such as human speech, and an interference signal that includes reverberations,
noise, or interference from other simultaneous acoustic sources. In this case, the beam-
former is steered by adjusting a weight factor that is obtained through an analysis of
the interference signal Power Spectral Density (PSD). Proper estimation of the interfer-
ence PSD is crucial to perform accurate localization with this method, which is also a
challenging task.

Methods based on beamforming are more robust than those relying on TDoA estima-
tion. However, their localization accuracy degrades due to noise, signal multipath and
those properties inherited from the GCC-PHAT signals, such as the mismatch between
the TDoA and the location of the maximum in the correlation signals. In order to improve
the source localization accuracy, some methods [25,26] impose sparse constraints and use
generative models to improve the SRP map, assuming that only a reduced number of
simultaneous active sources are expected in a scene.
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2.2.3 Subspace Methods

Subspace methods assume that the signal recorded by the microphones can be decomposed
as a weighted sum of basis vectors. These basis vectors are obtained through the eigenvalue
decomposition of a covariance matrix obtained from the microphone signals. One of the
most popular subspace methods is Multiple Signal Clasification (MUSIC) [27], where the
basis decomposition is used to steer a beamformer at different positions to estimate the
presence of a source [28].

The Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT)
algorithm [29] avoids the beamformer steering process by exploiting the structure of the
source subspace to infer the source Direction of Arrival (DoA) end-to-end. However, it
often produces more inaccurate estimations than MUSIC [30].

Both algorithms assume environments where narrowband signals are emitted, although
there are some proposals that incorporate wideband signals [31,32]. In any case, subspace
methods are robust to noise and are able to produce reliable predictions, but they are
highly sensitive to reverberation effects.

2.2.4 Mixtures Based Methods

The methods based on mixtures use probabilistic generative models [33–38] to describe the
signals. Typically, those models are extensions or variants of Gaussian Mixture Models
(GMMs), using a single Gaussian component per acoustic source. The parameters of these
models are estimated by the expectation-maximization (EM) algorithms and exploit the
sparsity of sound sources in the time-frequency domain [39].

Another mixture method is the Gaussian Mixture Regression (GMR), which can be
used for both single and multiple source scenarios [40, 41]. GMR methods are locally
linear but globally non-linear and the parameters are fit on training data, in a similar
manner to learning-based ASL methods. These methods generalize well to speech signals
which are sparser than noise in the time-frequency domain.

Finally, the Independent Component Analysis (ICA) algorithm is originally designed
to separate different signal sources from a mixture signal, also known as blind source
separation, by exploiting their mutual statistical independence. This method has been
applied for multisource ASL tasks [42] by analyzing the signals from different sources
independently and using a parallel single source localization method [43,44].

Mixture methods are used in ASL systems to deal with multiple source environments,
and are usually combined with TDoA and beamforming methods to solve the ASL task.
They thus inherit the limitations and benefits of these previous algorithms.
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2.3 Learning-based Methods

In the last decade, several works have been proposed that learn to solve the ASL problem
from data. We can distinguish between shallow learning methods, such as Support Vector
Machines (SVMs) and Deep Neural Networks (DNNs) methods, following their rise in
almost every scientific and technological application [45,46].

In the shallow learning category we highlight [47], where they use SVMs to learn signal
features that improve beamforming algorithms, and [48], where they use SVM vectors as
subspaces to build acoustic space mapping systems. The scope of these early learning-
based methods is limited and they show a strong dependence on the data used for training.

The deep learning category is by far the most populated, and can be organized as
a function of the neural architecture used to address the ASL task: (i) Multi-Layer
Perceptron (MLP) networks, (ii) Convolutional Neural Networks (CNNs), (iii) Residual
Convolutional Neural Networks (CNNs), (iv) Convolutional Recurrent Neural Networks
(CRNNs), (v) encoder-decoder networks and (vi) Self-attention networks. We describe
them next in detail.

2.3.1 Multi-layer Perceptron Networks

MLP networks are composed of several fully-connected neuron layers with non-linear
activation functions. Kim et al. [49] proposed in 2011 one of the first MLP architectures
for ASL. They used the mono-pulse beamforming signals received in a four-element sensor
array to estimate the Direction of Arrivals (DoAs) of up to 5 different static acoustic
sources. The model was trained under synthetic anechoic conditions (assuming direct-
path sound propagation only) and tested in realistic scenarios.

Tsuzuki et al. [50] proposed in 2013 a MLP-based method to estimate the azimuth of
a single static source from the time delay of the received signals and assuming anechoic
conditions. In 2015, Ma et al. [51] also proposed a system that retrieved the azimuth of
a maximum of three static sources from the signals’ cross-correlations. The source space
of solutions is discrete, which allowed them to use a classifier network. This method
was tested in realistic environments. A similar method based on cross-correlations was
proposed in 2017 by Yiwere et al. [52] to obtain the azimuth and distance coordinates of
a single static source in a realistic environment. The approach also uses a classifier for a
discretized space of source positions.

Takeda et al. [53–56] published a series of works between 2016 and 2018, describing
one of the most consolidated MLP based methods. They use the MLP to infer the
eigenvectors of the correlation matrix obtained from the microphone signals. They used
these estimations with the MUSIC algorithm to achieve a better azimuth localization of
a static source. In [54] they extended the work to perform a simultaneous two-source
localization, whereas in [55] they retrieved the source’s elevation and the azimuth. The
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proposed system was developed for a real environment where the space was discretized to
enable a classification approach.

Some other methods rely on GCC-PHAT signals as the neural inputs. In 2015, Xiao et
al. [57] followed a classification approach to estimate the azimuth of a single static source
using these signals captured inside reverberant rooms. Vesperini et al. [58] proposed in
2016 a regression method that retrieved the 2D Cartesian coordinates (x, y) of a static
acoustic source using as input the GCC-PHAT signals also within reverberant scenarios.
Finally, Gelderblom et al. [59] presented in 2021 a regression MLP model capable of
estimating the azimuth of up to two active static sources in reverberant environments.

2.3.2 Convolutional Neural Networks

CNNs, which are based on various designs of convolutional layers, have been successfully
applied to several tasks, such as image classification, natural language processing, or
automatic speech recognition. ASL systems based on these architectures are commonly
used nowadays.

Hirvonen et al. [60] proposed the first CNN-based ASL system in 2015. They used the
magnitude component of the signals’ spectrum to estimate the DoA of a static acoustic
source through a classification approach. This system works in reverberant environments
and has been trained with synthetic signals.

In 2017, Chakrabarty et al. proposed a classification CNN that used the spectrum’s
phase component of the captured signals to retrieve the azimuth of one or several static
sources. In [61], they used this approach to single source localization, whereas in [62],
they extended the system to localize two sources. In 2019, they improved the multi-source
ASL system to achieve a better localization accuracy in [63,64].

He et al. [65] proposed in 2018 a classification CNN that used the GCC-PHAT signals
to estimate the azimuth of a maximum of two sources that are static inside a reverberant
room. In the same year, Vecchiotti et al. [66] estimated the 2D Cartesian coordinates of
a single static source using as inputs the GCC-PHAT signals and the Mel spectrogram
captured in a reverberant environment. This system accuracy was further improved [67]
in 2019. Finally, in 2018, Vera-Diaz et al. [68] introduced an ASL system that retrieved
end-to-end the 3D Cartesian coordinates (x, y, z) of a moving acoustic source from the
raw audio waveform. This system was tested in realistic scenarios and is explained in
chapter 4.

In 2019, Chytas et al. [69] developed a CNN-based system that estimated the DoA
of a static source from the signal waveform captured within reverberant environments.
Also, Vecchiotti et al. [70] proposed a classification CNN that used the waveform signals
to estimate the azimuth of a single static source inside a realistic scenario. Similarly,
Zhang et al. [71] used the phase component of the signals’ spectrum to achieve the same
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goal. They used clear speech recordings convolved with Room Impulse Responses (RIRs)
in order to generate those synthetic reverberant signals later used as inputs.

In 2020, Hübner et al. [72] used the phase component of the frequency spectrum to
estimate the azimuth of a single static source. In 2021, Bologni et al. [73] proposed a
classification architecture to retrieve the azimuth and the distance of a static source from
the microphone array by using as input the signals’ waveform. Vargas et al. [74] used the
phase component of the signal spectrum as neural inputs and estimated the azimuth of
the static source. Finally, Diaz-Guerra et al. [75] used the SRP acoustic map to estimate
the 3D Cartesian coordinates of a single moving source, whereas He et al. [76] used the
signals waveform. Finally, in 2022 SongGong et al. [77] proposed a CNN-based method to
better estimate DoA of a single speaker by using new circular harmonic features that are
frequency invariant as the input to the model. This approach is trained with synthetically
generated data and further tested with real recordings.

2.3.3 Residual Convolutional Neural Networks

Residual CNNs are composed of convolutional layers with residual connections. These
connections are designed to enable a feature to bypass a layer block. This allows the
gradients to flow through the network, leading to a better convergence and enabling
deeper networks.

To our knowledge, the first use of a neural network with residual connections for ASL
was proposed by Yalta et al. [78] in 2017. They use a classification residual CNN that
takes the magnitude of the signal frequency spectrum to estimate the azimuth of a single
static source inside a reverberant environment.

In 2018, Suvorov et al. [79] developed a system that returns the azimuth of a static
acoustic source from the raw signals recorded in a reverberant room. They approached
this task as a classification problem. Also, He et al. [80] proposed a similar system
where they supplied the recorded signals spectrum to estimate the position of up to three
static sources. Further, they extended this work in 2021 to detect a maximum of four
simultaneous static sources [81].

A residual CNN that retrieved the 2D position of a static acoustic source from the
waveform of the recorded signals was proposed by Pujol et al. [82] in 2019. Those signals
were synthetically generated and virtually propagated along a reverberant room. Ranjan
et al. [83] presented a model which used the log-Mel spectrum to classify the possible DoA
of a static source inside reverberant scenarios.

Finally, in the year 2020, Shimada et al. [84] proposed a similar approach but using
the spectrogram’s magnitude component of the captured signals for regressing the moving
single-source DoA instead. In the same year, Sundar et al. [85] estimated the azimuth and
the distance of a maximum of three moving sources just from the recorded raw signals.
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This work was able to train the model under synthetic conditions and then the trained
models were used to properly carry out locatization inside realistic scenarios.

2.3.4 Convolutional Recurrent Neural Networks

Recurrent Neural Networks (RNNs) model data sequences over time. Particular types
of RNNs include Long Sort-Term Memory (LSTM) cells [86] and Gated Recurrent Units
(GRUs) [87]. They have become prevalent in the deep learning literature due to their
ability to avoid the training issues that regular RNN have, such as the vanishing gradient
problem.

Convolutional Recurrent Neural Networks (CRNNs) are specific neural networks that
contain one or more convolutional layers and one or more recurrent layers. CRNNs have
been widely used for ASL tasks since 2018 because of the characteristics of these layers:
(i) convolutional layers are suitable to extract relevant features and (ii) recurrent layers
exploit those features over time.

In 2018 and 2019, Adavanne et al. [88–90] developed GRU-based recurrent network
for a sound event localization and multi-task detection named as SELDNet. They used
the magnitude and phase spectrogram of synthetically generated signals to estimate the
DoA of a maximum of three simultaneous moving sources and categorized them into
different acoustic events. This system was the baseline for task 3 of the Detection and
Classification of Acoustic Scenes and Events (DCASE) challenge in 2019 [91], 2020 [92]
and 2021 [93]. Therefore, it has been used as a baseline system in many other works,
with various modifications, extensions, and improvements. Also, in 2018 Li et al. [94]
proposed a LSTM-based CRNN that approached an azimuth estimation of a single static
source as a classification problem in noisy and reverberant environments, using as input
the GCC-PHAT signals over the time.

In 2019, Kapka et al. [95] presented a modification of Adavanne et al. [90], where two
static sources DoAs could be estimated inside reverberant scenarios. A similar approach
was followed by Zhang et al. [96] where they used the Mel-spectrogram to retrieve the
DoA of a single static acoustic source. Cao et al. [97] also proposed an approach based
on SELDNet in 2020. They retrieved the DoA of two moving sources along with their
class from the raw waveform.

Finally, in 2021, several CRNN-based systems were proposed. Among them, Bohlender
et al. [98], and Subramanian et al. [99] followed a similar strategy to estimate the azimuth
of up to three or two static sources respectively, approaching it as a classification problem
from the phase spectrogram of the recorded signals. Guirguis et al. [100] developed a
network that used as inputs the spectrogram of the captured signals to estimate the DoA
of a single moving source.
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2.3.5 Encoder-Decoder Networks

Encoder-decoder neural networks are networks which follow a specific topology. They
are made of two blocks: (i) an encoder, which is fed by input features, and outputs a
representation of the input data, known as the latent space, and (ii) a decoder, which
transforms the latent space into the desired output data. These types of models can be
made of different kinds of layers, such as convolutional layers or dense fully-connected
layers.

The U-Net architecture is a particular fully-convolutional neural network originally
proposed in [101] for biomedical image segmentation. This network has been proven
to be also suitable for ASL estimations. The V-Net model [102] is also another fully-
convolutional encoder-decoder network for biological image segmentation. These topolo-
gies allow information to directly propagate from the encoder to the decoder via skip
connections, thus improving estimations.

In 2019, Chazan et al. [1] proposed an U-Net based network that estimates the az-
imuth, using a classification approach, of a maximum of two static sources. The network
is trained using the spectrogram of synthetically generated signals. Further, they used
the estimated azimuths to perform a signal source separation task.

Several works were proposed in 2020 that include encoder-decoder architectures. Co-
manducci et al. [103] modified an U-Net model to retrieve the DoA of a single static
source through the GCC-PHAT of the captured signals. Patel et al. [104] approached
a 3D Cartesian coordinates localization of a single static source by using as input the
GCC-PHAT signals over time and the log-Mel spectrogram. They included GRUs in the
U-Net scheme to allow temporal information to be exploited. Jenrungrot et al. [105]
used an U-Net topology to estimate the azimuths of up to eight moving sources using
the raw waveforms of the captured signals. Huang et al. [106] proposed a method that
used the synthetically generated raw signals to estimate the azimuth of a single static
source. Le Moing et al. [107] retrieved the 2D coordinates of a maximum of three static
sources from the signals spectrogram with a similar model. Finally, in 2021 Vera-Diaz
et al. [108, 109] proposed a encoder-decoder based system that returned the 3D position
x, y, z of a single moving source from the GCC-PHAT of the recorded signals, achieving
high level of domain invariance in terms of environment and sensor array geometry. This
work is presented in chapter 5.

2.3.6 Self-Attention Networks

An attention mechanism is a modern technique which allows neural networks to put
emphasis on relevant vectors of a temporal sequence for a given task. Bahdanau et al. [110]
originally proposed an attention-based method to improve sequence-to-sequence models
for machine translation. The general principle is to allocate a different weight to the
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vectors of the input sequence when using a combination of those vectors for estimating
a vector of the output sequence. The model is trained to compute the optimal weights
that reflect both the link between vectors of the input sequence (self-attention) and the
relevance of the input vectors to explain each output vector (attention at the decoder).
The popular Transformer architecture [111] is inspired by this technique. Nowadays,
attention models are popular in recent deep learning proposals, including those applied
in ASL tasks.

In 2021, Cao et al. [112] presented a modification for the CRNN-based model SELDNet
where they included a self-attention module at the end of the network to improve the
estimations of two moving DoA estimations by using as inputs the log-Mel spectrogram.
Wang et al. [113] followed a similar goal. They used a recent method for speech recognition
named as Conformer [114] and a residual CNN to determine the DoA of a single moving
source through the Mel-spectrogram along with the GCC-PHAT signals over time.

2.3.7 Deep-Learning Based Methods Comparison

Table 2.1 compares all the methods mentioned above, where we summarize the most rel-
evant deep learning-based systems that address the ASL task along the last ten years.
We show the year of each proposal, the type of network used (Multi-Layer Perceptron
(MLP), Convolutional Neural Network (CNN), Residual Convolutional Neural Network
(Res. CNN), Convolutional Recurrent Neural Network (CRNN), Encoder decoder net-
works (Enc-Dec) or self attention networks (Self Att.)), the kind of approach the authors
followed (Regression (R) or Classification (C)), the input fed to the network, the output
given, the maximum number of sources the system can simultaneously locate, whether
those sources can move or not (4 or 8), if the system works within real or synthetic
environments (4 or 8) and if the system can operate in reverberant or anechoic scenarios
(4 or 8).

As presented in Table 2.1, in the last ten years, systems have evolved from simpler
MLP models to more complex self-attention schemes. The most popular way to retrieve
the localization of sources is through a classification approach. Nevertheless, regression
approaches are recently becoming more and more popular. The azimuths of the sources
are the location coordinates retrieved by most authors, followed by the DoA. Only a few
methods give the sources’ 2D position (x, y), while only our proposals can estimate the
3D position (x, y, z) of the sources.

Either single-speaker or multi-speaker approaches have been widely studied during the
past ten years. However, only since 2018 moving speakers have been taken into account.
One of our proposals was one of the first to address this task, along with very few other
works that year.

Finally, systems are designed to perform within simulated scenarios as well as real-
world environments. In the former, clear speech recordings are propagated along the
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room according to propagation models. These models tend to include reverberation and
noise effects in order generate more realistic signals.

In both of them, recordings could have different constraints as a maximum number of
simultaneous speakers, whether the speakers have no movement restrictions or they have
to consider some limitations as if they should always face the sensors or not, or if they
should be standing still or not.

2.4 Notation

We include here the general mathematical notation used along the document.

Real scalar values are represented by lowercase letters (e.g. α, c). Vectors are by default
arranged column-wise and are represented by lowercase bold letters (e.g. x). Matrices
are represented by uppercase bold letters (e.g. M). Upper-case letters are reserved to
define vector and set sizes (e.g. vector x = (x1, . . . , xN)> is of size N), and x> denotes
transpose of vector x. Calligraphic fonts are reserved to represent sets (e.g., R for the set
of real numbers or generic sets such as G.) The lp norm (p > 0) of a vector is depicted as
‖.‖p, e.g., ‖x‖p = (|x1|p + · · ·+ |xN |p)

1
p , where |.| is reserved to represent absolute values

of scalars, or the module operation for complex values. The l2 norm ‖.‖2 (euclidean
distance) will be written by default as ‖.‖ for simplicity. The Discrete Fourier transform
of a discrete signal x[n] is represented with complex function X[ω], with X∗[ω] being the
complex-conjugate of X[ω]. We refer to b.c, d.e and d.c as the floor, ceiling and nearest
rounding operators respectively.
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Proposal Year Network Type Input Output # S Movement Real Reverb
[49] 2011 MLP R Beamforming signals DoA 5 8 4 4
[50] 2013 MLP R Signals time dalay θ 1 8 4 8
[60] 2015 CNN C Magnitude spectro DoA 1 8 8 4
[51] 2015 MLP C Cross-correlations θ 3 8 4 4
[57] 2015 MLP C GCC-PHAT θ 1 8 4 4
[53] 2016 MLP C R-eigenvectors θ 1 8 4 4
[54] 2016 MLP C R-eigenvectors θ 2 8 4 4
[58] 2016 MLP R GCC-PHAT x, y 1 8 4 4
[61] 2017 CNN C Phase spectro θ 1 8 4 4
[62] 2017 CNN C Phase spectro θ 2 8 8 4
[55] 2017 MLP C R-eigenvectors DoA 1 8 4 4
[78] 2017 Res. CNN C Magnitude spectro θ 1 8 4 4
[52] 2017 MLP C Cross-correlations θ, r 1 8 4 4
[88] 2018 CRNN C Spectro DoA 3 8 8 4
[65] 2018 CNN C GCC-PHAT θ 2 8 4 4
[80] 2018 Res. CNN C Spectro θ 3 8 4 4
[94] 2018 CRNN C GCC-PHAT θ 1 8 8 4
[79] 2018 Res. CNN C Waveform θ 1 8 4 4
[56] 2018 MLP C R-egeinvectors θ 1 8 4 4
[66] 2018 CNN R GCC-PHAT+Mel spectro x, y 1 8 4 4
[68]∗ 2018 CNN R Waveform x, y, z 1 4 4 4
[89] 2019 CRNN R Spectrogram DoA 3 8 4 4
[90] 2019 CRNN R Spectrogram DoA 3 4 4 4
[63] 2019 CNN C Phase spectro θ 2 8 8 4
[64] 2019 CNN C Phase spectro θ 2 8 8 4
[1] 2019 Enc-Dec C Spectrogram θ 2 8 8 4
[69] 2019 CNN R Waveform DoA 1 8 4 4
[95] 2019 CRNN R Spectro DoA 2 8 4 4
[82] 2019 Res. CNN R Waveform x, y 1 8 8 4
[83] 2019 Res. CNN C Log-mel spectro DoA 1 8 4 4
[67] 2019 CNN R GCC-PHAT+Mel spectro x, y 1 8 4 4
[70] 2019 CNN C Waveform θ 1 8 4 4
[71] 2019 CNN C Phase spectro θ 1 8 8 4
[96] 2019 CRNN R Spectrogram DoA 1 8 4 4
[97] 2020 CRNN R Waveform DoA 2 4 4 4
[103] 2020 Enc-Dec C GCC-PHAT DoA 1 8 4 4
[106] 2020 Enc-Dec R Waveform θ 1 8 8 8
[72] 2020 CNN C Phase spectro θ 1 8 4 4
[105] 2020 Enc-Dec R Waveform θ 8 4 4 4
[107] 2020 Enc-Dec C Spectro x, y 3 8 4 4
[104] 2020 Enc-Dec R GCC-PHAT+Log-mel spectrogram DoA 1 4 4 4
[84] 2020 Res. CNN R Magnitude spectro DoA 1 4 4 4
[85] 2020 Res. CNN R Waveform θ, r 3 4 4 4
[98] 2021 CRNN C Phase spectro θ 3 8 4 4
[73] 2021 CNN C Waveform θ, r 1 8 8 4
[112] 2021 Self Att. R Log-mel Spectro DoA 2 4 4 4
[75] 2021 CNN R SRP map DoA 1 4 4 4
[59] 2021 MLP R GCC-PHAT θ 2 8 4 4
[59] 2021 CRNN R Spectro DoA 1 4 4 4
[81] 2021 Res. CNN C Spectro θ 4 8 4 4
[76] 2021 CNN R Waveform DoA 1 4 4 4
[99] 2021 CRNN C Phase spectro θ 2 8 8 4
[74] 2021 CNN C Phase spectro θ 1 8 4 4
[108]∗ 2021 Enc-Dec R GCC-PHAT x, y, z 1 4 4 4
[109]∗ 2021 Enc-Dec R GCC-PHAT x, y, z 1 4 4 4
[113] 2021 Self Att. R GCC-PHAT+Mel spectro DoA 1 4 4 4
[77] 2022 CNN C Circular Hatmonic Features DoA 1 8 4 4

Table 2.1: State-of-the-art deep learning based methods comparison (systems proposed in this thesis
dissertation are marked with [·]∗).





Chapter 3

Datasets

Data! Data Data! I can’t make bricks without clay!.

Arthur Conan Doyle

3.1 Introduction

Adequate data availability is essential in order to develop robust learning-based systems.
These data is used to train and evaluate the models in specific tasks. Data is usually
stored as datasets where at least two elements are required: (i) input data and (ii) target
data. The former is the data which learning-based models have to learn from. Typically,
input data stored in datasets is not used itself but a preprocessed version of it. The latter
is the output value that the models are meant to estimate and return. These outputs can
be defined as categorical outputs (e.g. models have to predict a class or some classes over
a set of them), or non-categorical outputs (e.g. models have to predict an exact position
of a speaker).

One of the key challenges in acoustic localization is dealing with the wide variety of
acoustical and geometrical conditions that can be encountered in real-world environments.
To address this challenge, we used datasets that were recorded under a range of differ-
ent conditions, including various microphone array geometries, reverberation times, and
room geometries. We also included datasets with varying numbers of sound sources and
microphone arrays, so that they were representative of real-world scenarios, comprising a
comprehensive set of acoustical and geometrical conditions,

In this section we describe the used datasets that were made available for the scientific
community. In further sections we will also describe some the dataset we synthetically
generate fro some specific proposals.
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3.2 Albayzin Phonetic Corpus

The Albayzin Phonetic Corpus [115] consists of three sub-corpora of audio files captured
at 16kHz with 16 bits resolution, and recorded by 304 Castilian Spanish speakers in a
professional recording studio using high quality, close-talk microphones.

Each of the sub-corpora available in the database has the following features:

• Phonetic corpus: This corpus is composed of utterances of phonetically balanced
sentences. It is divided in a train and a test set.

– Training set: Composed of 200 phonetically balanced sentences, where 4 speak-
ers have been recorded saying the full set of sentences and 160 speakers have
been recorded uttering a subset of 25 phonetically balanced sentences. Thus, 24
utterances of each sentence are obtained, which means 4800 different recordings.

– Testing set: Composed of 500 phonetically balanced sentences, where 40 speakers
have been recorded saying a group of 50 sentences. This results in 4 utterances
of each sentence, or 2000 recordings.

• Application corpus: Composed by 3900 sentences, the corpus is divided in 2700
sentences for training and 1200 sentenes for testing. This corpus is divided in 78
subsets of 50 sentences each and is uttered by 136 speakers.

• Lombard corpus: This database is a subset of the application corpus which is
utterd by 40 speakers. During the recordings, a noise source is applied to produce
the Lombard effect.

We used this dataset the in proposal described in Chapter 4 to train the end-to-end
network in order to directly estimate speaker positions from acoustic waveforms. From
the three sub-corpora, we only used the so-called phonetic corpus due to the fact that
it uses the same number of male and female speakers, as well as for being the one that
contains the most different recordings. We have not proceeded to merge the three corpora
because of the different nature of the recordings provided.

The phonetic corpus signals are used to simulate recordings with the same microphone
array geometries that those used in the real data. The simulations included noise addition
and anechoic propagation for random source positions.

3.3 AV16.3 dataset

The AV16.3 dataset [116] is an audio-visual dataset recorded in the Smart Meeting Room
of the IDIAP research institute. As it can be shown in Figure 3.1, the room consists
of a 3.6m × 8.2m × 2.4m rectangular space containing a centrally located 4.8m × 1.2m
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rectangular table. It features two circular microphone arrays of radius 10cm, each of
them composed of 8 microphones, placed on top of the table. The two arrays centers
are separated by 80cm, and the room’s coordinate origin is located in the middle point
between the two arrays.

Figure 3.1: AV16.3 dataset environment. a) room layout. b) environment picture.

Sequences Features Time length
Aseq01 Male speaking at 16 different static locations, always facing the

microphone array.
3m 44s

Aseq02 Female speaking at 16 different static locations, always facing the
microphone array.

3m 09s

Aseq03 Male speaking at 16 different static locations, always facing the
microphone array.

4m 02s

Aseq11 Male moving while speaking always facing the microphone array 32s
Aseq15 Male moving while speaking unconstrained alternating long peri-

ods of silence.
36s

Total 12m 03s

Table 3.1: Description of the AV16.3 dataset sequences.

The room is also equipped with 3 video cameras providing different angle views. The
audio signals are recorded at a sampling frequency of 16 kHz, and this dataset also provides
the speakers mouth ground-truth location. Table 3.1 shows the sequences that are later
used in Chapters 4, 5 and 6.

3.4 CAV3D Dataset

The CAV3D (Co-located Audio-Visual streams with 3D tracks) dataset [117] is a people
localization multi-modal database released in 2019 by the Center for Information and
Communication Technology ICT in the Foundazione Bruno Kessler. CAV3D dataset was
collected using a sensing platform consisting of a monocular color camera co-located with
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an 8-element circular microphone array (uniformly distributed). The sensing platform
was placed on a 0.72 cm high table in a room with dimensions 4.77m× 5.95m× 4.5m as
it is shown in Figure 3.2.

Figure 3.2: CAV3D dataset environment. (a) room layout. (b) environment picture.

The audio sampling rate is 96kHz, and video was recorded at 15 frames per second.
Sequences showed in Table 3.2 are used to evaluate our proposals described in Chapters 5
and 6.

3.5 CHIL-CLEAR Dataset

The CHIL (Computers in the Human Interaction Loop) project [118] generated a rich
set of datasets, which were later used in several competitions under the CLEAR name.
The latest one, organized in 2007 [119], assembled several tracks. In this Thesis we have
used the “lecture sessions” subset, where a person is speaking in front of a sometimes
numerous audience. Specifically, there are recordings from 5 different rooms (RESIT-
AIT, IBM, ITC-IRST, UKA-ISL, and UPC) where 10 minutes of recording have been
collected for 4 different sessions per room.

The CLEAR evaluations explicitly defined the datasets partitions into development
and testing subsets. In our work we focus on the UPC and ITC-IRST datasets, as they
provide two extreme scenarios, shown in Figure 3.3, with different number of microphone
arrays, 3 and 7, respectively. The UPC recording room (3.97m× 5.25m× 4.00m in size)
was equipped with 3 inverted T shaped 4-microphone arrays. The ITC-IRST recording
room (4.75m × 5.92m × 4.50m) was equipped with 7 inverted T shaped 4-microphone
arrays. In both cases the microphone arrays were located on the walls at a height of
2.38m.
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Sequences Features Time length
Cseq06 Female moving along a reduced Region of Interest (RoI) inside

the room.
52s

Cseq07 Male moving along a reduced RoI inside the room. 59s
Cseq08 Male moving along a reduced RoI inside the room. 1m 10s
Cseq09 Male moving along a reduced RoI inside the room with clap-

ping/noising situations
50s

Cseq10 Male moving along a reduced RoI inside the room with clap-
ping/noising situations.

50s

Cseq11 Male moving along a reduced RoI inside the room with clap-
ping/noising and bending/sitting situations.

1m 10s

Cseq12 Male moving along a reduced RoI inside the room with clap-
ping/noising and bending/sitting situations.

1m 29s

Cseq13 Male moving along the whole room. 1m 25s
Cseq20 Male moving along a reduced RoI inside the room. 46s
Cseq21 Female moving along a reduced RoI inside the room with bend-

ing/sitting situations.
46s

Cseq22 A female and a male moving along the whole room simultaneously
speaking.

39s

Cseq23 A female and a male moving along the whole room simultaneously
speaking.

1m 04s

Cseq24 A female and a male moving along the whole room simultaneously
speaking.

1m 09s

Cseq25 Two females and a male moving along the whole room simultane-
ously speaking.

1m 02s

Cseq26 Two females and a male moving along the whole room simultane-
ously speaking.

36s

Total 15m 51s

Table 3.2: CAV3D dataset sequences descriptions.

Table 3.3 summarizes the sequences we used for the evaluation tasks described in
Chapter 5. The whole dataset is recorded at 44.1kHz where all the speakers in the
sequences moved without restrictions and the listeners were supposed not to speak at
anytime.
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Figure 3.3: CHIL-CLEAR dataset environment. a) room layout (left UPC, right ITC). b) environment
picture (left UPC, right ITC).

UPC Sequences Time length ITC Sequences Time length
UPCdev 22m 56s ITCdev 30m 36s
UPC01A 5m 00s ITC01A 5m 07s
UPC01B 5m 21s ITC01B 5m 14s
UPC02A 5m 04s ITC02A 5m 11s
UPC02B 5m 05s ITC02B 5m 03s
UPC03A 5m 09s ITC03A 5m 05s
UPC03B 5m 14s ITC03B 5m 05s
UPC04A 5m 02s ITC04A 5m 27s
UPC04B 5m 27s ITC04B 5m 06s
Total 1h 4m 18s Total 1h 11m 54s

Table 3.3: CHIL dataset sequences descriptions.



Chapter 4

Acoustic Source Localization from
Audio Signal Waveforms

Have the courage to follow your heart and intuition...

Steve Jobs

4.1 Summary

This chapter presents the work published in the research paper entitled “Towards End-to-
End Acoustic Localization Using Deep Learning: From Audio Signals to Source Position
Coordinates” [68]. It presents a novel indoor acoustic source localization approach using
microphone arrays based on a Convolutional Neural Network (CNN).

In the proposed solution, the CNN is designed to directly estimate the 3D position of
a single acoustic source using the raw audio signals as the input information and without
using hand-crafted audio features.

Given the limited amount of available localization data, we proposed a training strategy
based on two steps:

1. We first train our network using semi-synthetic data from close talk speech record-
ings. For the synthetic audio generation, we simulate the time delays, and the
distortion suffered in the signal that propagates from the source to the array of
microphones.

2. We then fine-tune this network using a small amount of real data.

Our experimental results, evaluated on a publicly available dataset recorded in a real
room (AV16.3 dataset), show that our approach significantly improved existing localization
methods based on Steered Response Power (SRP) strategies and also coexisting proposals
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based on Convolutional Recurrent Neural Networks (CRNNs). In addition, our experi-
ments show that the performance of our CNN-based method does not show a relevant
dependency on the speaker’s gender or the signal window size.

4.2 Introduction

The development of advanced perceptual systems has notably grown during the last
decades and has experienced a tremendous rise in recent years due to the availability
of increasingly sophisticated sensors, the use of computing nodes with increasing com-
putational power, and the development of powerful algorithmic strategies based on deep
learning (all of them entering the mass consumer market). Perceptual systems aim to
automatically analyze complex and rich information from sensors to obtain refined infor-
mation, such as human activities, on the sensed environment. Scientific works in these
environments cover from sensor technologies to signal processing and pattern recognition.
Also, they open the pathway to systems being able to analyze human activities, providing
us with advanced interaction capabilities and services. In this scope, the localization of
humans (being the most interesting element for perceptual systems) is a fundamental task
so that the systems can provide higher-level information on human activities. Without
precise localization, further advanced interactions between humans and their physical en-
vironment cannot be fulfilled successfully. The scientific community has devoted much
effort to building robust and reliable indoor localization systems relying on different sen-
sors [120–122]. Non-invasive technologies are preferred in this context, so no electronic
or passive devices need to be carried by humans for localization. The two non-invasive
technologies that have been mainly used in indoor localization are those based on video
systems and acoustic sensors.

This chapter focuses on audio-based localization from unknown wide-band audio
sources (e.g., the human voice) captured by a set of microphone arrays placed in known
positions. The objective of this work is to directly use the raw signals captured by the mi-
crophone arrays to automatically obtain the position of the acoustic source detected in the
environment. Even though there have been several proposals in this area, Acoustic Source
Localization (ASL) is still a hot research topic. Thus, we propose a CNN architecture that
is trained end-to-end to solve the acoustic localization problem. Our CNN takes the raw
signals captured by the microphones as input and yields the 3D position of the acoustic
source as its output. The idea of using neural networks for sound processing is not new
and has recently gained popularity (especially for speech recognition [123]). In the context
of ASL, deep learning methods have been recently developed [55,60,62,65,78,88,124–127].
Most of these works focus on obtaining the Direction of Arrival (DoA) of the acoustic
source. They also feed the network with feature vectors extracted from the audio signals.
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This proposal was the first in the literature that directly used the speech signal as input
and aims to estimate the source position coordinates in the room in 3D space. Avoiding
hand-crafted features has increased the accuracy of classification and regression methods
based on CNNs in other fields, such as computer vision. We evaluate our method using
both semi-synthetic and real data. It outperforms traditional solutions based on SRP,
and also shows better results than a recent proposal based on a CRNN [88].

The contributions to this research line are as follows:

• We have designed a method capable of determining the position of an acoustic source
within a reverberant environment from the acoustic signal obtained by the sensors.

• We can pre-train the network with synthetically generated data in such a way that
the model learns general aspects of the task to be solved. Subsequently, we can fine
tune the network so that it adapts to a specific scenario.

• Our proposal is robust against gender variations of speakers, as well as against vari-
ations in the window size used to analyze the data.

4.3 Problem Statement

Our system obtains the position of a single acoustic source from the audio signals captured
by an array of M microphones located at 3D coordinates m = (mi,x,mi,y,mi,z)>, with
i = 0, . . . ,M − 1, with respect to a reference coordinate origin. In the same coordinate
system, the source 3D position is defined as r = (rx, ry, rz)>. The signal emitted by this
source is received by the M microphones. The signal captured by the ith microphone is
modeled as follows:

xi (t) = αi (t) s (t− τi) + ηi (t) (4.1)

where s (t) is the signal emitted at the source position r, ηi (t) is the additive noise effects
between the position r and the microphonemi, αi (t) is the reverberation due to multipath
effects added to the source signal and τi is the time distance between the acoustic source
r and the ith microphone, which is defined as:

τi = ‖mi − r‖
c

(4.2)

with c as the sound air propagation velocity with a nominal value of 343m/s. Typically,
xi (t) is discretized with a sampling frequency fs and is defined as xi [n]. For simplicity,
we assume that xi [n] is of finite length with N samples, which corresponds to a small
audio window with a duration of ws = N/fs. The window length ws is a design parameter
in our system.
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The objective in this work is to find a regression function that obtains the speaker’s
position given the signals recorded from the microphones as follows:

r̂ = f (x0 [n] , . . . , xM−1 [n] ,m1, . . . ,mM−1) (4.3)

In classical approaches f is found by assuming that signals received from different
microphones mostly differ by a delay that directly depends on the relative position of
the source with respect to the microphones. However, this assumption does not hold in
environments where the signal is severely affected by the effects of reverberation due to
multi-path propagation and the presence of diffuse and ambient noise. Given the afore-
mentioned effects and the random nature of the audio signal, the regression function of
Equation (4.3) is unknown. We present an approach to describe f as a CNN whose pa-
rameters are trained end-to-end from the microphone signals. In our system, we assume
that the microphone positions are fixed during training. We drop them from the argu-
ments of Equation (4.3) and they are implicitly learned by our network. We thus find the
following ASL regression function:

r̂ = f (x0 [n] , . . . , xM−1 [n]) (4.4)

4.4 Model Topology

The topology of our neural network is shown in Figure 4.1. It is based on two phases: filter-
and-sum enhancement by means of 1D convolutional FIR filters, followed by a standard
fully connected network. We believe that this architecture is well suited for audio analysis,
especially when the window size is fixed, as it is in our case.

Figure 4.1: ASLNet network topology.



4.5 Experimental Work 29

The network is composed of five one-dimensional, convolutional blocks and two fully
connected blocks. In accordance with Equation (4.4), the network inputs are the set of
windowed signals from the microphones, and the network output is the estimated position
of the acoustic source. Table 4.1 shows the details of each layer in the proposed network
topology.

ID Layer Kernel size Input size Output size
Layer 1 Conv1D 7 L× C L× 96
Layer 2 MaxPooling1D — L× 96 L/7 × 96
Layer 3 ReLu — L/7 × 96 L/7 × 96
Layer 4 Conv1D 7 L/7 × 96 L/7 × 96
Layer 5 ReLu — L/7 × 96 L/7 × 96
Layer 6 Conv1D 5 L/7 × 96 L/7 × 128
Layer 7 MaxPooling1D — L/7 × 128 L/35 × 128
Layer 8 ReLu — L/35 × 128 L/35 × 128
Layer 9 Conv1D 5 L/35 × 128 L/35 × 128
Layer 10 MaxPooling1D — L/35 × 128 L/175 × 128
Layer 11 ReLu — L/175 × 128 L/175 × 128
Layer 12 Conv1D 3 L/175 × 128 L/175 × 128
Layer 13 ReLu — L/175 × 128 L/175 × 128
Layer 14 FC — 128L/175 500
Layer 15 ReLu — 500 500
Layer 16 FC — 500 3
Layer 17 ReLu — 3 3

Table 4.1: ASLNet layers summary.

Filters of size 7 (layers 1 and 4), size 5 (layers 6 and 9) and size 3 (layer 12) are used.
The number of filters is 96 in the first two convolutional layers and 128 in the rest. As seen
in Figure 4.1, some of the layers are equipped with MaxPooling filters with the same pool
size as their corresponding convolutional filters. The last two layers are fully-connected
layers, one hidden with 500 nodes and the output layer. The activation functions of all
layers are ReLUs. During training, we included a dropout with a probability of 0.5 in the
fully-connected layers to prevent over-fitting.

4.5 Experimental Work

In this section, we describe the general conditions of the experimental setup to evaluate
the proposed method, the training strategy and the error metrics used for comparing our
proposal with other state-of-the-art algorithms, and our experimental results.

4.5.1 Experimental Setup

We used a simple microphone array configuration to evaluate our proposal in a resource-
restricted environment, with the same configuration than that used in [25]. In order to
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do so, we used four microphones (referenced as 1, 5, 11, and 15, out of the 16 available
in the AV16.3 dataset), grouped in two microphone pairs. This configuration of four
microphones is the same as that selected in [25] to provide two orthogonal microphone
pairs. The selected microphone pair configurations are shown in Figure 4.2, in which
microphones of the same microphone pair share the same color. We evaluated results
for acoustic frame lengths of 80ms, 160ms, and 320ms to accurately assess the extent to
which improvements were consistent with different acoustic temporal resolutions.

Figure 4.2: (a) Simplified top view of the IDIAP Smart Meeting Room; (b) a real picture of the room
extracted from a video frame; (c) microphone setup used in this proposal.

The main interest of our experimental work was to assess whether the end-to-end
CNN based strategy (that we will refer to as ASLNet) could be competitive with other
traditional localization methods. We compared the ASLNet approach with the standard
SRP method and the strategy proposed in [25] that we refer to as GMBF. GMBF is based
on fitting a generative model to the GCC-PHAT signals using sparse constraints, and it
was associated with significant improvements over SRP in the IDIAP dataset. The GMBF
fitting procedure does not require training, as opposed to the CNN approach. We also
compare our method with another ASL strategy based on a CRNN [88], with a similar
scope. We define four different experiments, that we briefly summarize here:

• Experiment 1: Baseline results. We provide the results of the comparison between
SRP, GMBF, and our proposal ASLNet without applying the fine tuning procedure.

• Experiment 2: We evaluate the performance improvements when using a single
moving speaker sequence for the fine tuning procedure.

• Experiment 3: We evaluate the impact of adding an additional moving speaker
sequence for the fine tuning procedure.

• Experiment 4: We evaluate the final performance improvements when also adding
static sequences to the refinement process.
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Table 4.2 shows the train and test sequence partitions for each experiment. Note that
Exp 4.1, Exp 4.2 and Exp 4.3 are relative to experiment 4 where all the sequences, moving
and static, are used for fine tuning the model except the one used for testing.

Experiment Train seqs Fine-tune seqs Test seqs
Exp 1 Albayzin Corpus — Aseq01, Aseq02, Aseq03
Exp 2 Albayzin Corpus Aseq15 Aseq01, Aseq02, Aseq03
Exp 3 Albayzin Corpus Aseq11, Aseq15 Aseq01, Aseq02, Aseq03
Exp 4.1 Albayzin Corpus Aseq11, Aseq15, Aseq02, Aseq03 Aseq01
Exp 4.2 Albayzin Corpus Aseq11, Aseq15, Aseq01, Aseq03 Aseq02
Exp 4.3 Albayzin Corpus Aseq11, Aseq15, Aseq01, Aseq02 Aseq03

Table 4.2: Training and testing sequences used in the evaluation of ASLNet.

After these experiments, we evaluate the differences between the semi-synthetic train-
ing in addition of the fine tuning approach versus just training the network from scratch,
to assess the actual contribution of the fine tuning strategy. Finally, we provide a com-
parison between our proposal and that described in [88].

4.5.2 Training Strategy

We use the Albayzin Phonetic Corpus and the AV16.3 dataset to train the proposed
model, described in Sections 3.2 and 3.3, respectively. Due to the reduced amount of
labeled single speaker real data included in the AV16.3 dataset, we propose a training
strategy comprising two steps:

1. Semi-Synthetic Dataset Generation: The network is trained with semi-synthetic data.
We use close-talk speech recordings to generate simulated versions of the signals
captured by a set of microphones from a set of randomly generated source positions.
The microphones have the same geometry as in the real data recordings. We also
take into account additional considerations on the acoustic behavior of the target
environment (specific noise types, noise levels, etc.) to generate the data. A dataset
of this type can virtually be made as big as required to train a network.

2. Fine Tuning Procedure: The network is fine-tuned with real data. The network is
trained on a reduced subset of the database captured in the target physical environ-
ment using the weights obtained in Step 1 for initialization.

4.5.2.1 Semi-Synthetic Dataset Generation

In this step, audio signals are extracted from any available close-talk (anechoic) corpus
and used to generate semi-synthetic data. There are many available datasets that are
suitable for this task (freely or commercially distributed). Our semi-synthetic dataset can
thus be made as big as required to train the CNN.
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For this task, NQ position vectors are randomly generated as qi = (qi,x, qi,y, qi,z)> ∈ Q
with i = 1, . . . , NQ, using a uniform distribution that covers the whole physical space
(room) used. In order to realistically simulate the signals received in the microphones
from a given source position, we have to consider two main issues:

• The acoustic noise conditions of the room and the recording process condi-
tions: These can result from additional equipment (computers, fans, air conditioning
systems, etc.) present in the room, and from problems in the signal acquisition setup.
They can be addressed by assuming additive noise conditions and selecting the noise
type and acoustic effects that should be preferably estimated in the target room.

• Signal propagation considerations: This is affected by the impulse response of
the target room. Different alternatives can be used to simulate this effect, such as
convolving the anechoic signals with real room impulse responses [54], which can
be difficult to acquire for general positions in big environments, or by using room
response simulation methods, such as the image method [128,129].

In our case, and regarding the first issue, we simulated noise and disturbances in the
signals arriving to the microphones so that the signal-to-noise ratio and the spectral
content of the signals were as similar as possible to those found in real data.

Electrical noise usually appears within realistic environments recordings. These effects
are due to the equipment used in the recording process beside the fans, computers and
other devices that are located inside the room while recording. Typically frequencies for
these tones actually varied in a range between 20 Hz and 30 Hz. So, in the synthetic
data generation process, we contaminated the signals from the phonetic corpus with an
additive tone of a random frequency in this established range, and we also added white
Gaussian noise in accordance with the expression:

xctnew [n] = xct [n] + kesin(2πf0n/fs + φ0) + kηη[n] (4.5)

where xct [n] is a windowed signal from the close-talk dataset, ke is a scaling factor for the
electrical noise, set up to 0.1 in our case, fs is the sampling frequency used, f0 ∈ [20, 30]
Hz, φ0 ∈ [0, π] rad, η [n] is a white Gaussian noise signal and kη is a noise scaling factor.

Regarding the second issue, we use the simplest approach as our initial alternative,
just taking into account the propagation delay from the source position to each of the
microphones which depends on their relative positions and the speed of sound in the
room. Our simulation model does not consider other effects, such as reverberation of the
signals in the room or other environmental noise conditions. We thus do not require more
specific knowledge about the room, such as the positions and materials of the walls and
furniture.

The delay from an acoustic source to the ith microphone in samples is calculated as
Nsi = c−1fsdi where di is the Euclidean distance between them and c is the speed of sound
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in air (c = 343m/s in a room at 20oC). In general, Nsi is not an integer number. Thus,
a method to simulate sub-sample shifts in the signal is required. In order to implement
the delay from Nsi on xct [n] to obtain xi [n], the following transformation is used:


Xctnew [k] = F {xctnew [n]}

Dsi [k] = e
−jk

2πNsi
Nk with k = 0, . . . , Nk − 1

xi [n] = Ai (F−1 {Xctnew [k]�Dsi [k]})

(4.6)

where Xctnew [k] is the kth element of the Fast Fourier Transform (FFT) of Nk frequency
bins of the xctnew(t) time signal by using the operator F {·}, Dsi [k] is the frequency phase
shifting vector according to the Nsi samples delay, � is the element-wise product and
Ai is an amplitude factor that is applied to the signal that follows an uniform random
distribution, and it is different for each microphone (Ai ∈ [0.01, 0.03] in our case). We
used random amplitudes because we explicitly wanted the network to focus on phase
or time-delay differences between the microphones. It was intended that these random
amplitudes would take away the effects of the directionality of the microphones, and this
is so because we assumed that they had omnidirectional responses

4.5.2.2 Training and Fine Tuning Details

Our proposal is fitted with the geometrical configuration of the IDIAP Smart Meeting
Room where AV16.3 was recorded (See section 3.3). For this work we use the whole room
space but just a reduced number of available microphones as shown in figure 4.2, with
two orthogonal microphone pairs.

Accordingly, in order to generate the semi-synthetic dataset, the NQ random positions
qi were uniformly distributed in the following intervals: qi,x ∈ [0, 3.6]m, qi,y ∈ [0, 8.2]m
and qi,z ∈ [0.92, 1.53]m, which correspond to the possible distributions of the speaker’s
mouth positions in the IDIAP room.

Regarding the optimization loss function, we used the mean squared error between the
estimated position estimated by the model (r̂i) and the target position (qi) in order to
train the proposed network. This function is denoted as:

L (Θ) = 1
NQ

NQ∑
i=1
‖qi − r̂i‖2 (4.7)

In order to minimize Equation (4.7), we employ the ADAM optimizer [130] (variant of
SGD optimizer with a variable learning rate) along 200 epochs with a batch size of 100
samples. The learning rate of the ADAM optimizer is fixed at α = 10−3, and the other
parameters are set with the recommended values (β1 = 0.9, β2 = 0.99 and ε = 10−8). A
total of 7200 different frames of input data per epoch are randomly generated during the
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training phase, and another 800 are generated for validation, as it is described above in
section 4.5.2.1.

We study the impact of different window lengths in the ASLNet input. We train three
different models, once per window length (80ms, 160ms and 320ms). In each training
session, 200 audio close-talk recordings from Albayzin Phonetic Corpus are randomly
chosen and 40 different windows are randomly extracted from each. In the same way, 200
acoustic source position vectors (qi) are randomly generated, so each position generates
40 windows.

For the fine tuning procedure we use AV16.3 sequences never used in testing phase,
mainly focusing on those in which speakers are moving. We leave 20% of acoustic positions
for fine tuning the model as validation data. The ADAM optimizer was also used for
fine tuning. In this case, we fixed the learning rate at α = 10−4, while the rest of the
parameters were set to the recommended values.

4.5.3 Evaluation Metrics

ASLNet yield a set of spatial coordinates r̂k = (r̂k,x, r̂k,y, r̂k,z)> that are estimations
of the current speaker’s position at the kth acoustic frame. These position estimates are
compared, by means of the Euclidean distance, to the ones labeled in the ground truth file
containing the real positions, rk (ground truth), of the speaker. We evaluated performance
by adopting the same metric used in [25] and developed under the CHIL project [119],
which is known as Multiple Object Tracking Precision (MOTP) and is defined as:

MOTP =

NP∑
k=1
‖rk − r̂k‖

NP
[m] (4.8)

where NP denotes the total number of position estimations along time. We also compared
the results of ASLNet, GMBF and SRP by measuring the relative improvement in MOTP
as compared to SRP, which is defined as follows:

∆MOTP
r = 100 MOTPSRP −MOTPproposal

MOTPSRP
[%] (4.9)

4.5.4 Baseline Results

The baseline results for sequences Aseq01, Aseq02 and Aseq03 are shown in Table 4.3 as
well as the evaluated time window sizes (in all the tables showing results in this section,
bold font highlights the best ones for a given data sequence and window length). The ta-
ble shows the results achieved by the SRP standard algorithm strategy (column SRP), the
alternative described in [25] (column GMBF), and the ASLNet proposal without applying
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the fine tuning procedure (column ASLNet). We also show the relative improvements of
GMBF and ASLNet as compared with SRP.

80ms 160ms 320ms
SRP GMBF ASLNet SRP GMBF ASLNet SRP GMBF ASLNet

Aseq01 MOTP 1.020 0.795 1.615 0.910 0.686 1.526 0.830 0.588 1.464
Aseq01 ∆MOTP

r 22.1% -58.3% 24.6% -67.7% 29.1% -76.4%
Aseq02 MOTP 0.960 0.864 2.124 0.840 0.759 1.508 0.770 0.694 1.318
Aseq02 ∆MOTP

r 10.0% -121.3% 9.6% -79.5% 9.9% -71.2%
Aseq03 MOTP 0.900 0.686 1.559 0.770 0.563 1.419 0.690 0.484 1.379
Aseq03 ∆MOTP

r 23.8% -73.2% 26.9% -84.3% 29.9% -99.9%
Average MOTP 0.957 0.778 1.763 0.836 0.666 1.481 0.760 0.585 1.385
Average ∆MOTP

r 18.7% -84.3% 20.4% -77.1% 22.9% -82.3%

Table 4.3: Baseline results for the SRP strategy, the GMBF method and the CNN trained with synthetic
data without applying the fine tuning procedure (column ASLNet) for sequences Aseq01, Aseq02 and

Aseq03 for different window sizes. Relative improvements compared to SRP are shown below the
MOTP values.

From the baseline results the main conclusions are as follows:

• The MOTP values improved as the window length increased, as expected, given that
better correlation values will be estimated for longer window signal lengths. The
best MOTP values for the standard SRP algorithm were around 69cm, and for the
GMBF, around 48cm.

• The average MOTP value for the standard SRP algorithm was between 76cm and
96cm, and for the GMBF, it was between 59cm and 78cm.

• The GMBF strategy, as described in [25], achieves very relevant improvements com-
pared with SRP, with average relative improvements of around 20% and peak im-
provement values of almost 30%.

• The ASLNet strategy, which, at this point, is only trained with semi-synthetic data,
was shown to be very far from reaching SRP or GMBF in terms of performance.
This result leads us to think that there are other effects that are only present in
real data such as reverberation that are affecting the network, as they have not
been properly modeled in the training data. This could be addressed by introducing
simulation algorithms that can model room propagation effects (such as the image
source method [128, 131]) to generate more realistic semi-synthetic data. This will
be evaluated in future work.

4.5.5 Fine Tuning Results

The second experiment in which we first apply the fine tuning procedure uses the Aseq15
sequence as the fine tuning subset. Table 4.4 shows the results obtained by GMBF and
ASLNet with this fine tuning strategy. The results in the table shows that fine tuned
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ASLNet is, most of the time, better than the SRP baseline (except in two cases for Aseq03
in which there was a slight degradation). The average performance shows a consistent im-
provement in ASLNet compared with SRP, between 1.8% and 11.3%. However, ASLNet
is still behind GMBF in all cases but one (for Aseq03 and 80ms).

80ms 160ms 320ms
GMBF ASLNet GMBF ASLNet GMBF ASLNet

Aseq01 MOTP 0.795 0.875 0.686 0.833 0.588 0.777
Aseq01 ∆MOTP

r 22.1% 14.2% 24.6% 8.5% 29.1% 6.4%
Aseq02 MOTP 0.864 0.839 0.759 0.801 0.694 0.731
Aseq02 ∆MOTP

r 10.0% 12.6% 9.6% 4.6% 9.9% 5.1%
Aseq03 MOTP 0.686 0.835 0.563 0.806 0.484 0.734
Aseq03 ∆MOTP

r 23.8% 7.2% 26.9% -4.7% 29.9% -6.4%
Average MOTP 0.778 0.849 0.666 0.813 0.585 0.746
Average ∆MOTP

r 18.7% 11.3% 20.4% 2.8% 22.9% 1.8%

Table 4.4: Experiment 2 results for the stratgy GMBF and ASLNet that was fine-tuned with sequence
Aseq15.

Our conclusion is that the fine tuning procedure is able to effectively complement
the trained models from synthetic data, leading to results that outperform SRP. This is
specially relevant due to the following points.

• The amount of fine tuning data is limited (only 36 seconds, corresponding to 436
frames), thus opening the path to further improvements with a limited data recording
effort.

• The speaker used for fine tuning is mostly moving while speaking, while in the
testing sequences, the speakers are static while speaking. This means that the fine
tuning material includes far more active positions than the testing sequences, and
the network is able to extract the relevant information for the tested positions.

• The improvements obtained by ASLNet decrease for longer signal window sizes,
suggesting the speaker’s speed (and thus, the displacement of the speaker across the
signal window) might be having an impact on the results. We have evaluated the
average speed of the speakers for the moving speaker sequences, 0.72m/s for Aseq11,
and 0.48m/s for Aseq15. They do not seem to have a significant relevant impact
on position estimation. We have also evaluated the source displacement distribution
within individual signal frames across the different sequences. The average displace-
ment distances are 4 − 6cm for the 80ms window, 7 − 11cm for the 160ms window
and 15 − 20cm for the 320ms window. When we have considered the maximum
displacement distances, these values have turned out to be 7 − 27cm for the 80ms
window, 14−34cm for the 160ms window, and 28−46cm for the 320ms case. These
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displacements could have a visible impact on the results, and they might be the
reason for the lower improvements achieved by our method for longer window sizes.

• The speaker used for fine tuning is male, and the obtained results for male speakers
(sequences Aseq01 and Aseq03) and the female one (sequence Aseq02) do not seem to
show any gender-dependent bias, which means that the gender issue does not seem
to play a role in the adequate adaptation of the network models.

In spite of the relevant improvements with the fine tuning approach, they are still far
from making this method suitable for further competitive exploitation in the ASL scenario
(provided we have the GMBF alternative), so we next aim to increase the amount of fine
tuning material.

In our third experiment, we apply the fine tuning procedure using an additional moving
speaker sequence, that is, by including Aseq15 and Aseq11 in the fine tuning subset.
Table 4.5 shows the results obtained by GMBF and ASLNet after fine tuning with Aseq15
and Aseq11 sequences. In this case, additional improvements over using only Aseq15 for
fine tuning occurred, and there is only one case in which ASLNet does not outperform
SRP (with a marginal degradation of −0.3%).

80ms 160ms 320ms
GMBF ASLNet GMBF ASLNet GMBF ASLNet

Aseq01 MOTP 0.795 0.805 0.686 0.750 0.588 0.706
Aseq01 ∆MOTP

r 22.1% 21.1% 24.6% 17.6% 29.1% 14.9%
Aseq02 MOTP 0.864 0.809 0.759 0.716 0.694 0.712
Aseq02 ∆MOTP

r 10.0% 15.7% 9.6% 14.8% 9.9% 7.5%
Aseq03 MOTP 0.686 0.792 0.563 0.732 0.484 0.692
Aseq03 ∆MOTP

r 23.8% 12.0% 26.9% 4.9% 29.9% -0.3%
Average MOTP 0.778 0.802 0.666 0.732 0.585 0.703
Average ∆MOTP

r 18.7% 16.2% 20.4% 12.4% 22.9% 7.5%

Table 4.5: Experiment 3 results for the strategy GMBF and ASLNet that was fine-tuned with sequences
Aseq15 and Aseq11.

The ASLNet approach again shows an average and consistent improvement compared
with SRP of between 7.5% and 16.2%. In this case, the newly added sequence (Aseq11,
with a duration of only 33s) for fine tuning corresponds to a randomly moving male
speaker, and the results show that its addition contributes to further improvements in
ASLNet proposal, but it is still behind the GMBF method in all cases but two, but with
results getting closer. This suggests that a further increment in the fine tuning material
should be considered.

Our last experiment consists of fine tuning the network, including additional static
speaker sequences. To assure that the training (including fine tuning) and testing material
are fully independent, we fine-tune with Aseq15, Aseq11 and with the static sequences that
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are not tested in each experiment run, as it is shown in Table 4.2 experiments 4.1, 4.2
and 4.3.

80ms 160ms 320ms
GMBF ASLNet GMBF ASLNet GMBF ASLNet

Aseq01 MOTP 0.795 0.607 0.686 0.540 0.588 0.485
Aseq01 ∆MOTP

r 22.1% 40.5% 24.6% 40.7% 29.1% 41.6%
Aseq02 MOTP 0.864 0.669 0.759 0.579 0.694 0.545
Aseq02 ∆MOTP

r 10.0% 30.3% 9.6% 31.1% 9.9% 29.2%
Aseq03 MOTP 0.686 0.707 0.563 0.617 0.484 0.501
Aseq03 ∆MOTP

r 23.8% 21.4% 26.9% 19.9% 29.9% 27.4%
Average MOTP 0.778 0.664 0.666 0.581 0.585 0.511
Average ∆MOTP

r 18.7% 30.6% 20.4% 30.6% 22.9% 32.8%

Table 4.6: Experiment 4 results for the strategy GMBF and ASLNet that was fine-tuned with sequences
Aseq15 and Aseq11 + static sequences.

Table 4.6 shows the results obtained for this fine tuning scenario, where the main
conclusions are as follows:

• The ASLNet proposal exhibits much better average behavior than GMBF for all
window sizes. The average absolute improvement against SRP for the CNN is more
than 10 points higher than for GMBF, reaching 32.8% in the ASLNet case and 22.9%
in GMBF.

• Considering the individual sequences, ASLNet is shown to be significantly better
than GMBF for sequences Aseq01 and Aseq02, and slightly worse for Aseq03.

• Considering the best individual result, the maximum improvement for the ASLNet
is 41.6% (Aseq01, 320ms), while the top result for GMBF is 29.9% (Aseq03, 320ms).

• The effect of adding static sequences is shown to be beneficial, as expected, provided
that the acoustic tuning examples are generated from similar, but not identical,
positions, as the speakers have varying heights and their positions in the room are
not strictly equal from sequence to sequence.

• The improvements obtained are significant and come at the cost of additional fine
tuning sequences. However, this extra cost is still reasonable, as the extra fine tuning
material is of limited duration, around 400s on average (6.65min).

Summarizing, Figure 4.3 shows the average MOTP relative improvements over SRP
obtained by ASLNet using different fine tuning subsets and its comparison with the GMBF
results for all of the signal window sizes.

From the results obtained by our proposal, it is clear that the highest contribution
to the improvements from the bare ASLNet training was the fine tuning procedure with
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Figure 4.3: MOTP relative improvements over SRP for GMBF and ASLNet using different fine tuning
subsets (for all window sizes).

limited data (Exp 2, compare Table 4.3 and Table 4.4), while the use of additional fine
tuning material consistently improved the results (Table 4.5 and Table 4.6). It is again
worth noticing that these improvements are consistently independent of the height and
gender of the considered speaker and whether there is a match or not between the static or
dynamic activity of the speakers being used in the fine tuning subsets. This suggests that
the network actually learns the acoustic cues that are related to the localization problem.
Thus, we conclude that our proposal is a suitable and promising strategy for solving the
ASL task.

4.5.6 Fine Tuning Strategy Validation

When comparing the results of Table 4.3 and Table 4.4, and given the large improvement
when applying the fine tuning strategy, it could be assumed that the initial training
with semi-synthetic data is limited. Based on this argument, we run additional training
experiments in which we just train the ASLNet network from scratch with the same
sequences used in the experiments shown in Table 4.4, Table 4.5 and Table 4.6, with
the objective of assessing the actual effect of combining semi-synthetic training and fine
tuning versus just training with real room data. The training strategy and parameters
are the same as those used when training the network from semi-synthetic data, described
in Section 4.5.2.2.

Table 4.7 shows a comparison between these two options using different sequences.
The metrics shown are the average values across all testing sequences for each case. The
results for the training from scratch approach are included in column “ASLNet (fs)”,
and those for our proposed combined semi-synthetic training and fine tuning strategy are
included in column “ASLNet (ft)”.

When using Aseq15 in the training and fine tuning procedures (first row of Table 4.7),
the average improvement of the ASLNet (ft) approach varies between 1.8% and 11.3%
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80ms 160ms 320ms
ASLNet (fs) ASLNet (ft) ASLNet (fs) ASLNet (ft) ASLNet (fs) ASLNet (ft)

Exp 2 MOTP 0.915 0.849 0.875 0.813 0.916 0.746
Exp 2 ∆MOTP

r 4.3% 11.3% -4.6% 2.8% -20.6% 1.8%
Exp 3 MOTP 0.951 0.802 0.900 0.732 0.983 0.703
Exp 3 ∆MOTP

r 0.6% 16.2% -7.6% 12.4% -29.4% 7.5%
Exp 4 MOTP 0.791 0.664 0.724 0.581 0.742 0.511
Exp 4 ∆MOTP

r 17.3% 30.6% 13.4% 30.6% 2.3% 32.8%

Table 4.7: Results for ASLNet, either trained from scratch (column “ASLNet (fs)”) or using
semi-synthetic training + fine tuning (column “ASLNet (ft)”), for different training/fine tuning

sequences.

with an average improvement over all window lengths of 5.3%, while the ASLNet (fs)
average improvement varies between -20.6% and 4.3% with an average value of -7.0%.

When using Aseq15 and Aseq11 in the training and fine tuning procedures (second
row of Table 4.7), the average improvement of the ASLNet (ft) approach varies between
7.5% and 16.3% with an average improvement over all window lengths of 12.0%, while
the ASLNet (fs) average improvement varies between -29.4% and 0.6% with an average
value of -12.1%.

Finally, when using sequences from experiment 4 (third row of Table 4.7), the average
improvement of the ASLNet (ft) approach varies between 30.6% and 32.8% with an
average improvement over all window lengths of 31.3%, while the ASLNet (fs) average
improvement varies between 2.3% and 17.3% with an average value of 11.0%.

So, in all of the evaluated cases, the combined semi-synthetic training and fine tun-
ing approach clearly outperforms the training from scratch strategy, thus validating our
methodology.

4.5.7 Deep learning Methods Comparison

We also provide a comparison between our proposal and a widely used deep learning
ASL method known as SELDnet [88]. SELDnet is a CRNN architecture that uses
the signal spectrum of the audio signals as inputs (phase and magnitude components
of the spectrogram calculated on each audio channel) and is able to deal with multiple
overlapping sound events. SELDnet generates two different outputs:

1. Classification output: The first output of the SELDnet is able to classify the
sound events among a list of classes for each consecutive frame in the input audio
signals.

2. Regression output: The second output estimates the Direction of Arrival (DoA)
vector detected on each of the consecutive frames in the audio input. This vector is
parameterized as the x, y, z axis coordinates of the DoA on a unit sphere around the
microphone, which is claimed to lead to a network that learns better than one that
uses a parametrization based on angles.
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As suggested by the authors, we use the default values of the SELDnet design param-
eters regarding the feature extraction, network model, and training process, and in order
to carry out the comparison with our method, the following issues are taken into account:

• SELDnet uses an audio window of size ws for each microphone and extracts consec-
utive overlapped frames to compute the spectral components that are used as inputs.
To compare this with our network, we perform experiments with different values of
ws: 80ms, 160ms, and 320ms.

• Due to the fact that we use sequences of audio where only a single speaker appears
simultaneously, we assign the same label (“speech”) to all the audio windows used
for training.

• We need SELDnet to infer the x, y, z coordinates of the target source, instead of
the DoA vector. This only require us to change the target output during training,
as the network model does not change it at all. Our spatial coordinates are also
normalized in the interval [−1, 1] which is compatible with the regression output of
the SELDnet. The final output coordinates are again denormalized back to metric
coordinates to proceed with the MOTP calculations.

• We follow the same experimental procedure as in our proposal (initial semi-synthetic
training followed by fine tuning) in a resource-restricted scenario using only two
microphone pairs. The experimental conditions are those for which we got the best
performance (included in Table 4.6), relative to the experiment 4.

Table 4.8 shows the relative improvements of the proposal in [88] (column SELDnet)
and our CNN approach (column ASLNet) over SRP.

80ms 160ms 320ms
SELDnet ASLNet SELDnet ASLNet SELDnet ASLNet

Aseq01 MOTP 1.037 0.607 1.039 0.540 1.076 0.485
Aseq01 ∆MOTP

r -1.7% 40.5% -14.2% 40.7% -29.6% 41.6%
Aseq02 MOTP 1.035 0.669 1.003 0.579 0.981 0.545
Aseq02 ∆MOTP

r -7.8% 30.3% -19.4% 31.1% -27.4% 29.2%
Aseq03 MOTP 1.017 0.707 0.991 0.617 1.020 0.501
Aseq03 ∆MOTP

r -13.0% 21.4% -28.7% 19.9% -47.8% 27.4%
Average MOTP 1.029 0.664 1.010 0.581 0.585 0.511
Average ∆MOTP

r -7.6% 30.6% -20.7% 30.6% -34.9% 32.8%

Table 4.8: Relative improvements over SRP for SELDnet and fine-tuned ASLNet.

It can be clearly seen that the SELDnet produces worse results than ASLNet approach
in terms of localization accuracy and it actually performs worse than the standard SRP
algorithm.
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4.6 Conclusions

In this chapter, we present an audio localization CNN, ASLNet that is trained end-to-
end from the raw audio signals to the source position. We show that this method is
very promising, as it outperforms the state-of-the-art methods [25] and those using SRP
when sufficient fine tuning data is available. It also performed better than a widely used
proposal based on CRNNs. In addition, our experiments show that ASLNet exhibits good
resistance against varying gender of the speaker and different window sizes compared with
the baseline methods.

Given that the amount of data recordings for audio localization is limited, we propose
in the chapter to first train the network using semi-synthetic data followed by fine tuning,
using a small amount of real data. This has been a common strategy in other fields to
prevent over-fitting, and we show that it significantly improves the system performance
as compared with training the network from scratch using real data.



Chapter 5

Acoustic Source Localization from
Deep Cross Correlations

. . .They somehow already know what you truly want to
become. . .

Steve Jobs

5.1 Summary

This chapter includes the work published in the papers “Towards Domain Independence
in CNN-based Acoustic Localization using Deep Cross Correlations” [108] and “Acoustic
source localization with deep generalized cross correlations” [109].

Acoustic source localization techniques have advanced over the years, with the combi-
nation of Generalized Cross-Correlation (GCC) and Steered Response Power (SRP) being
the most popular method. However, classical methods are now being surpassed by deep
learning strategies. The downside is that these deep learning strategies rely on specific
room geometry and sensor setups during training, making them less adaptable to new en-
vironments. This poses a practical problem as retraining involves labeling new data and
running complex training algorithms. In this chapter, we introduce a simpler approach
called Deep Generalized Generalized Cross Correlation (DeepGCC) that uses a Convo-
lutional Neural Network (CNN) to transform the Generalized Cross-Correlation (GCC)
into a Gaussian-shaped signal. By combining DeepGCC estimates, we can create a 3D
acoustic map similar to SRP methods. An advantage of our method is that we can adapt
the acoustic map to different microphone geometries without retraining the DeepGCC
network. In real and simulated scenarios with varying training and test conditions, our
method outperforms classical approaches and recent deep learning strategies without the
need for retraining with different sensor configurations or room environments.
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5.2 Introduction

Estimating the three-dimensional position of an acoustic source from a microphone set
is a crucial task within many applications, such as human-machine interaction, smart
rooms, or surveillance systems. This is referred to as Acoustic Source Localization (ASL),
and it has been a long-standing research problem. A critical task in ASL systems is to
estimate the delay between signals received at microphones that are placed at different
spatial locations [9, 11]. Existing works have considered various scenarios.

In Time Difference of Arrival (TDoA) methods, the source signal is unknown (e.g.,
human speech). Thus, they measure the delay between the received signals at each mi-
crophone pair. The source position can be estimated with at least three TDoA measure-
ments by using hyperbolic trilateration methods. Signals captured in everyday scenarios
are contaminated with noise and multipath effects. Directly measuring TDoA in those
cases is a challenging task that produces inaccurate localization results.

Other ASL techniques, such as the well-known SRP [5,12,18–20] or Minimum Variance
Distortionless Response (MVDR) [24, 47], compute an acoustic power map, where the
maximum of which reveals the position of the acoustic source. These methods use the
GCC function [14] to assess the acoustic power from received signals at microphone pairs.
This strategy is more robust to noise and multipath effects than TDoA methods. However,
its results remain inaccurate in general scenarios with a reduced number of microphones.

In the last years, ASL approaches based on Deep Learning techniques have appeared in
the literature, following their previous success in several other related problems, such as in
speech recognition and signal classification tasks. One of the commonly cited techniques
from ASL literature is the one described in Chapter 4 of this book, where we use the
raw acoustic signals to directly estimate the three-dimensional position of an acoustic
source. In [88] Adavanne et al. they use the signal spectra to estimate the Direction
of Arrival (DoA) of the acoustic source. The results of both approaches are promising,
as they report a higher estimation accuracy than classical ASL methods. However, they
have substantial limitations:

1. They involve a large amount of labeled training data, while the availability of large
and public datasets for the ASL task is limited.

2. Such techniques are highly dependent on the room and sensor geometry used for
training.

Consequently, they require structural changes and retraining when the room or micro-
phone arrays vary, drastically degrading their accuracy when tested in environments that
differ from the training conditions.

To illustrate this issue, Figure 5.1 compares the accuracy of our proposal (referred
to as DeepGCC in the figure) with the state-of-the-art methods ASLNet (described in
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Chapter 4) and SELDNet (proposed in [88])xs. This figure shows a 2D representation of
an environment for one of our ASL datasets, where the microphone positions are shown
as black dots, the green dots describe the training positions and the blue dots are the
testing positions.

(a) (b)

Figure 5.1: Example results comparison of our proposal ( DeepGCC) and the DNN-based
state-of-the-art methods ASLNet and SELDNet. (a) shows the accuracy of all methods in testing

positions included in the training material, while (b) shows the performance when the testing position is
far from the distribution of the training positions.

In the left plot (Figure 5.1a), the methods are evaluated at a position that is within
the area included in the training subset, where it can be seen that all approaches produce
sub-meter accuracy, especially DeepGCC with an error of less than 2cm. In the right plot
right (Figure 5.1b), they are evaluated at a position that is outside the area included in the
training subset. In this case, both ASLNet and SELDNet produce larger errors (above
3m), while DeepGCC still achieves a good accuracy (below 6cm), therefore showing a
higher robustness to cope with geometrical constraints that are not found in the training
material.

In this chapter, we propose a method based on a CNN, that takes as input the GCC of
the signals received by a pair of microphones and estimates a Gaussian-shaped function,
where its maximum appears at the time-delay between the two signals. We call this
likelihood function the Deep Generalized Cross-Correlation (DeepGCC) of the original
GCC signal.

Our proposal consists on a two-stage method to solve the ASL problem relying on
DeepGCC. We first compute the DeepGCC signals from multiple microphone pairs using
our trained neural network. We show that the DeepGCC model achieves a high degree
of robustness, and is accurate with signals captured with different types of microphones
and in different physical environments. Second, we combine the correlation signals in
a 3D spatial grid, similarly to classical SRP methods, but replacing the GCC with the
DeepGCC in the beamformer function. The crucial advantage of this design strategy is
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that the microphone geometry is used as input in this step, so that our approach does
not require re-training for different microphone geometries.

The contribution of this work are as follows:

• The DeepGCC method is largely independent of the environment and sensor geom-
etry.

• We can use small sized datasets to train the CNN model.

• Our proposal is consistently more accurate than both classical and deep learning
methods, specially under conditions where the testing room and/or the sensor array
are physically different, or the source position significantly differs from those available
in the training data (e.g. Figure 5.1).

Therefore, our proposal is more accurate and applicable than the current state-of-the-
art and represents a step forward in this area.

5.3 Problem Statement

Let us consider a closed environment where a set of NM microphones is placed at positions
M = {m1,m2, . . . ,mNM}, where mk is a known 3D vector mk = (mk,x,mk,y,mk,z)>,
denoting the position of the microphones from a reference coordinate origin. We
group all these microphones in pairs, forming the set P =

{
p1,p2, . . . ,pNP

}
, where

pj = (mj,1,mj,2) contains two 3D vectors mj,1 and mj,2, with mj,1,mj,2 ∈ M with
mj,1 6= mj,2. If all microphone pair combinations are allowed then NP = NM (NM − 1) /2.

According to this setup, we can assume that several acoustic sources are located at
unknown positions ri = (ri,x, ri,y, ri,z)>, with i = 1, . . . , NR being NR the total number
of acoustic sources in the scene. If each source is emitting an acoustic signal si (t), a
weighted and delayed addition of all of them is received by each microphone obtaining a
time signal xk (t) following the propagation model:

xk (t) =
NR∑
i=1

hi,k (t) ∗ si (t) + ηi,k (t) (5.1)

with hi,k (t) being the Room Impulse Response (RIR) between the acoustic source position
ri and the kth microphone, ∗ the time convolution operator, and ηi,k (t) a signal that
models all the adverse effects not included in hi,k (t) (noise, interference, etc.).

Under free-field conditions, the signals received by each microphone can be considered
as the addition of the delayed and attenuated version of each acoustic source signals as:

xk (t) =
NR∑
i=1

αi,ksi (t− τk (ri)) (5.2)
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where τk (ri) is the propagation delay between mk and ri, calculated as
τk (ri) = c−1‖ri−mk‖, and αi,k = 1

4πcτk(ri) , which is a distance-related attenuation assum-
ing spherical propagation, with c as the sound propagation velocity in air.

Considering the received signals from two of the microphones of a microphone pair
pj, and assuming both signals to have only phase component (not attending to their
amplitude), they will differ in a TDoA ∆τ

(
ri,pj

)
, defined as:

∆τ
(
ri,pj

)
= τj,1 (ri)− τj,2 (ri) = c−1 (‖ri −mj,1‖ − ‖ri −mj,2‖) (5.3)

By means of the GCC function of the signals received by microphone pair pj, it is known
that those TDoAs can be estimated. In order not to attend to the signals amplitude, its
Generalized Cross-Correlation with Phase Transform (GCC-PHAT) filtered version of this
function can be computed in practice as follows:

gcc
(
pj
)

= gccj = FFT −1
{

Xj,1 [ω]X∗j,2 [ω]
| Xj,1 [ω] || X∗j,2 [ω] |

}
(5.4)

where we define gccj to simplify the notation, and FFT −1 is the Inverse Fast Fourier
Transform.

Note that the gccj function is a time discrete signal, with time index n, that depends
on fs. For simplicity, we assume that the length of gccj with j = 1, . . . , NP is equal
to N + 1 (considering N even) and thus, nj ∈ [−N/2, . . . , N/2]. Accordingly, N should
be chosen so that it covers the maximum TDoA (in samples) from any possible source
position to any of the available microphones as follows:

N ≥ max (n1, . . . , nNP ) , with nj =
⌈
fs‖mj,1 −mj,2‖

c

⌋
∀ j ∈ [1, NP ] (5.5)

Once the maximum length for all gccj signals is defined, estimates ∆τ
∧

i

(
pj
)
of the

actual ∆τ
(
ri,pj

)
can be obtained from gccj according to an iterative process, where we

assume that the number of active sources within the scene is known, as follows:

1. The most powerful source TDoA is estimated as:

∆τ
∧

i

(
pj
)

= argmax
n

(
gccj [n]

)
(5.6)

2. This estimated TDoA contribution is canceled out from the gccj signal:

gccj [n] = gccj [n]− e−

(
n−∆τ
∧

i(pj)
)2

2σ2 (5.7)

3. This process is repeated as many times as sources are inside the environment.
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Considering ideal conditions and discarding discretization effects,
∆τ
∧

i

(
pj
)

= ∆τ
(
ri,pj

)
. Nevertheless, multipath, reverberation and noise effects

make the anechoic assumption from Equation (5.2) no longer valid, and thus, the
estimates ∆τ

∧

i

(
pj
)
differ from the ideal delay ∆τ

(
ri,pj

)
. Despite this mismatch, the

gccj functions are usually used as the basis of the SRP beamformer. It aims for building
an environment acoustic power map where the acoustic sources are to be located. It
proceeds by defining a search space of NQ locations, with Q =

[
q1,q2, . . . ,qNQ

]
, where

qk = (qkx, qky, qkz)>. Then, the SRP algorithm yields a value for each of the qk positions
as:

srp (qk) =
∑
∀pj∈P

gccj
[
∆τ

(
qk,pj

)]
∀qk ∈ Q (5.8)

where srp (qk) represents an acoustic power map whose local maximums are related to
the presence of active acoustic sources, thus allowing its localization as:

r̂i = argmax
qk

(srp (qk)) (5.9)

Each acoustic source ri is estimated by canceling the presence of the previous one from
the gccj signals as detailed in Equation (5.7), where ∆τ

∧

i

(
pj
)

= ∆τ
(
r̂i−1,pj

)
for each

iteration. However, noise and reverberation effects have an impact on the accuracy of the
gccj functions with respect to the free-field scenario, and therefore generate inaccuracies
in the estimates derived from them, such as ∆τ

∧

i

(
pj
)
or srp (qk).

The main goal of the method proposed in this chapter is to improve the SRP algo-
rithm by training a CNN that transform each gccj into an ideal multiple-mean Gaussian-
shaped signal (named as DeepGCC) where each peak is centered at the correct time delay
∆τi

(
pj
)
. This DeepGCC function will not only improve the further source localization

through the acoustic power maps srp (qk), but it also will allow us to refine those maps
by applying diverse techniques and leading to an even better localization accuracy1.

5.4 Model Topology

The main goal of the system described in this chapter is to develop an ASL system capable
of outperforming the estimation of other state-of-the-art deep learning approaches in this
task, specially when facing mismatched geometrical conditions or multi-speaker scenarios.
This proposal relies on a two-stage method which uses the gccj functions as input and
follows the architecture shown in Figure 5.2, with two main stages: (i) first computing
the DeepGCC signals from every available microphone pair and (ii) combining them into
a 3D acoustic power map. These stages are fully explained next.

1We will detail these processes in Chapter 6
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Figure 5.2: System Architecture with sample subsystem outputs.

5.4.1 DeepGCC Estimation

The first step of this proposal relies on an encoder-decoder CNN architecture referred to
as DeepGCC. DeepGCC takes as input the gccj function for a given microphone pair pj
and yields a mixture of Gaussian-shaped signals with the same variance σ2, and a mean
equal to the corresponding source TDoA and microphone pair pj (∆τ

(
ri,pj

)
) as follows:

fDeepGCC
(
gccj

)
= fDeepGCCj = 1

NR

∑
∀i∈NR

e−
(n−∆τ(ri,pj))2

2σ2 (5.10)

where fDeepGCCj is defined to simplify the notation, being a function in the discrete time
domain, with time index n in the range where N exits defined in Equation (5.5).

Figure 5.3: DeepGCC estimation architecture.

As shown in Figure 5.3, the DeepGCC model is divided in two parts, following an
encoder-decoder architecture. The encoder side is composed by four blocks: Each block
contains an 1D convolutional layer with filter size of 4 samples and stride of a single
sample, max pooling layer, a batch normalization layer and a ReLU activation layer. The
depth of each block is 2, 8, 32 and 128 respectively. The decoder is also composed by four
blocks, where each one is composed by an upsampling layer, a 1D convolutional layer with
filter size of 4 samples and a stride of a single sample, a batch normalization layer and a
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ReLU activation. The four blocks have a depth of 32, 8, 2 and 1 respectively. Table 5.1
summarizes the structure of the DeepGCC layers.

ID Layer Kernel size Input size Output size
Layer 1 Conv1D 4 N × 1 N × 2
Layer 2 MaxPooling1D — N × 2 N/2 × 2
Layer 3 Batch Norm — N/2 × 2 N/2 × 2
Layer 4 ReLU — N/2 × 2 N/2 × 2
Layer 5 Conv1D 4 N/2 × 2 N/2 × 8
Layer 6 MaxPooling1D — N/2 × 8 N/4 × 8
Layer 7 Batch Norm — N/4 × 8 N/4 × 8
Layer 8 ReLu — N/4 × 8 N/4 × 8
Layer 9 Conv1D 4 N/4 × 8 N/4 × 32
Layer 10 MaxPooling1D — N/4 × 32 N/8 × 32
Layer 11 Batch Norm — N/8 × 32 N/8 × 32
Layer 12 ReLU — N/8 × 32 N/8 × 32
Layer 13 Conv1D 4 N/8 × 32 N/8 × 128
Layer 14 MaxPooling1D — N/8 × 128 N/16 × 128
Layer 15 Batch Norm — N/16 × 128 N/16 × 128
Layer 16 Relu — N/16 × 128 N/16 × 128
Layer 17 UpSampling1D — N/16 × 128 N/8 × 128
Layer 18 Conv1D — N/8 × 128 N/8 × 32
Layer 19 Batch Norm — N/8 × 32 N/8 × 32
Layer 20 Relu — N/8 × 32 N/8 × 32
Layer 21 UpSampling1D — N/8 × 32 N/4 × 32
Layer 22 Conv1D — N/4 × 32 N/4 × 8
Layer 23 Batch Norm — N/4 × 8 N/4 × 8
Layer 24 Relu — N/4 × 8 N/4 × 8
Layer 25 UpSampling1D — N/4 × 8 N/2 × 8
Layer 26 Conv1D — N/2 × 8 N/2 × 2
Layer 27 Batch Norm — N/2 × 2 N/2 × 2
Layer 28 Relu — N/2 × 2 N/2 × 2
Layer 29 UpSampling1D — N/2 × 2 N × 2
Layer 30 Conv1D — N × 2 N × 1
Layer 31 Batch Norm — N × 1 N × 1
Layer 32 Relu — N × 1 N × 1

Table 5.1: DeepGCC layers summary.

Figure 5.4 shows a comparison between an example of a gccj function and its fDeepGCCj
estimate. The mixture Gaussian-shaped fDeepGCCj is meant to be smoother than gccj.
As we will show in the experimental results section, the local maximums of fDeepGCCj are
better located around the source TDoAs than those of gccj.

5.4.2 Acoustic Power Map Building

The second stage of the proposed system is in charge of building an acoustic power map
(apm) by following the same approach used in classical SRP methods, but using as the
beamformer basis the DeepGCC signals (fDeepGCCj) instead of the GCCs (gccj). Therefore,
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(a) (b)

Figure 5.4: Example comparison between (a) the gccj function, and (b) its corresponding fDeepGCCj

estimation.

following the structure of Equation (5.8), we can build an acoustic power map as:

apm (qk) =
∑
∀pj∈P

fDeepGCCj
[
∆τ

(
qk,pj

)]
∀qk ∈ Q (5.11)

Figure 5.5 shows a real example of an acoustic power map extracted from the AV16.3
dataset. srp (qk) is obtaine by applying Equation (5.8) is shown in Figure 5.5a. Also,
apm (qk) it shown in Figure 5.5b, which has been computed according to Equation (5.11).
Again, the smoothing effect earlier discussed when comparing gccj and fDeepGCCj is ex-
tended also to the acoustic power maps built from them.

(a) (b)

Figure 5.5: Example comparison between (a) an acoustic power map with basis functions gccj and (b)
its corresponding apm based on fDeepGCCj

estimations.

5.5 Experimental Work

In this section, we describe the general conditions of the experimental setup to test the
proposed system, the training strategy and the error metrics used for comparing our
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proposal with other state-of-the-art algorithms. Finally, we present our experimental
results.

5.5.1 Experimental Setup

The DeepGCC method based system is compared against ASLNet [68] and SELDNet [88],
two state-of-the-art learning-based methods addressing the ASL problem. ASLNet, de-
scribed in Chapter 4, is a neural network that directly estimates the 3D coordinates of a
single acoustic source. The SELDNet approach estimates the source position of multiple
sources in azimuth and elevation format, after being previously categorized into different
acoustic classes. For our experimental work, we have modified the SELDNet output layer
to yield 3D coordinates, and also removing the classification process, since the human
speech can only be categorized as a single class. This method is referred as SELDNetXYZ
in our experiments.

Our principal aim is to test the performance of the DeepGCC method under two
different scenarios: (i) scenarios with mismatched conditions between training and testing
conditions, such as the room geometry or the geometrical setup of the microphone arrays,
and (ii) scenarios with multiple simultaneous speakers.

Table 5.2 shows the training, evaluation and testing sequences of the databases used
to evaluate the two scenarios: CAV3D, AV16.3, UPC and ITC.

Data Partition Training Validation Testing Time per set
CAV3DDP1 Cseq[06-09, 11, 20, 21] Cseq13 Cseq[10, 12] 6m 33s/1m 25s/2m 19s
CAV3DDP2 Cseq[06-08, 10, 12, 20, 21] Cseq13 Cseq[09, 11] 6m 51/1m 25s/2m
CAV3DDP3 Cseq[06-10, 12, 20, 21] Cseq11 Cseq13 7m 42s/1m 10s/1m 25s
CAV3DDP4 Cseq[06-10, 12] Cseq[11, 20, 21] Cseq[13, 22-26] 6m 7s/2m 42s/5m 55s
AV16.3DP1 Aseq[02, 03, 11] Aseq15 Aseq1 8m 18s/36s/3m 44s
AV16.3DP2 Aseq[01, 03, 11] Aseq15 Aseq2 8m 16s/36s/3m 9s
AV16.3DP3 Aseq[01, 02, 11] Aseq15 Aseq3 7m 25s/36s/4m 2s

UPCDP UPCdev UPC[01A, 01B] UPC[02A, 02B, 03A, 03B, 04A, 04B] 22m 56s/10m 21s/36m 22s
ITCDP ITCdev ITC[01A, 01B] ITC[02A, 02B, 03A, 03B, 04A, 04B] 30m 36s/10m 21s/30m 56s

Table 5.2: Data split used in the experiments, showing sequences.

According to the description provided in Table 3.2, the test sequences of the first two
CAV3D partitions are relatively generic and assess overall aspects of the ASL task. As
for the third partition, the sequence 13 contains positions never seen in the training set.
Finally, the CAV3DDP4 data partition is used for the multi-speaker scenario leaving the
others for the mismatched conditions scenarios.

The rationale followed for the AV16.3 database split was the same as explained in
Section 4.5.1. It is always tested with one of the static sequences, leaving the other two
for training. Moreover, sequence 11, which is a dynamic sequence covering a large spatial
region and with slow movements, is left for training, while sequence 15, since it has a
higher movement speed, is left for validation.
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Finally, for the UPC and ITC databases, the split recommended by the database de-
velopers has been followed. Note that the amount of available training data is relatively
limited for the CAV3D and AV16.3 datasets (on average, less than 7.5 minutes of labeled
speech per training partition), whereas the UPC and ITC datasets are much larger (more
than 20 minutes each). In this case, we propose five different experiments to assess the
performance of our proposal under the two scenarios described above:

• Experiment 1. Simulated data: This experiment evaluates the proposed meth-
ods with simulated data, generated with a realistic room simulator [132] that takes
into account room reverberation properties to simulate the signal received by the
microphone arrays. This experiment consists on three steps:

1. Design a dataset of positions, evenly generated within the CAV3D and AV16.3
room environments, and with an amount of data similar in size to the real
datasets, allowing fair comparisons. This dataset allow us to analyze the proper-
ties of learning-based localization methods without restrictions of having uneven
localization data distributions, which were present in our real datasets.

2. Verify the accuracy of these learning-based methods when tested in the same
environment used for training, and also in mismatched room geometrical condi-
tions.

3. Analyze the synthetically trained learning-based methods accuracy on real data,
which could be used to assess the feasibility of adapting those methods to a new
room without the requirement of a data annotation effort.

• Experiment 2. Matched room and microphone array geometries: This
experiment is focused on evaluating the maximum achievable performance for each
of the evaluated methods, so that the room and microphone geometry are the same
in the training and testing subsets, thus using data from the same dataset. In these
experiments, the whole set of microphones is used in the localization task, except for
the AV16.3 dataset where one of the two arrays is used.

• Experiment 3. Mismatched room geometry: The main goal of this experi-
ment is to evaluate the algorithm robustness in a new environment where the room
geometry changes, but the microphone array geometry is the same as the one used
in the training phase.

• Experiment 4. Mismatched room and microphone array geometries: This
experiment focuses on evaluating the performance of the algorithms in a fully new
environment where both the room and the microphone array geometries vary.

• Experiment 5. Multi-speaker scenarios: We assess the capability of DeepGCC
method when facing multiple speakers situations.
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It is important to note that the SELDNetXYZ and ASLNet networks are trained for a
fixed amount of microphones (which affects their input size), and for a particular array
geometry. Changing these conditions requires retraining for these methods. Therefore,
some of the tests in Experiment 3, and all of them in Experiment 4, will only be carried
out for the SRP and DeepGCC algorithms, since they are largely independent on the
geometrical conditions. In Experiment 5 also SRP and DeepGCC can be only evaluated,
since the ASLNet and SELDNetXYZ methods are not suitable for multi-source human
speech acoustic environments.

5.5.2 Training Strategy

To evaluate our proposal, we use the CAV3D, AV16.3, UPC and ITC datasets, described
in Chapter 3.

5.5.2.1 Dataset Generation

The generation of the training, validation, and testing data is identical in all cases, and
consists in computing the GCC-PHATs for all the possible signals pairs. We extract each
acoustic frame (signal window) from the whole sequence using a 133ms window length
with 50% overlapping and Blackman windowing. Assuming a 96kHz sampling rate, the
window size is 12, 800 samples long.

For the GCCs computation, the FFT length is equal to the window size. For the
correlation calculation, and with the same 96kHz sampling rate, we use windows of 400
samples, which implies that the network can model time-delays up to approximately
±2ms. This delay is more than enough for our requirements, given the maximum sepa-
ration between microphones in all datasets (40cm for the inverted T-shaped microphone
arrays). The SRP map is built using an homogeneously distributed grid evaluated every
10cm in the three dimensions.

For each GCC-PHAT signal, we generate the supervised network output according to
Equation (5.10) (page 49), where each ground truth ∆τ

(
ri,pj

)
is computed in terms

of the microphones positions and the labeled acoustic source location, as it is shown in
Equation (5.3) (page 47). This signal is also generated to be 400 samples in length and
has a standard deviation of σ = 5 samples that we empirically selected in preliminary
experiments.

5.5.2.2 Training Details

With respect to the training strategy, we again follow the same procedure to train all
the methods. The batch size (Nb) is equal to 100 samples and we use validation data in
order to stop the training if the validation loss does not improve along 50 epochs. The
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loss function used to train DeepGCC consists in the Mean Squared Error (MSE) between
the network estimation f̂DeepGCC, and the actual Ground Truth fDeepGCC, described in
Equation (5.10), as:

MSE
(
fDeepGCC, f̂DeepGCC

)
=

∑
∀b∈Nb

‖fDeepGCCb − f̂DeepGCCb‖ (5.12)

Also, the MSE function is used to train the ASLNet and SELDNetXYZ methods, where
the actual x, y, z position ground truth (r) is compared with the estimation given by the
model (r̂) according to:

MSE (r, r̂) =
∑
∀b∈Nb

‖rb, r̂b‖ (5.13)

To minimize Equation (5.12) and Equation (5.13), we use the ADAM optimizer [130]
with a learning rate of 10−4 and a decay of 10−8, setting default values for the rest of
parameters. Table 5.3 summarizes the architectures of the evaluated deep learning-based
methods, their size (number of parameters), and the general learning parameters used.

Method Architecture Parameters Learning Parameters

Batch size = 100
DeepGCC CNN Encoder-Decoder 36025

Window length = 133ms
decay = 10−8

ASLNet [68] CNN encoder + Fully Connected 4680979
lr = 10−4

Optimizer = Adam
SELDNetXYZ [88] CNN Feature extraction + GRU layer 562884

Early stopping = 50

Table 5.3: Details on the architectural complexity for each of the evaluated methods, and the learning
parameters used.

5.5.3 Evaluation Metrics

We evaluate performance adopting the same metric developed under the CHIL
project [119]. It is known as Multiple Object Tracking Precision (MOTP) and defined as:

MOTP =

NK∑
k=1
‖rk − r̂k‖

NK
[mm] (5.14)

where NK denotes the total number of position estimations along time. Note that the
lower the MOTP, the better. We also measure the relative improvement of a given Method
in MOTP with respect to a different BaseMethod as:

∆MOTP
rBaseMethod

= 100 MOTPBaseMethod −MOTPMethod

MOTPBaseMethod
[%] (5.15)

Positive values for ∆MOTP
rBaseMethod

mean that Method performs better than BaseMethod.
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5.5.4 DeepGCC Model Justification

In this section we describe some experiments that provide an idea on the influence of
the DeepGCC architecture complexity and the sampling frequency in the localization
accuracy. We also evaluate how the DeepGCC strategy would compare with a simple
low-pass filtering approach, to demonstrate that DeepGCC does not simply smooth the
acoustic maps.

The experiments are carried out using the CAV3DDP3 partition, comparing the localiza-
tion accuracy with the proposed DeepGCC in the same data-set. The partition is selected
as it contains the sequence Cseq13, which is the most complex sequence within the single
speaker available data collection.

5.5.4.1 DeepGCC Model Complexity Influence

We evaluate a simpler version of DeepGCC, namely DeepGCCSimpler, obtained by remov-
ing the last encoder layer and the first decoder layer.

The first and second columns of Table 5.4 show the localization accuracy for DeepGCC
and DeepGCCSimpler, respectively, showing a slight degradation in the later due to its
reduced architectural complexity. This suggest that we could study a further increase in
the complexity of the model to possibly improve our results; or a further reduction in its
complexity to allow for lower computational demands with an admissible degradation in
performance.

DeepGCC DeepGCCSimpler DeepGCC@16kHz

798 mm 811 mm 1288 mm

Table 5.4: MOTP localization errors for DeepGCC, DeepGCCSimpler, and that downsampling the
signals to 16kHz.

5.5.4.2 DeepGCC Model Sampling Frequency Influence

We also evaluated the localization accuracy of DeepGCC with acoustic signals downsam-
pled from 96kHz to 16kHz, to assess the relevance of this parameter.

Column 3 of Table 5.4 shows that the DeepGCC localization error significantly increases
by a 60% with the downsampled signals, thus suggesting that high sampling rates are
critical in our experimental approach.

5.5.4.3 DeepGCC Model vs Low-Pass Filtering Approach

As described in Section 5.4.1, our DeepGCC model has a smoothing effect over the GCC
signal. Obviously, the highly non-linear nature of the deep CNN is responsible for such
filtering/smoothing process in DeepGCC, but we could think of less complex alternatives
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if the advantage of the proposal were just based on this smoothing process. In this
experiment we want to analyze if such level of complexity (that of a CNN) is actually
needed. Our approach is comparing DeepGCC with a simpler method based on low-pass
filtering the GCC signals. Hence, we apply 3 different low-pass filters to the GCC signal,
with cut-off frequencies at 2, 4, and 8 kHz respectively.

Figure 5.6: Qualitative comparison examples of GCC, GCC with low-pass filtering at 2kHz, 4kHz,
8kHz and DeepGCC signals with their corresponding acoustic map building.

Figure 5.6 shows two examples of acoustic power maps obtained from the low-pass
filtered GCC signals, compared to the maps obtained by the standard GCC function
and those obtained by our DeepGCC model. In the graphics we include the ground-
truth source positions, the source position estimations, the localization error, and an
example of one particular GCC function and its filtered versions. In the two examples,
DeepGCC obtains more accurate source localization than the filtered GCC signals, with
the localization error increasing with decreasing values of the filters cut-off frequency.

GCC GCC@2kHz GCC@4kHz GCC@8kHz DeepGCC

867 mm 1141 mm 1013 mm 1000 mm 798 mm

Table 5.5: MOTP localization errors when using the standard GCC function, its low-pass filtered
versions (at different cutoff frequencies) and the DeepGCC estimation. Evaluation is done on of the test

sequence of the CAV3DDP3 partition.

Table 5.5 shows the resulting average localization error of the alternatives based on
GCC, its filtered versions, and DeepGCC, evaluated in the CAV3DDP3 data partition. In
all configurations, DeepGCC obtains significantly better results than those achieved by
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the filtered GCC signals. This shows that DeepGCC, in addition to its smoothing effect,
is thus effectively removing information from the GCC signals to produce more accurate
source localization results than when using simple linear filters.

5.5.5 Experiment 1: Simulated Data

In this experiment we randomly generate 5000 acoustic source positions uniformly dis-
tributed in each of the AV16.3 and CAV3D environments (see Sections 3.3 and 3.4 re-
spectively). We use the “pyroomacoustics” simulation tool [132] to generate the signals
captured by the microphones, using the real reverberation time for the corresponding
rooms. To generate the source acoustic signals, we use the Albayzin Phonetic Corpus [115]
(Section 3.2), which consists of high quality close talk speaking recordings. We generated
4000 frames for training, 500 frames for validation and 500 for testing. We refer to the
synthetic data-sets generated for this experiment as CAV3DSim and AV16.3Sim.

Our first test is aimed at comparing all the evaluated methods in matched conditions,
meaning we use the same environment for training and testing. Table 5.6 shows the
MOTP localization error of all compared methods in the simulated data-sets.

CAV3DSim SRP DeepGCC ASLNet SELDNetXYZ

MOTP 868 777 756 1065

∆MOTP
rSRP

— 10.5% 12.9% −22.7%
∆MOTP

rDeepGCC
−11.7% — 2.7% −37.1%

∆MOTP
rASLNet

14.8% −2.8% — −40.9%
∆MOTP

rSELDNetXYZ
18.5% 27.0% 29.0% —

AV16.3Sim SRP DeepGCC ASLNet SELDNetXYZ

MOTP 891 880 974 1442

∆MOTP
rSRP

— 1.2% −9.3% −61.8%
∆MOTP

rDeepGCC
-1.3% — −10.7% −63.9%

∆MOTP
rASLNet

8.5% 9.7% — −48.0%
∆MOTP

rSELDNetXYZ
38.2% 39.0% 32.5% —

Table 5.6: Experiment 1 results with matched conditions on CAV3DSim (left) and AV16.3Sim (right):
MOTP localization error in mm.

Results show that DeepGCC consistently performs better than SRP algorithm on sim-
ulated data. DeepGCC also obtains better results than the rest of learning-based methods
in AV16.3Sim, but ASLNet is the best method on CAV3DSim, closely followed by DeepGCC.
Finally, SELDNetXYZ is the worst performing method in this experiment. This might be
caused by the CNN-based feature extractor, particularly designed to work in realistic
environments.

We also evaluate the performance of all the methods on simulated data when tested
in mismatched room conditions. Table 5.5.7 shows the localization error MOTP of all
compared methods. Note that this assessment of room geometry mismatches between the
CAV3D and AV16.3 rooms exploits the fact that there are arrays with the same microphone
geometry in both rooms, plus the fact that only the top array is used in AV16.3.
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trn: AV16.3Sim

tst: CAV3DSim
SRP DeepGCC ASLNet SELDNetXYZ

MOTP 868 803 1203 2173

∆MOTP
rSRP

— 7.5% −38.6% −150.3%
∆MOTP

rDeepGCC
-8.1% — −49.8% −170.3%

∆MOTP
rASLNet

27.8% 33.3% — −80.6%
∆MOTP

rSELDNetXYZ
60.1% 63.0% 44.6% —

trn: CAV3DSim

tst: AV16.3Sim
SRP DeepGCC ASLNet SELDNetXYZ

MOTP 891 785 3328 3040

∆MOTP
rSRP

— 11.9% −273.5% −242.2%
∆MOTP

rDeepGCC
-13.5% — −323.9% −287.3%

∆MOTP
rASLNet

73.2% 76.4% — 8.7%
∆MOTP

rSELDNetXYZ
70.7% 74.2% −9.5% —

Table 5.7: Experiment 1 results with mismatched room conditions: Trained on AV16.3Sim and tested on
CAV3DSim (left), and trained on CAV3DSim and tested on AV16.3Sim (right): MOTP localization error in

mm.

DeepGCC obtains better results than the SRP algorithm, even when trained in a
different room, while the rest of deep learning based methods significantly degrade their
performance. It is important to note that ASLNet and SELDNetXYZ show a significant
degradation in localization error when tested in environments different from those used
during training. This experiment confirms that our method seems to be more robust to
mismatched room conditions than the other state of the art deep learning based proposals.

Finally, we investigate the effect of training a model with simulated data and then
testing it in real data sequences. In particular, we use the CAV3D Cseq13 sequence (most
complex sequence from the CAV3D static sequence set) and the AV16.3 Aseq2 sequence.
Table 5.8 shows the MOTP results of all models, including combinations where the sim-
ulated data used for training corresponds to a different environment from the one used
during testing.

SRP DeepGCC ASLNet SELDNetXYZ

Train: CAV3DSim
Test: Cseq13

867 2224 1698 2115

Train: AV16.3Sim
Test: Aseq2

693 1072 1620 1588

Train: AV16.3Sim
Test: Cseq13

867 1917 1736 2165

Train: CAV3DSim
Test: Aseq2

693 1011 4118 4710

Table 5.8: Experiment 1 on real data results with models trained with simulated data: MOTP
localization error in mm. Training and testing sequences are indicated in the Table.

Results in Table 5.8 shows that all learning-based methods which are trained on sim-
ulated data, including DeepGCC, do not perform well when tested on real data. This
large gap between simulated data and real data is also well known in other fields such as
computer vision. Using only simulated data to train our localization systems thus requires
further study which is out of the scope of this work.
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5.5.6 Experiment 2: Matched Room and Microphone Array Geometries

This experiment evaluates the methods using the same environment where they were
trained. The results for each CAV3D sequence and its average results and its relative
improvements are shown in Table 5.9.

CAV3D SRP DeepGCC ASLNet SELDNetXYZ

Cseq09 692 728 814 620
Cseq10 815 806 925 552
Cseq11 1092 1069 1333 946
Cseq12 1080 1025 1035 734
Cseq13 867 798 1367 905

CAV3DDP1 908 881 1108 757
CAV3DDP2 882 857 1195 834
CAV3DDP3 867 798 1367 905

CAV3D SRP DeepGCC ASLNet SELDNetXYZ

MOTP 935 903 1130 776

∆MOTP
rSRP

— 3.4% -20.8% 17.0%
∆MOTP

rDeepGCC
-3.5% — -25.1% 14.0%

∆MOTP
rASLNet

17.2% 20.1% — 31.3%
∆MOTP

rSELDNetXYZ
-20.4% -16.3% -45.5% —

Table 5.9: Experiment 2 CAV3D detailed results: MOTP localization error in mm for each testing
sequence (left, with last three rows showing average results for the three defined partitions), and

average MOTP localization error and relative improvements (right)

Taking into account the CAV3D data partitions defined in Table 5.2 (page 52) and
shown in Figure 5.7, SELDNetXYZ is the best proposal, in average MOTP performance,
with top values in sequences Cseq09 and Cseq10 (simplest test sequences in CAV3D dataset)
where the speaker movements are limited, but with worse results in the other sequences,
where more complicated movement activity is carried out. The DeepGCCmodel is the sec-
ond best method, outperforming the SRP algorithm in every sequence, with the exception
of Cseq09.

Table 5.10 shows the AV16.3 precision results, with all methods outperforming the SRP
algorithm, and with DeepGCC also outperforming the other Deep Learning approaches
(except for the Aseq01 sequence where SELDNetXYZ performs better). Figure 5.8 shows
the AV16.3 data partitions defined in Table 5.2.

AV16.3 SRP DeepGCC ASLNet SELDNetXYZ

Aseq01

AV16.3DP1
1036 680 771 1000

Aseq02

AV16.3DP2
693 623 677 573

Aseq03

AV16.3DP3
739 577 730 634

AV16.3 SRP DeepGCC ASLNet SELDNetXYZ

MOTP 815 679 725 726

∆MOTP
rSRP

— 16.7% 11.1% 10.9%
∆MOTP

rDeepGCC
-20.0% — -6.7% -6.9%

∆MOTP
rASLNet

-12.4% 6.3% — -0.2%
∆MOTP

rSELDNetXYZ
-12.2% 6.5% 0.2% —

Table 5.10: Experiment 2 AV16.3 detailed results: MOTP localization error in mm for each testing
sequence (left, in this case, the partition test set coincides with each sequence) and average MOTP

localization error and relative improvements (right)

For the UPC environment, Table 5.11 clearly shows that, again, DeepGCC outperforms
ASLNet and SELDNetXYZ. In this case, the data distribution described in Table 5.2 is
shown in Figure 5.9.
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(a)

(b)

(c)

Figure 5.7: CAV3D positions used in each data split (green = Train, yellow = Validation, blue = Test):
(a) data partition 1 (CAV3DDP1), (b) data partition 2 (CAV3DDP2), and (c) data partition 3 (CAV3DDP3).

UPC SRP DeepGCC ASLNet SELDNetXYZ

UPC02A 1288 622 651 863
UPC02B 1362 874 840 994
UPC03A 1300 1025 1034 1129
UPC03B 1302 910 834 933
UPC04A 1032 765 994 1127
UPC04B 1336 1313 1664 1731

UPCDP 1278 941 1001 1127

UPC SRP DeepGCC ASLNet SELDNetXYZ

MOTP 1278 941 1001 1127

∆MOTP
rSRP

— 26.4% 21.6% 11.8%
∆MOTP

rDeepGCC
-35.8% — -6.4% -19.8%

∆MOTP
rASLNet

-27.6% 6.0% — -12.6%
∆MOTP

rSELDNetXYZ
-13.4% 16.5% 11.2% —

Table 5.11: Experiment 2 UPC detailed results: MOTP localization error in mm for each testing
sequence (left, with partition average in the last row) and average MOTP localization error and relative

improvements (right)

Finally, Table 5.12 shows the results for the ITC dataset. Once again, DeepGCC
system is, on average, the most accurate method. It should be noted that, in this case,
the ASLNet and SELDNetXYZ models have a bad performance due to the data partition
characteristics, in which most of the positions in the testing subset did not appear in the
training subset, as it can be clearly seen in Figure 5.10.
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(a)

(b)

(c)

Figure 5.8: AV16.3 positions used in each data split (green = Train, yellow = Validation, blue = Test):
(a) data partition 1 (AV16.3DP1), (b) data partition 2 ((AV16.3DP2)), and (c) data partition 3

((AV16.3DP3)).

ITC SRP DeepGCC ASLNet SELDNetXYZ

ITC02A 1081 801 1732 1877
ITC02B 1390 1111 1550 1664
ITC03A 1117 741 1548 1712
ITC03B 1419 1015 1398 1467
ITC04A 1183 900 1667 1774
ITC04B 1206 873 1603 1750

ITCDP 1229 904 1578 1711

ITC SRP DeepGCC ASLNet SELDNetXYZ

MOTP 1229 904 1578 1711

∆MOTP
rSRP

— 26.5% -29.1% -39.2%
∆MOTP

rDeepGCC
-36.0% — -75.6% -89.3%

∆MOTP
rASLNet

22.6% 43.1% — -7.8%
∆MOTP

rSELDNetXYZ
28.2% 47.2% 7.3% —

Table 5.12: Experiment 2 ITC detailed results: MOTP localization error in mm for each testing
sequence (left, with partition average in the last row) and average MOTP localization error and relative

improvements (right)
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Figure 5.9: UPC positions used in the UPCDP data partition (green = Train, yellow = Validation, blue
= Test)

Figure 5.10: ITC positions used in the ITCDP data partition (green = Train, yellow = Validation, blue =
Test)

Figure 5.11 summarizes the performance results for experiment 2, where the DeepGCC
gets the best performance in all datasets but CAV3D (where it comes second, with a slight
degradation compared to SELDNet(1.7cm)). Although the other Deep Learning tech-
niques achieve good accuracy results in areas where they have been trained in compared
to DeepGCC, in cases like the ITC test sequences or the CAV3D Cseq13 sequence, these
methods perform poorly due to the training-testing conditions mismatch, even within the
same data-set. In these scenarios, the DeepGCC system has a better behavior than SRP,
getting an even more substantial improvement when the map refinement is applied, as
will be discussed in Chapter 6.

Figure 5.11: Experiment 2 summary results: MOTP localization error in mm for each dataset.
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5.5.7 Experiment 3: Mismatched Room Geometry

In this experiment we evaluate the accuracy of all the methods in a new room environment
that shares the same array geometry used for training. In order to achieve this goal, we
first used the training subset of the best CAV3D partition to train the DeepGCC, ASLNet
and SELDNetXYZ models, evaluating them on the AV16.3 testing sequences (which is
similar in conditions to the results shown in Table (page 64), but using real data this Mon
May 1 18:00:09 2023). The results are shown in Table 5.13. In all evaluated sequences,
the best accuracy is obtained by the DeepGCC model.

trn: CAV3D
tst: AV16.3

SRP DeepGCC ASLNet SELDNetXYZ

Aseq01 1036 845 3483 3478
Aseq02 693 650 3504 3632
Aseq03 739 593 3523 3604

trn: CAV3D
tst: AV16.3

SRP DeepGCC ASLNet SELDNetXYZ

MOTP 815 690 3504 3575

∆MOTP
rSRP

— 15.4% -329.9% -338.5%
∆MOTP

rDeepGCC
-18.2% — -408.2% -418.4%

∆MOTP
rASLNet

76.7% 80.3% — -2.0%
∆MOTP

rSELDNetXYZ
77.2% 80.7% 2.0% —

Table 5.13: Experiment 3 results with mismatched room conditions, Models are trained with CAV3D
and tested with the AV16.3 testing sequences: MOTP localization error in mm for each sequence (left)

and average MOTP localization error and relative improvements (right)

It is important to note that the other Deep Learning methods (ASLNet and
SELDNetXYZ) severely fail where the environment geometry changes, leading to MOTP
errors in the 4 meters range while our DeepGCC proposal keeps a performance which
is very close to that obtained in the conditions of Experiment 2: Average MOTP for
DeepGCC was 679mm in Experiment 2 (see Table 5.10 in page 60), and is 690mm here,
which means an error increase of 11mm (1.62% relative) with mismatched room geome-
try and the same number of microphones (we only used one circular microphone array in
AV16.3).

Table 5.14 shows that despite training the DeepGCC model in a room with a different
geometry from that of AV16.3, the degradation of the accuracy of the localisation method
in terms of MOTP is only reduced by 1.62% on average.

DeepGCCEXP 2 DeepGCCEXP 3 ∆MOTP
rEXP2vsEXP3

Aseq01 680 845 -24.26%
Aseq02 623 650 -4.65%
Aseq03 577 593 -2.77%
MOTP 679 690 -1.62%

Table 5.14: MOTP degradation effect when training and testing on AV16 room (EXP2) versus training
on CAV3D room and testing on AV16 room (EXP3)

To evaluate Experiment 3 on the CHIL-CLEAR datasets, we used the UPC training
sequences to train the DeepGCC method, and the evaluation was done on the ITC testing
recordings. The average results obtained are shown in Table 5.15, in which the results for
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the DeepGCC algorithm are again close to that obtained in experiment 2: Average MOTP
for DeepGCC was 904mm in Experiment 2 (see Table 5.12 in page 62), and is 1019mm
here, which means an error increase of 115mm (12.72% relative) with mismatched room
geometry and a very different number of microphone arrays.

In this case, the ASLNet and SELDNetXYZ methods could not even be tested due to
their architecture definition, which only allows the same amount of input microphone
signals as the ones used in the training phase. Thus, the penalty for the other Deep
Learning methods is even worse here.

trn: UPC
tst: ITC

SRP DeepGCC

ITC02A 1081 854
ITC02B 1390 1153
ITC03A 1117 947
ITC03B 1419 1191
ITC04A 1183 1032
ITC04B 1206 962

trn: UPC
tst: ITC

SRP DeepGCC

MOTP 1229 1019

∆MOTP
rSRP

— 17.1%
∆MOTP

rDeepGCC
-20.6% —

Table 5.15: Experiment 3 detailed results with UPC trained models tested over ITC : MOTP
localization error in mm for each sequence (left) and average MOTP localization error and relative

improvements (right)

Additionally, Table 5.16 shows the results regarding the degradation of localization
accuracy in terms of MOTP when going from a model trained in matched conditions
to a model trained in mismatched room conditions. Although the degradation in this
experiment is greater than in the previous case (Table 5.14), the error committed can be
assumed, since it translates into a loss of approximately 10cm in localization accuracy
on average. It should be remembered that this degradation may be due to the fact that
although only the geometry of the room is changed, maintaining the typology of the
microphone arrays used, the number of arrays used increases, so that DeepGCC may face
data that it has never seen during training. However, it can be concluded that despite
this, DeepGCC is able to solve this issue with minimal degradation of accuracy.

DeepGCCEXP 2 DeepGCCEXP 3 ∆MOTP
rEXP2vsEXP3

ITC02A 801 854 -6.62%
ITC02B 1111 1153 -3.78%
ITC03A 741 947 -27.80%
ITC03B 1015 1191 -17.34%
ITC04A 900 1032 -14.66%
ITC04B 873 962 -10.19%
MOTP 904 1019 -12.72%

Table 5.16: MOTP degradation effect when training and testing on ITC room (EXP2) versus training
on UPC room and testing on ITC room (EXP3)
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In this third experiment, which results are summarized in Figure 5.12, we can clearly
see the robustness of the DeepGCC system when facing a new room geometry condi-
tion, especially when compared with the other Deep Learning methods. ASLNet and
SELDNetXYZ show a significant performance degradation in this experiment, and need a
full retraining step if there is a change in the number of microphones or the array type.

Figure 5.12: Experiment 3 summary results: MOTP localization error in mm for each dataset.

5.5.8 Experiment 4: Mismatched Room and Microphone Array Geometries

The fourth experiment carried out in this chapter aims at evaluating the robustness
of the DeepGCC model when tested in an environment where both the room and the
microphone array geometries have changed from the ones used during training. Standard
methods ASLNet and SELDNetXYZ are not suitable under these constrains without a
full re-training procedure, given their dependence on the microphone array configuration
during the training phase, as already discussed before. This fact restricts again our
comparison to the SRP vs. DeepGCC algorithms.

We first evaluate the models trained with the CAV3D training subset which have got
better results on Experiment 2 on the UPC and ITC testing subsets. These results are
shown in the upper and lower parts of Table 5.17, respectively. DeepGCC still get relevant
improvements against the SRP algorithm. Recall that the amount of training material
is relatively small here (less than 3.5 minutes of labeled speech for the CAV3D training
partition, as discussed in Section 3.4).
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trn: CAV3Dbest

tst: UPC
SRP DeepGCC

UPC02A 1288 1075
UPC02B 1362 1153
UPC03A 1300 1221
UPC03B 1302 1136
UPC04A 1032 838
UPC04B 1336 1048

trn: CAV3Dbest

tst: UPC
SRP DeepGCC

MOTP 1278 1089

∆MOTP
rSRP

— 14.7%
∆MOTP

rDeepGCC
-17.3% —

trn: CAV3Dbest

tst: ITC
SRP DeepGCC

ITC02A 1081 909
ITC02B 1390 1269
ITC03A 1117 973
ITC03B 1419 1305
ITC04A 1183 1082
ITC04B 1206 1097

trn: CAV3Dbest

tst: ITC
SRP DeepGCC

MOTP 1229 1102

∆MOTP
rSRP

— 10.3%
∆MOTP

rDeepGCC
-11.5% —

Table 5.17: Experiment 4 detailed results with models trained with the best CAV3D training partition,
and evaluated in the UPC (upper) and ITC (lower) testing subsets: MOTP localization error in mm

for each sequence (left) and average MOTP localization error and relative improvements (right)

Additionally, Table 5.18 shows a performance comparison of the DeepGCC model un-
der Experiments 2, 3 and 4 on the ITC room. It should be noted that for these tests, our
model has been trained with data extracted from the ITC, UPC and CAV3D room respec-
tively. From mentioned results, it is observed that the model performance decreases as
the mismatching conditions are increased.

Nevertheless, it should be noted that this performance degradation of the system pro-
posed is about 20% for the hardest situation (Exp 4) with respect to the model trained
in matched situations. This means that the difference between training in matched con-
ditions (Exp 2) and full-mismatched conditions (Exp 4) is that for each centimeter esti-
mated in the first case, in the second case an additional average error of 2 millimeters is
committed.

DeepGCCEXP 2 DeepGCCEXP 3 DeepGCCEXP 4 ∆MOTP
rEXP2vsEXP3

∆MOTP
rEXP2vsEXP4

ITC02A 801 854 909 -6.62% -13.48%
ITC02B 1111 1153 1269 -3.78% -14.22%
ITC03A 741 947 973 -27.80% -31.31%
ITC03B 1015 1191 1305 -17.34% -28.57%
ITC04A 900 1032 1082 -14.66% -20.22%
ITC04B 873 962 1097 -10.19% -25.66%
MOTP 904 1019 1102 -12.72% -21.90%

Table 5.18: MOTP degradation effect when training and testing on ITC room (EXP2: matched
conditions) versus training on UPC room and testing on ITC room (EXP3: mismatched room

geometry) versus training on CAV3D room and testing on ITC room (EXP4: mismatche room and
sensor array geometry)

Next, we evaluated models trained with UPC training subset on CAV3D and AV16.3
test subsets, obtaining the results shown at the top and bottom of Table 5.19, respectively.
Regarding the results of CAV3D when estimating with a model trained on UPC data, it is
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observed that in this case it never improves to the results obtained by the SRP method.
This may be due to the fact that the difference between the room geometries, as well as
the topologies of the sensor arrays or the actors involved in the scenes are such that the
DeepGCC network is not able to extract the insight needed to properly estimate.

SRP DeepGCC

Cseq09 692 801
Cseq10 815 972
Cseq11 1092 1435
Cseq12 1080 1215
Cseq13 867 1202

SRP DeepGCC

MOTP 956 1190

∆MOTP
rSRP

— -24.5%
∆MOTP

rDeepGCC
19.7% —

SRP DeepGCC

Aseq01 1036 732
Aseq02 693 491
Aseq03 739 528

SRP DeepGCC

MOTP 815 578

∆MOTP
rSRP

— 29.03%
∆MOTP

rDeepGCC
-40.91% —

Table 5.19: Experiment 4 detailed results, training with UPC training sequences and evaluating with
CAV3D (upper) and AV16.3 (lower) testing sequences: MOTP localization error in mm for each

sequence (left) and average MOTP localization error and relative improvements (right)

Following the same reasoning, in the case of testing in the AV16.3 room, the effect is
the opposite, so that in the UPC data there is some features that make the results better
when estimating in the AV16.3 room than when DeepGCC is trained with data from the
AV16.3 room itself as it can be seen in Table 5.20.

DeepGCCEXP 2 DeepGCCEXP 3 DeepGCCEXP 4 ∆MOTP
rEXP2vsEXP3

∆MOTP
rEXP2vsEXP4

Aseq01 680 845 732 -24.26% -7.65%
Aseq02 623 650 491 -4.65% 21.19%
Aseq03 577 593 528 -2.77% 8.49%
MOTP 679 690 578 -1.62% 14.87%

Table 5.20: MOTP degradation effect when training and testing on AV16 room (EXP2: matched
conditions) versus training on CAV3D room and testing on AV16 room (EXP3: mismatched room
geometry) versus training on UPC room and testing on AV16 room (EXP4: mismatched room and

sensor array geometry)

This experiment (which results are summarized in Figure 5.13) shows that DeepGCC
method is able to reasonably cope with very different geometrical conditions, as compared
to those used in the training stage. Our method still improves the results of the SRP
algorithm (except in the mismatched CAV3D case), and, most importantly, avoiding the
need of any type of re-training or fine tuning.

Although there is still work to be developed on this topic, the results obtained here
are more than promising. The DeepGCC model has shown the ability to generalize the
ASL problem in such a way that it becomes independent of the geometry of the room,
as well as the topology of the sensor arrays used. This means that it is not necessary to
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Figure 5.13: Experiment 4 summary results: MOTP localization error in mm for each dataset.

carry out data capture processes and their subsequent labeling when a new environment
needs to be assessed, only assuming a minimum extra estimation error on the part of our
model.

5.5.9 Experiment 5: Multi-Speaker Scenarios

In this last experiment we evaluate the performance of the DeepGCC method when facing
scenarios with multiple and simultaneous speakers under the same constraints as Exp 2
(trainig data is extracted from the same room where testings are performed). As far as
we know there are not any state-of-the art method yet capable of working under this
conditions and yielding the x, y, z coordinates of each source. Therefore, we only compare
the model proposed in this chapter against the SRP algorithm.

In order to train the model according to the above mentioned constraints, we use the
CAV3DDP4 partition, containing the multi-speaker sequences only in its testing split, as
shown in Table 5.2 (page 52). This would mean that the DeepGCC model would be
trained using only single speaker sequences, which would not allow for properly modeling
the multi speaker sequences. To avoid this, we decided to generate artificial “multi-
speaker” window signals, by mixing the windowed signals of randomly selected positions
from the single-speaker training sequences. We uniformly select between 1, 2 or 3 of those
sequences to generate a “virtual” multi-speaker acoustic frame. The process to generate
the network inputs and outputs is the same we used in the previous experiments, as
detailed in Section 5.5.2.1.

First, we evaluate the performance of this training procedure with the single speaker
sequence Cseq13. Table 5.21 shows that multi-speaker DeepGCC model (DeepGCCMS) out-
performs the SRP algorithm and DeepGCCSS model trained for single speaker sequences
(which is the same used for experiment 2, with the results shown in Table 5.9). The
proposal is capable of better estimating the speaker position by including more complex
sequences into the training stage.
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Speaker 1
SRP DeepGCCSS DeepGCCMS

Cseq13 867 798 597

∆MOTP
rSRP

— 7.96% 31.14%

Table 5.21: Experiment 5 results comparing the performance of DeepGCCMS model (DeepGCC trained
for multi-speaker environments) against DeepGCCSS (DeepGCC trained for single-speaker

environments): MOTP localization error in mm.

In a second step, we asses the accuracy of the DeepGCC model when facing scenarios
where two simultaneous speech sources are active. Table 5.22 shows the precision error
either for each speaker individually and in average. In all cases, DeepGCC gets better
results than the SRP algorithm. Considering the localization results of the most powerful
speaker (speaker 1), the average localization accuracy of the single speaker (Table 5.9
of Experiment 2) improves from 922mm to 827mm. This effect can also be seen when
comparing the location accuracy of the second speaker against the single speaker scenario
results of Experiment 2 in the same room, obtaining a result of 724mm. Focusing on
the average localization accuracy of all speakers that appear within the scene (790mm),
this is still better than in Experiment 2. This shows again that the introduction of more
complex training sequences has a positive influence on the ASL task.

Speaker 1 Speaker 2 Average
SRP DeepGCC SRP DeepGCC SRP DeepGCC

Cseq22 939 782 1695 803 1317 793
Cseq23 1369 1000 986 641 1178 821
Cseq24 1025 690 1608 830 1317 760

AvgMOTP 1136 827 1393 724 1265 790

∆MOTP
rSRP

— 27.16% — 48.03% — 37.51%

Table 5.22: Experiment 5 results for two simultaneous speakers sequences: MOTP localization error in
mm.

Finally, in Table 5.23 we present the results when evaluating sequences with three
simultaneous speakers in terms of precision accuracy. Comparing the results obtained
with those from Experiment 2, we obtain the same conclusion as for the two-speaker case.
The precision for the most powerful speaker increases from 922mm to 696mm. Moreover,
when analyzing the performance of the DeepGCC model on the second most powerful
speaker, the accuracy also improves to 595mm. On average, a better result is obtained
than for the single speaker case with a accuracy of 875mm. Only when locating the third
speaker a worse result is obtained. This is due to the fact that the acoustic power with
which this speaker emits sound is much lower than the others, thus making it harder to
be located.
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Speaker 1 Speaker 2 Speaker 3 Average
SRP DeepGCC SRP DeepGCC SRP DeepGCC SRP DeepGCC

Cseq25 916 633 1023 557 2004 1312 1314 834
Cseq26 1357 860 1173 692 2692 1395 1741 982

AvgMOTP 1039 696 1065 595 2196 1335 1433 875

∆MOTP
rSRP

— 32.98% — 44.15% — 39.20% — 38.92%

Table 5.23: Experiment 5 results for three simultaneous speakers sequences: MOTP localization error in
mm.

Overall, this final experiment, summarized in Figure 5.14, shows that the DeepGCC
proposal is able to face multi-speaker realistic scenarios. Our method is capable of outper-
forming the SRP algorithm with up to three simultaneous speakers with relative improve-
ments over SRP near 40%. It is important to notice that, beside to properly addressing
the problem of localizing multiple speakers, it has been proven that the inclusion of more
complex sequences during the training phase allows the proposed DeepGCC model to
improve the localization of individual speakers.

Figure 5.14: Experiment 5 summary results: MOTP localization error in mm for different number of
simultaneous speakers.

5.6 Conclusions

In this chapter we have described a novel ASL method based on deep learning, conceived
to deal with mismatched geometry conditions between the training and testing scenarios.
Being capable of working outside training conditions is a necessity in real world applica-
tions, and it is not achieved in current state-of-the-art DNN methods. Our ASL system
has proved its accuracy in diverse scenarios where other state-of-the-art methods fail. We
also address multi-speaker environments.

Four main conclusions can be drawn from our experiments:

1. In scenarios with matched training-testing conditions, DeepGCC performs better
than the other methods (classical or learning based), SELDNetXYZ gets a performance
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similar to DeepGCC in all scenarios but in ITC room, where its localization acuracy
becomes inconsistent.

2. Changing the room geometry significantly affects the performance of other DNN
methods, while DeepGCC remains stable in terms of accuracy, outperforming the
rest of DNN methods and the classical SRP method.

3. When both the room geometry and the microphone array configuration change, our
system is still capable of outperforming the SRP algorithm (even in cases where
the amount of training material is relatively small), while the other DNN methods
cannot even be tested without a full retraining procedure.

4. Under multi-speaker conditions, DeepGCC method outperforms the classical SRP
algorithm, where other DNN-based state-of-the-art model can not even be evaluated
due to their model definition constraints. In addition. it has been proved that
the inclusion of multispeaker sequences within training phases improves the single
speaker localization accuracy.

From all of the above, we can finally conclude that our method is consistently more
accurate than both the SRP classical method and other state of the art DNN strate-
gies, specially in conditions where the testing room or microphone array configuration is
physically different, or the source position significantly differs from those available in the
training data. This is specially relevant, as no retraining is needed when there are such
changes, thus opening the possibility of developing a multi-environment DNN system,
which would only need to be trained once.



Chapter 6

Acoustic Map Refinement
Techniques

. . . Everything else is secondary.

Steve Jobs

6.1 Summary

This chapter includes the description of part of the work published in the papers “To-
wards Domain Independence in CNN-based Acoustic Localization using Deep Cross Cor-
relations” [108] and “Acoustic source localization with deep generalized cross correla-
tions” [109].

Many existing methods for Acoustic Source Localization (ASL), as discussed in Chap-
ter 5, focus on computing the acoustic power map from signals received by the microphone
array. The acoustic power map provides information about the 3D position of the acous-
tic source by identifying its local maxima. However, in realistic scenarios with signal
noise and reverberation effects, the acoustic power map becomes more challenging to an-
alyze. It contains numerous local maxima that do not directly correspond to real acoustic
sources. To address this issue, several acoustic power map refinement methods [25] have
been proposed in the literature. The goal is to process the acoustic power map and ob-
tain a refined map that is less affected by noise and reverberation, leading to improved
localization estimation. However, these refinement methods involve complex iterative
optimization techniques and subspace decomposition, resulting in high computational
complexity and compromising real-time performance. In this chapter, we introduce two
refinement methods for acoustic power map-based systems. The first method utilizes opti-
mization techniques to leverage the characteristics of Deep Generalized Cross-Correlation
(DeepGCC) signals described in Chapter 5. The second method involves a Convolutional
Neural Network (CNN) model that refines the map end-to-end using training with syn-
thetic data. As discussed later, the CNN-based refinement approach is comparable to the
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optimization-based approach in terms of Acoustic Source Localization (ASL) accuracy
but is computationally less demanding.

6.2 Introduction

An acoustic power map is created from the set of microphone signals to estimate the
positions of active acoustic sources. Estimating source positions is straightforward under
free-field conditions and single speaker sequences, requiring identification of the global
maximum. However, in multi-speaker environments, iterative methods are necessary to
search for N local maxima within the acoustic power map.

Finding maxima in an acoustic power map, whether global or local, becomes chal-
lenging when noise and reverberation effects are present. We aim to assess the feasibil-
ity of refining acoustic power maps by removing these adverse effects. We will evalu-
ate two approaches: (i) optimization-based algorithms and (ii) learning-based methods.
Optimization-based algorithms utilize subspace decomposition techniques with iterative
optimization algorithms, such as the system proposed in [25]. Learning-based methods
leverage the capability of Deep Neural Networks (DNNs) to analyze large amounts of
data and distinguish relevant components from those influenced by noise and reverbera-
tion [133].

In this chapter, we introduce two approaches for refining acoustic power maps gener-
ated by the DeepGCC model, as described in Chapter 5. Firstly, we adapt the method
proposed in [25] to incorporate the Gaussian basis component enforced in the DeepGCC
signal. Secondly, we propose the use of a VNet-based model [102] for refining the acoustic
maps, which achieves similary to the optimization-based method while requiring lower
computational resources.

The contributions of this work are as follows:

• Adaptation of the method proposed in [25] to refine acoustic maps generated by the
DeepGCC model, leveraging the Gaussian properties of the estimated signals.

• Development of a deep learning-based approach for refining acoustic power maps
obtained from the DeepGCC model.

• Exploration of advanced machine learning techniques such as domain adaptation and
training with synthetic data.

6.3 Problem Statement

Let us define the scalar function f : X → R, with X = (r,p,q), that models the acoustic
power generated from an acoustic source at position r = (rx, ry, rz)>, received in the pair
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of microphones with coordinates p = (m1,x,m1,y,m1,z,m2,x,m2,y,m2,z)> and when the
pair is steered at position q = (qx, qy, qz)>. Discretizing X we define the set of function
evaluations F =

{
f
(
ri,pj,qk

)
ri ∈ R,pj ∈ P ,qk ∈ Q

}
, where R = {r1, . . . , rNR} is the

set of potential source positions, P = {p1, . . . ,pNP} is the set of sensor pair positions
and Q = {q1, . . . ,qNQ} is the set of search space positions to explore. For simplicity, we
assume that R = Q, meaning that the search space of possible source positions matches
the steering search space to compute the acoustic power.

We approximate the acoustic power generated by a single acoustic source positioned
at ri at the steered position qk as follows:

apm
∧

(qk, ri) = 1
NP

∑
∀pj∈P

f
(
ri,pj,qk

)
, (6.1)

We then define Ro = {ro,1, . . . , ro,No} as the set of No positions actually occupied with
an active accoustic source at any given time. We define the following binary occupancy
function:

ω(r,Ro) =

1 r ∈ Ro

0 otherwise
(6.2)

Using ω we approximate the acoustic power map generated by the set of active acoustic
sources as follows:

apm
∧

(qk,Ro) = 1
NP

∑
∀ri∈R

ω (ri,Ro)
∑
∀pj∈P

f
(
ri,pj,qk

)
, (6.3)

Using the model proposed in Equation (6.1) over all the NQ positions in Q, the following
vector ŷ of acoustic power map estimations is defined:

ŷ =
(
apm
∧

(q1,Ro) · · · apm
∧(

qNQ ,Ro

))
(6.4)

By using Equation (6.1) and Equation (6.3), ŷ can be linearly decomposed as follows:

ŷ = Mω M ∈ RNQ×NR Mk,i = apm
∧

(qk, ri) (6.5)

and where
ω = (ω(r1,Ro), . . . , ω(rNR ,Ro)) (6.6)

Note that ω is ideally a sparse binary vector of size NR, where only those positions
corresponding to the set Ro of active acoustic sources has a non-zero value. Our map
refinement methods consists of using Equation (6.5) to approximate real acoustic mea-
surements in terms of ω, which is later used as the refined map.
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6.4 Model Proposals

The main goal of the proposals presented in this chapter is to develop a system capable of
refining an acoustic power map in order to reduce the effect of noise and reverberation in
the acoustic power maps and thus, improving the ASL accuracy of the original map. This
process follows the scheme shown in Figure 6.1, where a dense acoustic power map is fed to
the refining block. This allows us to obtain a sparse representation of this previous map.
It can be observed that in dense representations is harder to find an accurate maximum
value whereas in sparse representations this value is easier to locate.

Figure 6.1: System Architecture with sample subsystem input and output.

Our proposal consists of a single module which refines the acoustic power maps built
with DeepGCC signals. This will be addressed from two different approaches: (i) opti-
mization approach and (ii) learning approach, which will be described next.

6.4.1 Optimization-Based proposal

We base this approach on the idea described in [25], where they present a sparse repre-
sentation of the SRP acoustic map, that leads to better ASL accuracy. In this approach
we define the f function in Equation (6.1) as:

f
(
ri,pj,qk

)
= e−

(∆τ(qk,pj)−∆τ(si,pj))2

2σ2 , (6.7)

where ∆τ
(
qk,pj

)
is the Time Difference of Arrival (TDoA) between the steering point

qk and the microphone pair pj, and ∆τ
(
si,pj

)
is the TDoA between the acoustic source

position si and the same microphone pair pj. This function correspond to the Gaussian-
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like functions defined in Equation (5.10). This is a natural choice since we created the
acoustic power map using the DeepGCC signals. In the case of Equation (6.5), ω are
the unknown parameters of the model, and vector ŷ can be seen as the acoustic power
map data synthesized by the proposed model as a function of weight vector ω. Figure 6.2

Figure 6.2: Geometrical interpretation of the contents of matrix M, defined for an active acoustic source
located at the position of the high activation area (red + black colors) and two microphone pairs. This

shows an example where two orthogonal microphone pairs are shown as small red and yellow dots.

shows M as a heat map for a practical case. In this example Q is built as an uniform
grid with positions corresponding to a plane parallel to the room floor at the speaker’s
mouth height and NP = 2. Note that the ith column of M corresponds to the theoretical
acoustic power map obtained from a virtually active source at position qk ∈ Q.

We see that the acoustic power map, obtained from the selected column of theM basis,
shows a geometrical pattern. In particular, this pattern corresponds to the intersection of
two hyperbolas. The geometry of this pattern depends on the relative position between
the source and the corresponding microphone pairs, depicted as yellow and red points in
the right graphic of Figure 6.2.

In a real scenario, we would obtain ŷ, containing the acoustic power maps measure-
ments apm (qk) by using the DeepGCC signals defined in Equation (5.11), as follows:

ŷDeepGCC =
(
apm (q1) · · · apm

(
qNQ

))
∀qi ∈ Q (6.8)

Our aim is to find a vector ω that recovers ŷDeepGCC using model M. Note that
ŷDeepGCC includes the errors introduced by DeepGCC signals and thus ŷDeepGCC ≈Mω.

Forcing ω to be only composed by the active positions where an acoustic source is
present, is a property given by the construction of model M. A straightforward and
natural choice to find ω is to solve the following linear least squares optimization problem:

ω̂ = argmin
ω
‖ŷDeepGCC −Mω‖2 (6.9)
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When ŷDeepGCC contains errors, M might not be an accurate model. Then, solving
Equation (6.9) produces an estimated refined map ω̂, where the source of the acoustic
power is spread around a large amount of positions. We propose to exploit the fact that
only a small number of simultaneous active sources are present. This condition implies
forcing ω̂ to have as many zeroes as possible, therefore being a sparse vector. This can
be expressed as the following optimization problem:

ω̂ = argmin
ω
‖ŷDeepGCC −Mω‖2 + λ‖ω‖1 (6.10)

where λ is the Lagrange multiplier that balances the relevance of the l1 term in the
optimization problem. Equation (6.10) is a convex optimization problem and can be
efficiently solved with iterative algorithms independently presented and popularized under
the names of Least Absolute Shrinkage Selection Operator (LASSO) [134] and Basis
Pursuit Denoising [135].

We expect ω̂ to be a refined acoustic power map, where the ith position of ω̂ represents
the amount of acoustic power estimated at position ri. In figure 6.3, a visual refinement
procedure example can be observed. A dense acoustic power map is vectorized in order
to apply the LASSO algorithm on it, obtaining the sparse ω̂ representation. This vector
ω̂ only assigns acoustic power where the source might be presented. Thus, we expect ω̂
to be a vector with very few non-zero elements, corresponding to the source positions.

Figure 6.3: Refinement example.

Once ω̂ is calculated by solving Equation (6.10), we obtain the source position estimate,
in a single speaker scenario, as r̂ = qk, where k = argmax

k
{ω} with qk ∈ Q. When locating

multiple sources, this process is repeated as many times as active sources appear in the
scene by searching for local maximums within the acoustic power map. In Section 6.5 we
will refer to this refinement method as DeepGCCLASSO.

Figure 6.4 shows an example of the LASSO-based refinement procedure. The acoustic
power map generated with the GCC signals calculated directly from the acoustic signals
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(a) GCC apm (qk) (b) DeepGCC apm (qk) (c) Refined apm (qk): ω̂

Figure 6.4: Map examples.

received by the sensors can be seen in Figure 6.4a. Acoustic maps generated with these
signals have a noisy nature thus, finding an adequate estimation of the source location
is challenging. Figure 6.4b, shows the equivalent acoustic map generated by using the
DeepGCC signals calculated from GCC signals. Here it can be seen how the map be-
comes much cleaner and smoother than the previous one. However, there is still a large
area where the estimated acoustic power is high, even though the estimation of the source
position improves with respect to the GCC-based map. Finally, Figure 6.4c shows the
refined version of the map obtained from DeepGCC signals by applying the LASSO op-
timization approach (and a zoomed version of the relevant area). It shows how the areas
of high acoustic power are reduced to a few points in the searching space. Furthermore,
the estimation of the acoustic source position improves in terms of location accuracy.

6.4.2 Learning-Based Proposal

Optimization-based refinement methods have two main drawbacks. First, they heavily
rely on the ability of the model (i.e. Mω) to accurately reproduce real acoustic power
maps. Using an oversimplistic model that does not include real effects, such as distortion
and signal multipath, can lead to unsuccesful map refinements. Second, solving the opti-
mization problem of Equation (6.10) is computationally complex, compromising real-time
performance.

In this section, a learning-based method is proposed to solve the limitations of
optimization-based methods. It consists of a neural network regressor that estimates
the refined acoustic map directly from the acoustic power map measurements. Our ap-
proach is based on the VNET neural model [102], widely used in 3D semantic segmentation
and image classification. The VNET model is based on a encoder-decoder CNN and it is
suitable to process 3D volumetric data for regression as is the case of acoustic map re-
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finement. The VNET is also a relatively small model and can be run in real time during
inference.

From Equation (6.8), ŷDeepGCC represents the input signal, arranged as a 3D matrix
and assuming Q is sampled as a 3D regular grid. The output of the VNET is trained
to output a refined power map z where (i) it is the same size as the input and (ii)
each acoustic source inside the environment ri ∈ Ro with i ∈ [1, No] is represented by a
Gaussian function whose 3D mean µi is centered at the actual source position (ri = µi),
and with sigma σ:

z (qk) =
∑
∀i∈NR

e
−
‖qk − µi‖2

2σ2 with qk ∈ Q (6.11)

so that z = {z (q1) , . . . , z
(
qNQ

)
,qk ∈ Q}. Therefore, we implement the VNET-based

model (topology shown in Figure 6.5), in order to estimate z as ẑ = fVNET (y). In Sec-
tion 6.5 we will refer to this refinement method as DeepGCCVNET.

Figure 6.5: Model topology.

The model depicted in Figure 6.5 consists of four convolutional blocks and four decon-
volutional blocks. Each convolutional block comprises a three-dimensional convolutional
layer with a kernel size of 5 and stride of 1 step, followed by a batch normalization layer
and a Leaky ReLU activation. The number of layers increases progressively in each block,
starting with 1 set and progressing to 2, 3, and finally 3 sets. Additionally, the model
gains depth in each block, with 16, 32, 64, and 128 layers respectively. On the other hand,
the four deconvolutional blocks consist of a transposed three-dimensional convolutional
layer, a batch normalization layer, and a Leaky ReLU activation, along with an equivalent
number of sets of convolutional layers as found in the corresponding convolutional block.

Figure 6.6 shows an example of the refinement map retrieved by the proposed VNET-
based model. Figure 6.16a map is generated by DeepGCC model and further used as
an input of the VNET-based proposal. This approach transforms the speakers activation
zones form beam-shaped areas into Gaussian-shaped areas as shown in Figure 6.16b. This
Gaussian-shaped zones allow us to better locate sources inside the environment since this
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(a) DeepGCC (b) DeepGCCVNET

Figure 6.6: Map examples.

kind of acoustic power maps can be modeled by a mean vector and a variance vector
according to Equation (6.11).

6.5 Experimental Work

In this section we discuss the experimental conditions we used for testing our proposals,
the training strategy we followed and the relevant metrics to evaluate them. Finally, we
present a summary of the results of the main experiments carried out.

Our aim is to assess the effect of the proposed refinement procedures in the ASL
estimates for both single speaker and multi-speaker scenarios.

6.5.1 Experimental Setup

The refinement proposals based on LASSO [134] (DeepGCCLASSO) and VNET [102]
(DeepGCCVNET, with additional variants) are compared to the SRP algorithm [18–23] and
also the DeepGCC model estimations, where the DeepGCC model is the proposal detailed
in Chapter 5.

The DeepGCCLASSO proposal needs no training apart from that required to generate
the DeepGCC model, while the DeepGCCVNET system needs to train both the DeepGCC
model and the refinement block (which is trained using a semi-synthetic strategy, as will
be detailed in Section 6.5.2.1). Regarding the experimental data, we use the CAV3D
sequences, splitted as shown in Table 6.1, where CAV3DDP4 is a partition with multi-
speaker sequences within it. “Data Partitions” and sequences used in further experiments
are exactly the same as those used on Chapter 5 experiments. All of them are fully detailed
in Table 3.2.
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Data Partition Training Validation Testing
CAV3DDP1 Cseq[06-09, 11, 20, 21] Cseq13 Cseq[10, 12]
CAV3DDP2 Cseq[06-08, 10, 12, 20, 21] Cseq13 Cseq[09, 11]
CAV3DDP3 Cseq[06-10, 12, 20, 21] Cseq11 Cseq13
CAV3DDP4 Cseq[06-10, 12] Cseq[11, 20, 21] Cseq[13, 22-26]

Table 6.1: Data split used in the experiments, showing sequences.

Due to the fact that two acoustic map refinement strategies (optimization-based and
learning-based) are proposed in this chapter, three experiments are carried out. The first
two experiments focus on optimizing the model parameters in case of the proposed LASSO-
based approach for the first experiment, while the second one explores different training
approaches for the proposed VNET model. The last experiment evaluates and compares
the performance of both methods under the same test set. The detailed description of
these experiments is:

• Experiment 1. DeepGCCLASSO map refinement: This experiment evaluates the
quality of the map refinement generated by the DeepGCCLASSO algorithm, determin-
ing the importance of the λ parameter as well as the global accuracy in terms of ASL
error. We train the DeepGCC model as explained in Section 5.5.2 (page 54) with
data partitions shown in Table 6.1. The LASSO method (DeepGCCLASSO) is applied
along the average acoustic map of the acoustic maps of the last half second.

• Experiment 2. DeepGCCVNET map refinement: The final goal of this experiment
is also evaluating the global accuracy of the model (DeepGCCVNET) in terms of ASL
error. Additionally, we describe different strategies that have been applied in order
to improve the refinement procedure, namely:

1. We synthetically train the DeepGCCVNET model by generating virtual Gaussian-
like maps with random positions within it.

2. We train the model by means of a semi-synthetic strategy (using both synthetic
and real data) in order to improve the previous fully synthetic approach.

3. We test the influence of a different function loss when training the DeepGCCVNET
model.

4. We apply Adversarial Discriminate Domain Adaptation (ADDA) techniques to
better refine the acoustic power maps.

• Experiment 3. DeepGCCLASSO vs. DeepGCCVNET: In this experiment we compare
the results of both proposed methods as well as their computational requirements.
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6.5.2 DeepGCCVNET Training Strategy

This section details the process of generating the synthetic data used for training the
DeepGCCVNET model as well as the details of both hyperparameters and loss functions
used during the training.

6.5.2.1 Data-Sets Generation

We consider two types of data to train the models with: i) One composed by synthet-
ically generated data. We use these data for training and validation data to train the
DeepGCCVNET model, and ii) Another one generated according to the labeled data within
CAV3D database. These data is used as the training and validation subsets for fine-tuning
the previously synthetically trained model beside the testing sub-set, which is used either
for testing the synthetically trained model or the fine-tuned one.

The generation of the synthetic datasets is the same for every data partition from Ta-
ble 6.1 . It consists on choosing N random positions ri = (rx,i, ry,i, rz,i)> with i ∈ [1, N ]
and generating a volumetric map with a 3D Gaussian volume at each of the selected po-
sitions with σ = 25cm (which has been empirically selected) as shown in Equation (6.11).
In our experiments we used N = 3, since in used sequences the maximum number of simul-
taneous speakers is 3, and generated 3000 training maps that were uniformly distributed
according to the number of simultaneous active sources (1000 for single speaker maps,
1000 for two speakers maps and 1000 for three speakers maps), and also 600 validation
maps also uniformly distributed.

For the fine-tuning procedures in the DeepGCCVNET model, we also use the training,
validation and testing sub-sets from the CAV3D data-set shown in Table 6.1. In every
case we generate a 3D Gaussian volume at each of the ground-truth labeled positions,
according to Equation (6.11), also with σ = 25cm.

6.5.2.2 Training details

In order to train the model, we follow the same procedure for both the synthetic training
and the fine-tuning procedure (experiments 2.1 and 2.2). In every case we train the models
with a data batch size (Nb) of 20 samples along 100 epochs, as long as the model improves
within the last 10 epochs at least, otherwise the training will be ended.

We use two different loss functions to fit our proposed model. The first one is the
well known Mean Squared Error (MSE) loss shown in Equation (6.12) where fVNET is the
labeled network input data and f̂VNET is the network output prediction.

MSE
(
fVNET, f̂VNET

)
=

∑
∀b∈Nb

‖fVNETb − f̂VNETb‖ (6.12)
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Also we train our model by using the Shrinkage focal loss proposed in [136] and shown
in Equation (6.13). This loss function allows the network to pay more attention and focus
on target values (active map areas with higher acoustic power levels in our specific case)
when optimizing. We consider fVNET as the labeled network input data and f̂VNET as the
network output prediction. We set the a and c parameters to 10 and 0.2 as the general
case recommended by the authors.

SHRINKAGE
(
fVNET, f̂VNET

)
=

∑
∀b∈Nb

‖fVNETb − f̂VNETb‖2

1 + ea(c−‖fVNETb−f̂VNETb‖)
(6.13)

To minimize Equation (6.12) and Equation (6.13) we use the ADAM optimizer [130]
with a learning rate of 10−4 and a decay of 10−8, setting the default values for the rest of
the parameters.

6.5.3 Evaluation metrics

We evaluate the ASL performance adopting the Multiple Object Tracking Precision
(MOTP) metric developed under the CHIL project [119], for which NK positions are
estimated as the NK first local maxima of the map generated by the DeepGCCVNET net-
work (r̂k). Multiple Object Tracking Precision (MOTP) is defined as:

MOTP =

NK∑
k=1
‖rk − r̂k‖

NK
[mm] (6.14)

where NK denotes the total number of position estimations along time. Note that the
lower the MOTP, the better. We also measure the relative improvement of a given Method
in MOTP with respect to a different BaseMethod as:

∆MOTP
rBaseMethod

= 100 MOTPBaseMethod −MOTPMethod

MOTPBaseMethod
[%] (6.15)

Positive values for ∆MOTP
rBaseMethod

mean that Method performs better than BaseMethod.

6.5.4 Experiment 1: DeepGCCLASSO Map Refinement

In this section we evaluate the performance of the proposed map refinement method based
on the LASSO optimization technique described in Section 6.4.1. We assess the influence
of the λ parameter in this optimization method and finally the results in terms of MOTP
error are shown.

In all experiments carried out with the DeepGCCLASSO algorithm defined in Equa-
tion (6.10), the basis have been generated by synthetically steering a DeepGCC-based
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beamformer at every possible position within the environment as described in Sec-
tion 6.5.2.1. Figure 6.7 represents this basis matrix M where each column corresponds to
the acoustic power map generated by an acoustic source located at a given position and
each row is the vectorized representation of the acoustic power map itself.

Figure 6.7: CAV3D environment basis used for all LASSO-based refinement experiments.

6.5.4.1 Lambda Estimation

According to Equation (6.10), the λ parameter sets how sparse the maps should be.
The higher the λ, the more sparse the map will be. This means that larger values of
this parameter are translated into a better source localization in terms of MOTP error.
However, if λ is set to a too large value, the localization process could have inaccuracies,
as the optimization process will only search to minimize the number of active acoustic
sources.

In order to avoid this effect, we need to select a proper λ value for which the MOTP
error is minimized. Therefore, we run a hyperparameter optimal search procedure, by
obtaining the average MOTP error for all the sequences in the corresponding validation
sets used in this chapter.

In Figure 6.8 we see a comparison between the average MOTP error obtained with
the SRP and DeepGCC models and the average MOTP error obtained by the DeepGCC
maps refined with the DeepGCCLASSO technique. We can see that for λ values larger than
1e−3 the LASSO optimization strategy is able to outperform both the SRP and DeepGCC
methods. In our experiments we finally selected λ = 1e−2.
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Figure 6.8: MOTP errors variations based on the selected lambda for the LASSO algorithm.

6.5.4.2 Acoustic Source Localization Performance

Once the λ parameter is experimentally set to an specific value (λ = 1e−2 in our case),
we then assess the performance of the proposed DeepGCCLASSO method, by refining the
maps generated by the DeepGCC model, and compare it with the SRP algorithm and
the DeepGCC method. We evaluated the performance of the DeepGCCLASSO method in
scenarios with one, two and three simultaneous speakers inside the environment.

The results for the single speaker scenario are shown in Table 6.2 where we can see
that the DeepGCCLASSO refinement outperforms all the other methods in every sequence
but one. Regarding the first sequence, where the SRP method obtains the best results,
this is a low noise sequence, where the speaker moves slow and always facing sensors.
These conditions are suitable for the performance of this classical algorithm. Nevertheless,
in other more complex sequences DeepGCCLASSO obtains better results, achieving a very
relevant average improvement, with around 30% relative performance improvements when
comparing with both methods.

Speaker 1
SRP DeepGCC DeepGCCLASSO

Cseq09 692 728 814
Cseq10 815 806 775
Cseq11 1092 1069 597
Cseq12 1080 1025 668
Cseq13 867 798 565

AvgMOTP 955 921 653

∆MOTP
rSRP

— 3.56% 31.62%
∆MOTP

rDeepGCC
-3.69% — 29.10%

Table 6.2: Experiment 1 results comparing the performance of DeepGCCLASSO model (DeepGCC maps
refined with the LASSO algorithm) against the DeepGCC model and SRP algorithm when facing single

speaker sequences: MOTP localization error in mm.

Table 6.3 shows the results obtained by each method when facing the two speakers
sequences. In every scenario the refinement of the first speaker position is better than the
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second one. This happens due to the fact that first detected speaker is always the most
acoustically energetic one, thus the second speaker will have a worse localization. However,
the performance of DeepGCC and DeepGCCLASSO methods are very close in terms of
MOTP error. The average relative improvement of DeepGCCLASSO as compared with the
DeepGCC is around 37%, while there is a non-significant average relative degradation of
−0.13% as compared with DeepGCC

Speaker 1 Speaker 2 Average
SRP DeepGCC DeepGCCLASSO SRP DeepGCC DeepGCCLASSO SRP DeepGCC DeepGCCLASSO

Cseq22 939 782 780 1695 803 852 1317 793 816
Cseq23 1369 1000 983 986 641 640 1178 821 812
Cseq24 1025 690 684 1608 830 832 1317 760 758

AvgMOTP 1136 827 812 1393 724 764 1265 790 791

∆MOTP
rSRP

— 27.16% 28.52% — 48.03% 45.15% — 37.51% 37.47%
∆MOTP

rDeepGCC
-37.36% — 1.81% -92.40% — -5.52% -60.13% — -0.13%

Table 6.3: Experiment 1 results comparing the performance of DeepGCCLASSO model (DeepGCC maps
refined with the LASSO algorithm) against DeepGCC model and SRP algorithm when facing two

speakers sequences: MOTP localization error in mm.

Finally, Table 6.4 shows the results for scenarios with three simultaneous active speak-
ers. We see very similar behavior for the DeepGCC and DeepGCCLASSO models. This is
caused by the fact that the acoustic maps estimated by the DeepGCC method are ac-
curate and clean enough to perform a proper localization. Applying the DeepGCCLASSO
method only leads to an average improvement of 3 mm for the case of sequence 25, while
for sequence 26 it even deteriorates by 4 mm. Regarding speaker 3 of both sequences,
the LASSO variant of the DeepGCC approach fails to improve on DeepGCC itself. This
is because this speaker has so little acoustic power that it is difficult to enhance its local-
ization by this technique. Nevertheless,we can state that DeepGCC and DeepGCCLASSO
have a similar performance, being DeepGCCLASSO slightly better, and outperforming SRP
algorithm.

Speaker 1 Speaker 2 Speaker 3 Average
SRP DeepGCC DeepGCCLASSO SRP DeepGCC DeepGCCLASSO SRP DeepGCC DeepGCCLASSO SRP DeepGCC DeepGCCLASSO

Cseq25 916 633 630 1023 557 549 2004 1312 1313 1314 834 831
Cseq26 1357 860 864 1173 692 692 2692 1395 1401 1741 982 986

AvgMOTP 1039 696 695 1065 595 589 2196 1335 1338 1433 875 874

∆MOTP
rSRP

— 32.98% 33.11% — 44.15% 44.69% — 39.20% 39.07% — 38.92% 39.01%
∆MOTP

rDeepGCC
-49.28% — 0.14% -78.99% — 1.01% -64.49% — -0.22% -63.77% — 0.11%

Table 6.4: Experiment 1 results comparing the performance of DeepGCCLASSO model (DeepGCC maps
refined with the LASSO algorithm) against DeepGCC model and SRP algorithm when facing three

speakers sequences: MOTP localization error in mm.

The LASSO-based map refinement strategy outperforms the localization accuracy in
terms of MOTP errors in most cases, especially in single speakers scenarios. However, it
has been proven that the lower the acoustic power of the speakers, the worse the local-
ization of them. Moreover, if the maps provided by the DeepGCC method are sufficiently
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accurate, this LASSO based approach will improve the localization of the acoustic sources
in a minor percentage, and may even worsen it.

Finally, Figure 6.9 shows a graphical comparison of the average MOTP error for se-
quences with one, two and three simultaneous active speakers.

Figure 6.9: MOTP errors (mm) for the LASSO map refinement algorithm according to the maximum
number of simultaneous active speakers.

6.5.5 Experiment 2: DeepGCCVNET Map Refinement

This section shows the results achieved with the map refinement method based on the
VNET model. This method takes the maps estimated with the DeepGCC network outputs,
and it refines them aiming to achieve a better localization accuracy in terms of MOTP
errors.

6.5.5.1 Experiment 2.1: Synthetic Training

In this experiment we train and validate the DeepGCCVNET model with the synthetic
datasets that were generated as explained in Section 6.5.2.1 and using the standard MSE
loss for this purpose. After that, we evaluate its ASL accuracy in terms of the MOTP
performance metric with the testing sequences included in Table 6.1.

The localization performance of the synthetically trained model (referred to as
DeepGCCVNETS) is compared against the SRP algorithm and the DeepGCC network un-
der the same conditions as the previous experiments with the DeepGCCLASSO approach
(described in Section 6.5.4), showing results for one, two and three simultaneous active
speakers scenarios.

In the case of single-speaker environments, Table 6.5 shows the obtained results. Again,
the map refinement strategy shows a very important relative performance improvement of
around 42% when compared with the SRP and DeepGCC alternatives. Also, in this case,
the first sequence analyzed has a better result for the SRP algorithm. This is because this
particular sequence has more favorable properties for this method, as described above.
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Speaker 1
SRP DeepGCC DeepGCCVNetS

Cseq09 692 728 708
Cseq10 815 806 669
Cseq11 1092 1069 486
Cseq12 1080 1025 551
Cseq13 867 798 450

AvgMOTP 955 921 540

∆MOTP
rSRP

— 3.56% 43.46%
∆MOTP

rDeepGCC
-3.69% — 41.37%

Table 6.5: Experiment 2.1 results comparing the performance of the DeepGCCVNETS
model (DeepGCC

maps refined with the synthetically trained VNET model) against the DeepGCC model and the SRP
algorithm when facing single speaker sequences: MOTP localization error in mm.

Table 6.6 shows the results when facing two speakers scenarios. It is observed how
speaker 1 (the most energetic one) is properly located, while for speaker 2 the localization
error severely increases up to 40cm as compared with that obtained with the DeepGCC
model. This is due to the synthetic data generation process, where no realistic acoustic
power level difference between speakers has been simulated when building the training
maps. Hence, this inaccuracy leads to a worse localization performance for the second
speaker.

Speaker 1 Speaker 2 Average
SRP DeepGCC DeepGCCVNetS

SRP DeepGCC DeepGCCVNetS
SRP DeepGCC DeepGCCVNetS

Cseq22 939 782 761 1695 803 956 1317 793 859
Cseq23 1369 1000 1083 986 641 1172 1178 821 1128
Cseq24 1025 690 614 1608 830 1231 1317 760 923

AvgMOTP 1136 827 823 1393 724 1148 1265 790 986

∆MOTP
rSRP

— 27.16% 27.55% — 48.03% 17.59% — 37.51% 22.05%
∆MOTP

rDeepGCC
-37.36% — 0.48% -92.40% — -58.56% -60.13% — -24.81%

Table 6.6: Experiment 2.1 results comparing the performance of the DeepGCCVNETS
model (DeepGCC

maps refined with the synthetically trained VNET model) against DeepGCC model and SRP algorithm
when facing two speakers sequences: MOTP localization error in mm.

The results for the experiment facing a three speakers environment are presented in
Table 6.7. Here we observe how the performance of speakers 1 and 2 is very similar ( ap-
proximately 600 cm of localization error) achieving a relative improvement over DeepGCC
of 5% on average. However, it is also seen that the results for speaker 3 are far worse,
being consistently better the DeepGCC method. The reason for this is the same as pre-
viously discussed, where due to the inaccuracies concerning the acoustic powers of each
speaker introduced by the training map synthetic generator, those acoustic sources with
less acoustic intensity are poorly localized.
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Speaker 1 Speaker 2 Speaker 3 Average
SRP DeepGCC DeepGCCVNetS

SRP DeepGCC DeepGCCVNetS
SRP DeepGCC DeepGCCVNetS

SRP DeepGCC DeepGCCVNetS

Cseq25 916 633 692 1023 557 623 2004 1312 1971 1314 834 1095
Cseq26 1357 860 600 1173 692 394 2692 1395 1454 1741 982 816

AvgMOTP 1039 696 666 1065 595 559 2196 1335 1827 1433 875 1017

∆MOTP
rSRP

— 32.98% 35.90% — 44.15% 47.51% — 39.20% 16.80% — 38.92% 29.03%
∆MOTP

rDeepGCC
-49.28% — 4.31% -78.99% — 6.05% -64.49% — -36.85% -63.77% — -16.22%

Table 6.7: Experiment 2.1 results comparing the performance of DeepGCCVNETS
model (DeepGCC maps

refined with the VNET model) against the DeepGCC model and the SRP algorithm when facing three
speakers sequences: MOTP localization error in mm.

As a general conclusion, the DeepGCCVNETS model clearly outperforms the localization
performance of the SRP method in any situation, while with when comparing it with
respect to the DeepGCC model, it tends to improve the localization of the more energetic
speakers. Bearing in mind that average MOTP errors are increased by the inaccuracies of
the least energetic speakers due to the generation of the training maps, Figure 6.10 shows
a graphical comparison of these errors.

Figure 6.10: MOTP errors for the synthetically trained VNET map refinement method according to the
maximum number of simultaneous active speakers.

6.5.5.2 Experiment 2.2: Semi-synthetic training

The semi-synthetic training strategy consists of keeping the previously synthetically
trained DeepGCCVNETS model, and fine-tuning it with real sequences, using again the
standard MSE loss function. The sequences used for the fine tuning procedure are the
training partitions shown in Table 6.1. The process for generating the DeepGCC sig-
nals for building the acoustic power maps in multi-speaker sequences is identical to that
explained in Section 5.5.2.1.

This method, referred to as DeepGCCVNET+FT , is compared against the DeepGCC and
DeepGCCVNETS models in order to asses the improvement of the fine-tuning process in
terms of MOTP errors. We again evaluate the performance of the neural network in
scenarios with one, two or three simultaneous active speakers.

When facing single-speaker environments we obtain the results shown in Table 6.8.
In all cases the fine-tuning process outperforms the DeepGCC model with a 29% of rel-
ative improvement. However, it is not enough to get a better location accuracy than
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that obtained with the the synthetically training VNET model (DeepGCCVNETS).This is
mainly due to the fact that the synthetic training approach fits best when addressing the
single-speaker localization task. Fine-tuning with real data in the proposed form adds a
complexity to the later analyzed problem that is useful in more complex multi-speaker
scenarios.

Speaker 1
DeepGCC DeepGCCVNetS

DeepGCCVNetF T

Cseq09 728 708 814
Cseq10 806 669 774
Cseq11 1069 486 591
Cseq12 1025 551 667
Cseq13 798 450 565

AvgMOTP 921 540 651

∆MOTP
rDeepGCC

— 41.37% 29.32%
∆MOTP

rDeepGCCVNetS

-70.55% — -20.55%

Table 6.8: Experiment 2.2 results comparing the performance of the DeepGCCVNET+F T model
(DeepGCC maps refined with the fine-tuned VNET model) against the DeepGCC model and the

synthetically trained VNET-based refinement model when facing single speaker sequences: MOTP
localization error in mm.

In scenarios where two active acoustic sources are found simultaneously, a better av-
erage localization is obtained with DeepGCCVNET+FT than with DeepGCCVNETS . However,
this method is not able to improve the DeepGCC proposal when localizing the second
speaker. This is again due to the power difference between the two speakers. It should be
noted that in sequence 22 this effect is overcome by obtaining a localization improvement
for the second speaker of 20cm and 16cm on average for this sequence.

Speaker 1 Speaker 2 Average
DeepGCC DeepGCCVNetS

DeepGCCVNetF T
DeepGCC DeepGCCVNetS

DeepGCCVNetF T
DeepGCC DeepGCCVNetS

DeepGCCVNetF T

Cseq22 782 761 661 803 956 600 793 859 631
Cseq23 1000 1083 911 641 1172 1151 821 1128 1031
Cseq24 690 614 601 830 1231 1159 760 923 880

AvgMOTP 827 823 731 724 1148 1032 790 986 882

∆MOTP
rDeepGCC

— 0.48% 11.60% — -58.56% -42.54% — -24.81% -11.65%
∆MOTP

rDeepGCCVNetS

-0.48% — 11.18% 36.93% — 10.10% 19.88% — 10.55%

Table 6.9: Experiment 2.2 results comparing the performance of the DeepGCCVNET+F T model
(DeepGCC maps refined with the fine-tuned VNET model) the against DeepGCC model and the
synthetically trained VNET-based refinement model when facing two speaker sequences: MOTP

localization error in mm.

Table 6.10 shows the results for scenarios where three sources are active at the same
time. In this case it is noted that the fine tuned DeepGCCVNET+FT method significantly
outperforms the synthetically trained method and get better results than the model with-
out a refinement process in the two more energetic speakers. In addition, it can also be
appreciated how this proposal improves on average both the DeepGCCVNETS method by
14.63% and the DeepGCCVNETS method by 26.55% in terms of relative improvement.
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Speaker 1 Speaker 2 Speaker 3 Average
DeepGCC DeepGCCVNetS

DeepGCCVNetF T
DeepGCC DeepGCCVNetS

DeepGCCVNetF T
DeepGCC DeepGCCVNetS

DeepGCCVNetF T
DeepGCC DeepGCCVNetS

DeepGCCVNetF T

Cseq25 633 692 494 557 623 355 1312 1971 1356 834 1095 735
Cseq26 860 600 573 692 394 410 1395 1454 1346 982 816 776

AvgMOTP 696 666 516 595 559 370 1335 1827 1353 875 1017 747

∆MOTP
rDeepGCC

— 4.31% 25.86% — 6.05% 37.82% — -36.85% -1.35% — -16.22% 14.63%
∆MOTP

rDeepGCCVNetS

-4.50% — 22.52% -6.44% — 33.81% 26.93% — 25.94% 13.96% — 26.55%

Table 6.10: Experiment 2.2 results comparing the performance of the DeepGCCVNET+F T model
(DeepGCC maps refined with the fine-tuned VNET model) against the DeepGCC model and the
synthetically trained VNET-based refinement model when facing three speaker sequences: MOTP

localization error in mm.

Finally, in Figure 6.11 we show a graphical comparison of the average MOTP errors
for different number of simultaneous active speakers. We see how for a single speaker the
performance gets worse in terms of MOTP error, but when the number of active speakers
increase the localization error decreases. This is because the information introduced by
the real data used in the fine tuning process complements the neural network to correctly
perform for both the single-speaker and multi-speaker cases.

Figure 6.11: MOTP errors for the semi-synthetically trained VNet map refinement method according to
the maximum number of simultaneous active speakers.

6.5.5.3 Experiment 2.3: Use of the Shrinkage Focal Loss function

In all the experiments with the VNET-based strategy, all the training and fine-tuning
procedures have been carried out by using the standard MSE loss function to minimize
the error between the estimated outputs and the ground truth values. Nevertheless, there
exists more specific loss functions which, depending on the problem, they are capable of
improving the network’s gradient descense by paying attention to some aspects of the
model estimation according to the desired output.

With this objective, we evaluated the Shrinkage focal loss function defined in Equa-
tion (6.13) and proposed in [136]. Since acoustic power maps retrieved by DeepGCC

method are expected to have a few (or even a single) values where power becomes a max-
imum, Shrinkage focal function loss will make the model give more importance to values
near to 1 than those close to 0. It is important to note that, in order to let the network to
focus on learning the general aspects of the task, this loss function is only applied when
fine-tuning the network.
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As in previous experiments, we evaluate the proposed model (that will be referred to
as DeepGCCVNETFT+SH ) in scenarios where one, two and three speakers are simultaneously
active. We will compare these results against the DeepGCC model without refinement
process, and against the fine-tuned DeepGCCVNET network with a MSE loss.

From the results of the experiment where there is only one active speaker, shown in
Table 6.11, we can say that, in general terms, the fine tuning process with the shrinkage
focal loss improves by 33.98% over the DeepGCCmodel without the map refinement block.
Note that in sequence 9 as it is a simpler sequence, DeepGCC already provides an optimal
solution and hence DeepGCCVNETFT+SH is not capable of improving it, as previously men-
tioned. Regarding the DeepGCCVNETFT+SH model, it can be seen how DeepGCCVNETFT+SH

obtains better results in all sequences with an average relative improvement of 6.61% over
the DeepGCCVNETFT+SH model.

Speaker 1
DeepGCC DeepGCCVNET+F T DeepGCCVNETF T +SH

Cseq09 728 814 769
Cseq10 806 774 730
Cseq11 1069 591 552
Cseq12 1025 667 623
Cseq13 798 565 520

AvgMOTP 921 651 608

∆MOTP
rDeepGCC

— 29.32% 33.98%
∆MOTP

rDeepGCCV NET +F T
-41.47% — 6.61%

Table 6.11: Experiment 2.3 results comparing the performance of DeepGCCVNETF T +SH
model (DeepGCC

maps refined with fine-tuned VNET model using a shrinkage focal loss) against the DeepGCC model and
the fine-tuned VNET-based refinement model having used a MSE loss when facing single speaker

sequences: MOTP localization error in mm.

The results for the two-speaker scenario are shown in Table 6.12. In this case, we
can see that both the DeepGCCVNET+FT and DeepGCCVNETFT+SH approaches have similar
performance in terms of average MOTP relative improvement over the DeepGCC method
in locating the most energetic speaker (Speaker 1). However, when it comes to finding
the second most energetic region within the acoustic map, the shrinkage function loss
based method DeepGCCVNETFT+SH degrades due to the fact that these regions usually
have values much lower than 1, which causes the focal loss to not focus on these regions
when optimizing the network, thus resulting in a worse location result for the less energetic
speaker in the environment (Speaker 2). This can be seen in the average results where
DeepGCCVNETFT+SH has a degradation of 8.73% over DeepGCCVNET+FT and 21.39% over
the DeepGCC method.
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Speaker 1 Speaker 2 Average
DeepGCC DeepGCCVNET+F T DeepGCCVNETF T +SH

DeepGCC DeepGCCVNET+F T DeepGCCVNETF T +SH
DeepGCC DeepGCCVNET+F T DeepGCCVNETF T +SH

Cseq22 782 661 683 803 600 631 793 631 657
Cseq23 1000 911 802 641 1151 1534 821 1031 1168
Cseq24 690 601 691 830 1159 1167 760 880 929

AvgMOTP 827 731 731 724 1032 1187 790 882 959

∆MOTP
rDeepGCC

— 11.6% 11.6% — -42.54% -63.95% — -11.65% -21.39 %
∆MOTP

rDeepGCCVNET+F T
-13.13% — 0% 29.84% — -15.02% 10.43% — -8.73%

Table 6.12: Experiment 2.3 results comparing the performance of DeepGCCVNETF T +SH
model (DeepGCC

maps refined with fine-tuned VNET model using a shrinkage focal loss) against the DeepGCC model and
the fine-tuned VNET-based refinement model having used a MSE loss when facing two speaker

sequences: MOTP localization error in mm.

As we can see in Table 6.13, the shrinkage-focal-loss based model did not perform as
well as the DeepGCCVNET+FT proposal. On average, DeepGCCVNETFT+SH has a relative
improvement over DeepGCC of 4.09%, while DeepGCCVNET+FT has an improvement of
14.63% over the same method. This has the same explanation as the two-speaker experi-
ment. The less energetic speakers (Speakers 2 and 3) contribute less to the acoustic power
map, so their refinement is worse when using this method, and their localization results
are not as good as those of DeepGCCVNET+FT . Also, in these experiments, the localiza-
tion of speaker 1 (the most energetic) does not get as good results as those obtained by
DeepGCCVNET+FT , especially on sequence 25. This could be due to the fact that in this
particular sequence all the speakers are active in a reduced area, making it difficult to
localize them correctly.

Speaker 1 Speaker 2 Speaker 3 Average
DeepGCC DeepGCCVNET+F T DeepGCCVNetshrinkage DeepGCC DeepGCCVNET+F T DeepGCCVNetshrinkage DeepGCC DeepGCCVNET+F T DeepGCCVNetshrinkage DeepGCC DeepGCCVNET+F T DeepGCCVNetshrinkage

Cseq25 633 494 568 557 355 506 1312 1356 1491 834 735 855
Cseq26 860 573 515 692 410 403 1395 1346 1421 982 776 780

AvgMOTP 696 516 553 595 370 477 1335 1353 1471 875 747 834

∆MOTP
rDeepGCC

— 25.86% 20.55% — 37.82% 19.83% — -1.35% -10.19% — 14.63% 4.69%
∆MOTP

rDeepGCCVNET+F T
-34.88% — -7.17% -60.81% — -28.92% 1.33% — -8.72% -17.14% — -11.65%

Table 6.13: Experiment 2.3 results comparing the performance of the DeepGCCVNETF T +SH
model

(DeepGCC maps refined with fine-tuned VNET model using a shrinkage focal loss) against the DeepGCC
model and the fine-tuned VNET-based refinement model having used a MSE loss when facing three

speaker sequences: MOTP localization error in mm.

Applying the shrinkage loss to the fine-tuning process does not improve the results in
terms of source location accuracy for scenarios with multiple active speakers. However,
the experimental work in this section has been limited and requires a deeper experimental
work, at least to evaluate the influence of the a and c parameters of the shrinkage loss
function defined in Equation (6.13). Nevertheless, Figure 6.12 summarizes the average
MOTP errors for the different maximum number of simultaneous active sources.

Note that both proposed approaches outperform the DeepGCC method when locating
only one active acoustic source, with DeepGCCVNETFT+SH achieving an average improve-
ment of 43cm over DeepGCCVNET+FT . However, when faced with scenarios where there
are multiple active speakers, using a focal loss does not produce better results than the
previously proposed DeepGCCVNET+FT method. As explained before, this is due to the
fact that less energetic loudspeakers are represented within the acoustic map with rays
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whose maximum value is much lower than 1, and therefore using a focal loss does not
seem to be appropriate in these cases.

Figure 6.12: MOTP errors for the different used losses when fine-tuning the VNet map refinement
method according to the maximum number of simultaneous active speakers.

6.5.5.4 Experiment 2.4: Discriminative Domain Adaptation

The last experiment carried out for the VNET-based map refinement strategies considers
the application of domain adaptation state-of-the-art techniques. They consists of a more
sophisticated procedure than that carried out in a standard fine-tuning process. Instead
of fitting the network weights to the new (fine tuning) input data, these techniques try to
adapt the new data to the data previously used for training.

In our case, we chose to use the ADDA technique proposed in [137]. The synthetically
trained VNET model is split into a encoder side (referred to as VNETencS ) and a decoder
side (referred to as VNETdecS ), whose weights are always frozen. We also define a randomly
initialized VNET encoder that will be used for the domain adaptation task (referred to as
VNETencADDA).

The domain adaptation process is fitted by an adversarial training. This means that
a discriminator network (D) tries to distinguish between the synthetic data encoded by
VNETencS and the real data encoded by VNETencADDA while VNETencADDA along the VNETdecS is
fitted to get a proper map refinement result beside to give an encoded real data as close
as possible to the encoded synthetic data, since the decoder VNETdecS is always frozen, the
only way to get an optimal result is to force the VNETencADDA encoder to give an output
similar to the output of the VNETencS encoder. Figure 6.13 summarizes this iterative
adversarial training.

In our experiments, we train the DeepGCCmodel using the explained ADDA technique,
proposal that will be referred to as DeepGCCVNETADDA . For this training process we
have iterated for 1000 epochs with a batch size of 10 samples. This iterative process is
terminated when no better model is found in 20 consecutive epochs. We use the ADAM
optimizer with a learning rate of 10−3.
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Figure 6.13: Graphical explanation of ADDA training.

The results obtained after training with the ADDA strategy are compared with those
achieved by the DeepGCC model with the VNET-based refinement block trained on syn-
thetically generated data (DeepGCCVNETS) and with the DeepGCC model without the
refinement process.

Table 6.14 shows the results of the ADDA-based proposal when faced with single-
speaker scenarios. We can clearly see that there is no consistent behavior when compared
to the DeepGCCVNETS and DeepGCC models, with sequences such as sequence 10, where
20cm from DeepGCCVNETS and 40cm from DeepGCC of improvement are achieved, while
in sequences like sequence 9, performance degrades with an average of 40 cm over the
other two methods.

Speaker 1
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA

Cseq09 728 708 1132
Cseq10 806 669 465
Cseq11 1069 486 911
Cseq12 1025 551 358
Cseq13 798 450 880

AvgMOTP 921 540 746

∆MOTP
rDeepGCC

— 41.37% 19.00%
∆MOTP

rDeepGCCVNETS
-70.55% — -38.15%

Table 6.14: Experiment 2.4 results comparing the performance of DeepGCCVNETADDA
model (DeepGCC

maps refined using an ADDA training methodology for the VNET model) against the DeepGCC model
and the synthetically trained VNET-based refinement model when facing single speaker sequences:

MOTP localization error in mm.

Table 6.15 summarizes the results when addressing the task of locating two simulta-
neous active speakers. In this case, the ADDA-based trained version of DeepGCC is, in
average terms, better when locating the most energetic speaker. However, the second
most energetic speaker location accuracy degrades significantly compared to the results
of both DeepGCC and DeepGCCVNETS . This could be to the fact that the simplicity of
the ADDA approach, since only a naive hyperparameter tuning have been performed.
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Speaker 1 Speaker 2 Average
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA

Cseq22 782 761 701 803 956 859 793 859 780
Cseq23 1000 1083 871 641 1172 1859 821 1128 1365
Cseq24 690 614 712 830 1231 1396 760 923 1054

AvgMOTP 827 823 769 724 1148 1452 790 986 1111

∆MOTP
rDeepGCC

— 0.48% 7.01% — -58.56% -100.55% — -24.81% -40.63%
∆MOTP

rDeepGCCVNETS
-0.49% — 6.56% 36.93% — -26.84% 19.88% — -12.68%

Table 6.15: Experiment 2.4 results comparing the performance of DeepGCCVNETADDA
model (DeepGCC

maps refined using an ADDA training methodology for the VNET model) against the DeepGCC model
and the synthetically trained VNET-based refinement model when facing two speaker sequences: MOTP

localization error in mm.

The results when there are three simultaneous active sources inside the environment
are shown in Table 6.16, where we can see that the ADDA-based proposal performs poorly,
not being able to outperform neither the DeepGCC method or other DeepGCCVNETS in
any of the sequences. In average relative improvement terms, DeepGCCVNETADDA degrades
in 4.92% over DeepGCCVNETS and 21.94% over DeepGCCVNETADDA .

Speaker 1 Speaker 2 Speaker 3 Average
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA
DeepGCC DeepGCCVNETS

DeepGCCVNETADDA

Cseq25 633 692 809 557 623 679 1312 1971 1762 834 1095 1083
Cseq26 860 600 436 692 394 378 1395 1454 2263 982 816 1026

AvgMOTP 696 666 705 595 559 595 1335 1827 1902 875 1017 1067

∆MOTP
rDeepGCC

— 4.31% -1.30% — 6.05% 0.00% — -36.85% -42.47% — -16.22% -21.94%
∆MOTP

rDeepGCCVNETS
-4.50% — -5.86% -6.44% — -6.44% 26.93% — -4.11% 13.97% — -4.92%

Table 6.16: Experiment 2.4 results comparing the performance of DeepGCCVNETADDA
model (DeepGCC

maps refined using an ADDA training methodology for the VNET model) against the DeepGCC model
and the synthetically trained VNET-based refinement model when facing three speaker sequences:

MOTP localization error in mm.

Finally, in Figure 6.14 we show the overall average results, from which we can conclude
that in average terms the ADDA technique does not achieve any accurate enough results
to outperform the DeepGCC or DeepGCCVNETS methods in any of the proposed scenarios.
This not promising results could be due to the fact that the hyperparameter tuning
procedure when configuring the ADDA scheme has been naive. Further research and
experimental procedures will be needed by using this approach of adapting the refinement
model from synthetically generated data to a real environment with few labeled data.

Figure 6.14: MOTP errors for the VNet map refinement method when training with ADDA
methodology according to the maximum number of simultaneous active speakers.
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6.5.6 Experiment 3: DeepGCCLASSO vs. DeepGCCVNET

In this section we compare the performance of the two proposals described in this chapter
to carry out an acoustic map refinement process, those based on the LASSO algorithm
(DeepGCCLASSO), and those based on the use of a VNET model (DeepGCCVNET variants).

6.5.6.1 Localization Performance Comparison

Figure 6.15 shows the overall results in terms of average MOTP for every experiment
performed. We have proposed different acoustic power map refinement blocks and all
have been evaluated against the SRP algorithm as well as the DeepGCC method.

Figure 6.15: Summarized MOTP errors for all map refinement methods according to the maximum
number of simultaneous active speakers.

The only non deep learning based method proposed (DeepGCCLASSO) has achieved
a good localization accuracy, always outperforming SRP for any proposed experiment
(single-speaker, two-speaker and three-speaker), obtaining an improvement of 30cm, 50cm
and 60cm approximately for each of the scenarios. Compared to DeepGCC performance,
DeepGCCLASSO works better when facing single-speaker environments achieving 25cm of
MOTP improvement. However, it cannot get a better localization estimation on multi-
speaker sequences. This is due to the fact that maps retrieved by DeepGCC methods are
clear enough and thus, DeepGCCLASSO model can only equals DeepGCC method perfor-
mance.

As for the results obtained by the deep learning-based refinement block, synthetically
trained DeepGCCVNETS , it can be observed how it obtains the best result in the single-
speaker scenario, with an improvement of 42cm with respect to SRP and 38cm with respect
to DeepGCC. However, when moving to environments where two or three speakers are ac-
tive simultaneously, its performance degrades, failing to improve to the DeepGCC method
without a refinement block. This is because the synthetic data with which DeepGCCVNETS
has been trained is not rich enough to describe the complexity of the problem.

To mitigate the above, a fine tuning process of the refinement block has been performed
using the MSE and Shrinkage loss functions. In both cases it is observed that for the
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case of a single speaker the performance of both DeepGCCVNET+FT and DeepGCCVNETFT+SH

worsens with respect to the DeepGCCVNETS method. However, for the two-speaker scenario
an improvement is already noticed, but it is in the three-speaker scenario where the best
results are obtained. In particular, in the case of DeepGCCVNET+FT , an improvement of
67cm with respect to SRP and 13cm with respect to DeepGCCVNET+FT is obtained. As
for DeepGCCVNETFT+SH the results obtained are satisfactory, but a better performance is
expected in subsequent experiments where the influence of each of the parameters of the
loss function will be carefully evaluated.

Finally, the DeepGCCVNETADDA method always improves the SRP algorithm in each of
the proposed experiments. However, this proposal only improves its version without the
refinement block (DeepGCC) in the single-speaker scenario, being much worse for the two
and three-speaker scenarios. In spite of this, this method shows very promising properties
that would allow us to train in a first stage a generalist model, that will then be adapted
to the environment where it will be assessed, with a very reduced number of data.

6.5.6.2 Computational Demands Comparison

In this section, we asses the computational requirements of the two map refinement pro-
posals. The computer used for experiments described has an Ubuntu 20.04 LTS distro as
Operative System and its hardware is composed of an IntelTM i7− 6700K 8 cores CPU ,
32GiB of RAM and a NV IDIA GeForce GTX 1080 GPU .

For this calculation we do not take into account the time needed to locate the different
sources, so that we only consider the required time for the map refinement process. We
also provide the time spent in the estimation of the DeepGCC signals, and the time
devoted to building the acoustic power map to be refined as informative means. Note
that these times are fixed regardless of the refining method applied, but they put in
context the computational requirements for the map refining procedure.

(a) LASSO (b) VNet

Figure 6.16: Computational times (in ms) taken for getting the DeepGCC signals, building the acoustic
power map and refining it whether by using (a) LASSO algorithm or (b) VNet model.
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In Figure 6.16 we can see that the LASSO-based refinement process takes 1.25 seconds
where 368ms are taken for building the power map and the 70.7% of the total time is
dedicated to refine it, whereas in the VNet-based refinement process only a 12.56ms are
added to the 368ms needed to construct the map, taken the refinement process only a
3.3% of the total time needed.

6.6 Conclusions

In this chapter we have proposed two approaches to refine the acoustic power maps ob-
tained by using previously computed DeepGCC signals aimed at achieving better MOTP
accuracy results in the ASL task. From the experimental work, we can draw the following
main conclusions:

• The LASSO-based refinement strategy have proved to be, at least, as accurate as the
DeepGCC model without applying any kind of refinement, outperforming it in several
cases, specially when only focusing on those more energetic speakers. However, this
method takes almost 1 second to generate a single refined acoustic map.

• the VNET-based refinement strategy has proved to be a quick and accurate method
for general cases when trained using a semi-synthetic approach and the MSE loss
function. Additionally, several variants have been evaluated, all of them performing
better than the well-known SRP algorithm, but still with room for improvement.

• The refinement strategy carried out by the VNET-based model trained with synthetic
samples has been evaluated with positive results in single-speaker environments, but
its performance degrades as the number of speakers increases. Also when training
the VNET model using the Shrinkage loss function, we have obtained good results.
However, additional experimental work is required to evaluate further improvements
in the MOTP results.

• The ADDA based training strategy achieved the worst overall results. However, this
training schema is very sensitive in terms of learning parameters tuning, so that
further experiments are needed in order to improve these results.

Finally, we have also compared the computational requirement for the proposed meth-
ods. We can conclude that the VNET-based models are much faster than those based on
the LASSO optimization algorithm, allowing for near real time executions.



Chapter 7

Conclusions and Future Work

So comes snow after fire, and even dragons have their
ending!

J. R. R. Tolkien

7.1 Conclusions

In this thesis, we have developed systems capable of addressing Acoustic Source Local-
ization (ASL) tasks with state-of-the-art results. Our main goal was to present different
approaches which could outperform the widely used Steered Response Power (SRP) al-
gorithm as well as other state-of-the-art DNN-based proposals such as the well-known
SELDNet model described in [88–91].

In order to do so, our first contribution was proposing ASLNet, a model topology
designed to end-to-end estimate the (x, y, z) coordinates of the acoustic source from the
raw audio captured by the microphones instead of the typical Direction of Arrival (DoA).
In a first step, this method was trained with synthetically generated data and then fine
tuned with real sequences according to three different signal window lengths.

Our experiments proved that the maximum average relative improvement over the SRP
algorithm achieved in terms of MOTP metric was 31.3% and the relative improvement
over the SELDNet model was 12.65%. However, this method has been also proved to be
highly dependent of the data used for training. This contribution has been published in the
MDPI SENSORS Q2 journal with the title “Towards End-to-End Acoustic Localization
using Deep Learning: from Audio Signal to Source Position Coordinates”, and is fully
detailed in Chapter 4 of this book.

In our second contribution, we addressed the problem of achieving geometrical domain
independence in the context of ASL tasks. We proposed a method capable of performing
an accurate localization process with environmental conditions that were different from
those used for training the model while outperforming the robust SRP algorithm. We
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proposed the definition of Deep Generalized Cross-Correlation (DeepGCC) signals, which
are a deep learning based transform of the commonly used Generalized Cross-Correlation
(GCC) signals. With these DeepGCC signals we were able to build acoustic power maps
which were more robust to geometrical varying conditions to better find the location of
the acoustic sources within those maps.

In the conducted experiments for our second contribution, we compared our proposed
method with two existing models: ASLNet and SELDNet. The experiments aimed to
assess the level of domain independence achieved by our approach. We began by eval-
uating positions within areas that matched the training dataset environment (room and
microphone array conditions). Subsequently, we introduced variations in the room geo-
metrical environment (room mismatched conditions) and further extended the changes to
include both the room environment and the microphone array geometry (room and micro-
phone array mismatched conditions). Moreover, we conducted tests under multi-speaker
environments to demonstrate the capability of the DeepGCC model to handle this more
complex scenario.

It is worth noting that the DeepGCC model consistently outperforms the other evalu-
ated methods, both deep learning-based (ASLNet and SELDNet) and classical methods
(SRP), in terms of mean MOTP. The exception occurs in the experiment with room
and microphone array mismatched conditions, where the SRP algorithm achieves better
performance when training the DeepGCC model using data from the UPC room and eval-
uating it in the CAV3D room. However, we demonstrate that our method is not reliant
on the specific environment or sensor geometry. Moreover, it successfully handles the
multi-speaker localization task, achieving higher accuracy in acoustic source localization
compared to the same model trained for single-speaker localization.

Preliminary experiments of this work have been published in the IEEE EUSIPCO con-
ference with the title “Towards Domain Independence in CNN-based Acoustic Localization
using Deep Cross Correlations” and a much more detailed version was published in the
Elsevier Signal Processing Q1 journal with the title “Acoustic Source Localization with
Deep Generalized Cross Correlations”. A full description of the proposed method, the
performed experiments and their results are included in Chapter 5 of this book.

Finally, in the third contribution of this thesis, two acoustic power map refinement
methods have been proposed. The first one, based on the Least Absolute Shrinkage Se-
lection Operator (LASSO) optimization technique and in the work presented in [25], in
which we aim to estimate the coefficients to use in an environment based basis decompo-
sition, minimized according to the Mean Squared Error (MSE) between it and the current
acoustic map. In this optimization process we forced the coefficients to be sparse, which
allowed us to denoise the acoustic power maps in a realistic way. With this approach
we achieved an average MOTP relative improvement over the SRP algorithm of up to a
36.03%, and an average MOTP relative improvement over the DeepGCC model of 9.69%.
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We have also tested the influence of the λ optimization hyperparameter used, concluding
that values around λ = 10−2 obtain the best results in practice.

The second method for refining acoustic power maps proposed in this thesis book
utilized the well-known VNet model [102]. This learning-based approach was chosen to
overcome the limitations of optimization-based techniques. We initially trained the model
with synthetic data and then fine-tuned it using real sequences. By conducting the same
experiments as with the LASSO refinement methods, we achieved an average MOTP
relative improvement of 36.66% over the SRP algorithm and an average MOTP relative
improvement of 10.76% over DeepGCC. Additionally, we explored alternative function
losses and training schemes that showed promising results, surpassing the performance of
the SRP algorithm.

We also evaluated the computational demands of both techniques: the LASSO-based
refinement method and the VNet-based method. The LASSO-based technique took 888.24
ms to refine a map, accounting for 70.7% of the total execution time. In contrast, the
VNet-based method only required 12.56 ms, representing just 3.3% of the total execution
time. Detailed information on each method can be found in Chapter 6. Furthermore,
we have published the LASSO-based proposal in the Elsevier Signal Processing journal
under the title “Acoustic Source Localization with Deep Generalized Cross Correlations”,
while the contribution based on the VNet method will be included in an paper.

7.2 Future Research Lines

The completion of the thesis objectives has set the stage for further research and explo-
ration in the field. In light of this, we propose the following future research directions:

• Development and implementation of novel deep learning layers that enable more gen-
eralized filtering of signal correlations. While PHAT filtering is highly effective on a
per-signal basis, it poses challenges when integrated into learning models. We sug-
gest designing a new layer that can generate filters heuristically, effectively weighting
the given signal correlations and enhancing the localization of acoustic sources.

• Enhancement of multi-speaker localization methods through the integration of track-
ing algorithms. To address the issue of varying speaker intensities across acoustic
frames, incorporating tracking techniques can lead to improved MOTP results.

• Extending the application of ASL techniques to Distributed Acoustic Sensing (DAS)
environments. This involves developing novel methods to effectively utilize the abun-
dant data collected by DAS sensors, such as fiber optic strain measurements [138,139].
Building upon the DeepGCC-based approaches presented in this thesis, we aim to de-
sign beamforming-based localization algorithms capable of handling a large number
of sensors and their corresponding signals.
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• Exploring model aggregation techniques as a means of domain adaptation. Inspired
by recent advancements in federated learning approaches [140, 141], we intend to
train a single model on multiple environments and aggregate the results into a global
model. This enables the model to perform accurately in any of the trained environ-
ments, benefiting from the knowledge acquired across different settings. Importantly,
this approach eliminates the need for retraining or fine-tuning.

• Another promising research direction is to explore the potential of utilizing the back-
ground information, or noise, captured by the sensors to estimate the geometry of
the surrounding space where the sensors are deployed. This concept aligns with the
work presented in [142]. The background noise recorded by the sensors contains
valuable information about the multipath effects caused by signals reflecting within
the rooms, allowing for the extraction of geometrical components of the environment.
A possible system design involves an ASL system that first identifies the positions
of the acoustic sources. It then subtracts the signals emitted by these sources from
the recordings, considering only the direct path between each source and the sen-
sor. The outcome of this process would be a signal containing only the multipath
component, which can be utilized to estimate the dimensions and characteristics of
the environment. This approach offers a straightforward and cost-effective means of
generating an initial map of the environment, particularly beneficial for applications
in virtual reality.
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