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Abstract 
 Air to Air Refueling (AAR) was first performed over 100 years ago and until now it has 

almost exclusively been used in military applications. This is due to the prohibitive cost of 

maintaining a tanker fleet to enable refueling operations as well as the amount of training 

required by both tanker and receiver pilots to mitigate the risk involved with operating aircraft in 

close proximity. There are two methods of performing AAR operations: probe-drogue and flying 

boom. This work investigates the feasibility of converting a civilian tanker into a probe-drogue 

tanker for use in civilian applications. The aircraft chosen for this work is FuelBoss AT-802 as a 

fuel hauler. The first objective of this thesis is to model the AT-802 and explore its potential role 

as an AAR tanker. 

 The second objective of this thesis is to address the issue of risk in AAR by modeling a 

hose-drogue and proposing a new control technology to stabilize a drogue in flight. As no drogue 

system is available for experimental testing, a flexible smart structure lab workstation will be 

used to investigate control strategies for vibration suppression under variable system dynamics. 

A Deep Deterministic Policy Gradient (DDPG) algorithm is proposed in conjuncture with 

Domain Randomization for reinforcement training of the controller. The effectiveness of the 

proposed control technique and learning algorithm is verified by experimental tests, with 

comparison to other related control methods such as the built-in PD controller and an intelligent 

NF controller. Dynamic conditions of the flexible structure are simulated by placing magnetic 

mass blocks at different positions on the beam. Experimental results show that the proposed 

DDPG controller outperforms other related control methods in terms of settling time, overshoot, 

and mean error, without sacrificing robustness and stability. It can learn a decision-making 

policy in environments with large action spaces such as in vibration suppression and has 

potential to used for hose-drogue system control.  
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Chapter 1 - Introduction and Literature Review 

1.1 Problem Statement 
Canada as a country is in a unique position in terms of air power and air force. With a 

large amount of territory that is uninhabited and most of the population living along the southern 

section of the country, defence and air coverage of northern areas may be difficult when 

deploying from major air bases. For these reasons Canada can benefit greatly from air to air 

refueling (AAR) of its own air force and other civilian aircraft such as rescue helicopters. 

However, currently the Royal Canadian Air Force relies on tankers from the U.S. Air Force for 

refueling needs [1, 2]. Consequently, a tanker that suits the unique AAR needs of Canada would 

and will be greatly important in the future. This work will focus on the AT-802-FuelBoss tanker 

which, is an aircraft that is outfitted to deliver fuel to remote communities in Canada and in the 

world.  

Figure 1.1 shows a FuelBoss, which is a modified AT-802. It is manufactured by Air 

Tractor in Onley, Texas and modified by FuelBoss to carry fuel, becoming the AT-802-FuelBoss 

Boasting a deliverable load of 8000 lbs from a single engine aircraft, the FuelBoss can carry 

4000 litres of fuel while remaining versatile and being able to respond swiftly [3]. This aircraft 

was developed off of the AT-802-FireBoss, firefighting aircraft, that can carry a large capacity 

for its size, while being able to take off in a short distance and respond much more quickly than a 

larger tanker [4]. This made the AT-802 well suited to serve as an aerial refueling tanker. 

 

Figure 1.1: AT-802 FuelBoss [3] 
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 This work focuses on the development of AAR system to refuel helicopters using AT-

802-FuelBoss as a tanker. 

 

1.2 Overview on Aerial Refueling 
Aerial refueling has been performed for almost 100 years, to refuel a receiver aircraft 

from a tanker aircraft while flying. The first test was performed between two bi-planes on June 

27th, 1923, with 75 gallons of fuel delivered [5]. Since then, many innovations have been made 

to improve the capabilities of air forces in extending range and operational area of missions, as 

well as increasing the flexibility and versatility of strategy in aerial operations [6]. Figure 1.2 

shows an early refueling test between two biplanes using the looped hose method. 

 

Figure 1.2: Refueling test: de Havilland DH-4B hanging hose to be grabbed by second DH-B4 using looped hose 

method [1] 

There are two common types of AAR; the “flying boom” and the probe-and-drogue 

methods. The flying boom is mainly used by large tankers to deliver fuel to large receivers with a 

high fuel flow rate [7]. The flying boom method relies on an operator within the refueling tanker 

to manipulate a boom into a receptacle on the receiver and deliver fuel, shown in Figure 1.3. The 

operator ‘flies’ the boom into a refueling port on the receiver aircraft.  



 

 3  
 

 

Figure 1.3: KC-10 refueling a B-52 using the 'flying boom' method [8] 

Probe and drogue is typically applied for refueling small receiver aircraft such as fighters and 

helicopters [8], [9]. Probe and drogue refueling is performed by the tanker aircraft crew 

extending a hose with a drogue at the end. As illustrated in Figure 1.4, the drogue creates a drag 

as its shape is similar to a parachute. The drag force generates tension in the hose and ensures the 

drogue is aerodynamically stable enough to not be negatively effected by turbulence [10]. The 

drogue acts as a moving target, for the receiving aircrafts pilot to ‘fly into’ such that the probe on 

the receiver couples within the center of the drogue [8]. The drag on the drogue is enough to 

allow the receiver pilot to overcome the connection force of the drogues coupling. The FuelBoss 

is a small tanker and will mainly be refueling small planes and helicopters and therefore this 

work focuses on probe-and-drogue refueling technology. 

 

 

Figure 1.4: KC-130 refueling multiple F-18s using the probe and drogue method [5]  
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1.3 Challenges in Aerial Refueling 
AAR can benefit both military and commercial sectors. When a hose and drogue are 

extended behind the tanker, they experience aerodynamic disturbances that are affected by a 

number of factors such as air speed and atmospheric conditions. The hose and drogue possess 

little to no ability to respond to these external disturbances, which leads to many challenges 

when docking with the receiver aircraft [11]. For example, the hose and drogue can be disturbed 

by the same factors that may disturb a conventional aircraft such as constant wind, wind gusts, 

and turbulence. The drag acting on the drogue may be able to dampen these effects in light 

conditions, but larger effects can lead to instability. Disturbances like the tanker’s wake and the 

bow-wave effect are unique to aerial refueling. As the tanker flies through the air, it disturbs the 

air behind it; this can be seen in Figure 1.5, which is taken from a study simulating the effects of 

the tanker’s wake in helicopter aerial refueling. The topology in the figure shows aerodynamic 

disturbances from the fuselage, propellers, wingtip, flaps, and refueling pod, all of which effect 

the flight of the drogue behind the tanker. [12] 

 

Figure 1.5: U.S. Coast Guard photo of C-130J with wake turbulence visible in clouds [12]  
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In addition, the bow-wave effect can perturb the hose-drogue as the receiver flies close 

enough to the drogue in order to couple. The bow-wave effect is caused by the aerodynamic 

disturbance in-front of a fighter as it flies. This disturbance pushes away the drogue as the 

receiver approaches and creates a difficult challenge for refueling pilots. [13-16]. An example of 

this effect on a drogue’s flight can be seen in Figure 1.6. 

 

                                              (a)                                                                                     (b) 

Figure 1.6: Illustration of the bow-wave effect in AAR [16]: (a) drogue is displaced by approaching receiver due to 

the bow-wave effect. (b) receiver reverses approach and drogue returns to natural position.  

Another challenge in AAR is referred to as the hose whipping phenomenon, which occurs 

when slack is created in the refueling hose as the receiver aircraft attempts to couple with the 

drogue [17]. Unfortunately, there is very limited research in literature on the dynamics of the 

hose and drogue during refuelling, as well as on the study of the response and control methods 

when hose whipping is occurring. [18, 19]. Advanced research in drogue stabilization and 

docking control could be very beneficial as it could reduce requirement from pilots and allow for 

a less expensive transition to the commercial flight space.  

 

1.4 Literature Review for Air to Air Refueling 

1.4.1 Modeling and Dynamic Analysis of Hose-Drogue Systems 

In existing literature several aspects of probe and drogue refuelling have been studied 

This section will investigate the research and development done in this area. The first dynamic 

model of the hose and drogue part of the refueling system in was made by Eichler in 1978. It 

studied the effects of variable hose length, drogue drag, and drogue weight using a flight test of a 

50 foot hose; some valuable findings and suggestions were made [20]. More modeling studies of 
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AAR operations were made in the last two decades. For example, J. Yan et al. proposed a finite 

element approach to hose modeling in 2004 with the intention of studying control and sensor 

requirements for a future autonomous refueling system [21]. This approach simplified the 

refueling hose as a single cantilever beam and found that increasing the damping effects on the 

hose could, lead to faster settling of the drogue. Zhu et al. suggested a finite element method to 

model the hose-drogue system with elastodynamic principals [22]. It was found that opting to 

use a curved beam rather than a straight cantilever, resonance in the hose was not caused by 

disturbance at the tow point, but instead by the tanker wake vortex. The hose-drogue will orbit 

the wake vortex, as the hose was lengthened this disturbance became less severe [19]. Ro and 

Kamman modeled the hose and drogue as a series of rigid links, attached by ball and socket 

joints [23]. This method accounted for tanker wake, steady wind, and atmospheric turbulence. 

Ro, et al. conducted  research to study the dynamics of the hose-drogue during coupling with the 

receiver [24]. It accounted for the bow-wave effect generated by the approaching receiver and 

explored the effects of slack being created in the hose during coupling. This research also 

showed that the drogue is displaced more by an approach from the side than one from straight 

on. It was also observed that hose-whipping occurred during coupling when slack was formed 

ion the hose and no reel take-up control was applied. Paniagua et al. presented a new model of 

the hose and drogue, including often neglected effects such as the hoses internal bending 

influence, downwash angle induced by the tanker, and the phase lag between the hose oscillation 

and the aerodynamic forces [25]; this could be the most comprehensive dynamic model of a 

hose-drogue to date.  

 

1.4.2 Control and Stabilization of Hose-Drogue Models and Systems 

Ro et al. proposed a concept of drogue stabilization using PID (proportional integral 

derivative) control in [26]. Its objective was to address erratic drogue behaviour caused by the 

fore-body or bow-wave effect of an approaching receiver aircraft. A linearized model of the 

hose-drogue was used in the PID control to actively stabilize the drogues flight. A post-contact 

tension control system for the hose is also applied in reducing the hose whipping phenomenon. 

Kuk et al. took their previous work [23, 24, 26] into the physical domain by building a one-third 

sized prototype of a drogue with control surfaces for use in wind tunnel testing. A 4-DOF, single 

link model was used in these tests. A linearized state space model of the drogue with the control 
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surfaces was applied in the feedback control. Dynamic testing results showed that an actively 

stabilized drogue could reduce drogue motion by up to 90% [27–29]. Figure 1.7 shows some 

photos of the prototype and its control surface arrangement. 

 

 

(a) 

 

(b) 

Figure 1.7: Prototype drogue from [29]: (a) side view, (b) front view 

Liu et al. presented a modeling approach based on a boundary control method [30]. It 

extended Hamilton’s principle to model the flexible hose as a distributed parameter system 

represented with partial differential equations. This model can accommodate varying speed, hose 

length, and input constraints, while backstepping control was used to reduce the hoses vibration. 

Simulation tests showed that this method could suppress hose vibration if control parameters 

could be selected properly. Yuan et al. investigated the controllability of a drogue in a hose-

drogue refueling system in [31] and found that both the lateral and vertical displacement of the 

drogue can be reduced significantly when using control surfaces and a conventional PID control 

scheme. Fogeda et al. studied the dynamic response of the drogue under stabilization with 

control surfaces [32]; several types of excitations were applied at the pod and to the environment, 

and tested under different flight speeds. Test results showed that the controller could provide 

expected performance, especially at higher speeds.  

There are also several researchers aiming to solve the hose-whipping phenomenon using 

reel take up systems driven by electric motors. For example, Cheng et al. developed a modified 

tensator system with a permanent magnet synchronous motor (PMSM) that can limit the rate of 
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take up acceleration and reduce vibration and remove the hose-whipping in testing [33]. Su and 

Wang suggested a non-singular fast terminal sliding mode control method in [34] using a PMSM 

as the reel-take up, rather than relying on the tensator. Satisfactory results were obtained from 

flight simulation data.   

 

1.5 Intelligent Control in Hose-Drogue Refueling Systems 

1.5.1 Overview on Reinforcement Learning  

Traditional industrial controllers such as PD (proportional derivative), PI (proportional 

integral) or PID are mainly used to manipulate linear systems or some non-linear systems via 

proper linearizing strategies. They are relatively simple and easy to implement but they may not 

provide satisfactory performance for non-linear systems, especially under time-varying operating 

conditions [35]. A hose-drogue is a nonlinear system and subject to variable operating conditions 

in flight. It is difficult for these classical controllers to provide satisfactory performance as it is 

difficult to tune the related gains to accommodate for time-varying flight conditions.  For this 

reason, advanced soft computing techniques such as machine learning, neural networks, fuzzy 

logic and their integrated neuro-fuzzy (NF) techniques may be used in hose-drogue system 

control [36-38].  

Machine learning is a process to train and optimize a reasoning system using training 

data. For example, a typical supervised backpropagation training routine of a neural network 

involves first a forward propagation of the network from the input layer to the output layer. Then 

in the backward pass, by comparing the theoretical outputs with the desired outputs, neural 

network parameters such as link weights and node biases are optimized by using an appropriate 

training algorithm to minimize the mapping errors [39]. Neural networks mimic biological brain 

reasoning through parallel-distributed processing neurons for decision-making [40]. The main 

advantage of neural networks is that they can learn and be trained in order to achieve a desired 

input-output mapping; however, they have the drawbacks of using a black box decision-making 

and that convergence may not be guaranteed [41].  

Fuzzy logic extends classic logic only allows a conclusion that is true or false, to decision 

making in situations where there is imprecise or vague information. For example, a person 

deciding what temperature they feels may be based on many imprecise factors, such as room 
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temperature, humidity, amount of clothing worn, and heart rate. Despite being unable to 

accurately measure these factors a person can determine a general idea of what they are 

experiencing. Several functions can be used to model each of these factors and logical operators 

can be used to determine a value of how true a response may be. Fuzzy reasoning allows for a 

conclusion that is somewhere between true and false, which can provide a better representation 

of a similar decision made biologically [37, 38]. The main problem with fuzzy logic is that it 

cannot modify its functions in response to feedback in order to improve responses. 

A more advanced approach is the use of NF technique, which is an integration of the 

merits of neural networks and fuzzy logic and could be more effective in reasoning. This allows 

for fuzzy reasoning to be applied to inputs, while hidden layers of the network can be trained to 

provide a desired output that correlates to a given fuzzy input [41]. In the forward pass, inputs 

are fed through fuzzy rules to determine the degree of membership for each fuzzy rule set, which 

is then passed through the networks nodes to give an output. Using an appropriate training 

algorithm, the NF system parameters can be optimized properly. A NF technique can provide the 

network to capture complex relationships between the input and output variables and make more 

accurate predictions than both neural network- and fuzzy logic-based systems. 

Reinforcement learning is a more advanced training approach, which can expand on these 

general supervised training concepts and excel in environments where an optimal action policy is 

unknown and training data is difficult or impossible to generate. In general, a reinforcement 

learning agent takes actions in a complex environment and receives a reward based on the 

success of that action. For example, the agent generates a decision-making policy 𝜋, which can 

map states to a probability distribution of actions [42]. This policy is shown in Equation ((1.1), 

where 𝑆𝜋 is the state space and 𝐴𝜋 is the action space. 

 𝜋:  𝑆𝜋  →  𝑃(𝐴𝜋) (1.1) 

Different from the classical training processes, reinforcement learning uses a Markov 

Decision Process rather than training data. Consider a NF system as an example. At a given state 

and at time moment 𝑡, 𝑠𝑡 , the actor can take any action 𝑎 that is made at the current state, which 

will lead to a new state at 𝑡 + 1, or 𝑠𝑡+1 . The probability of state 𝑠𝑡   changing to state 𝑠𝑡+1 is 

represented by 𝑃(𝑠𝑡 , 𝑠𝑡+1 ) and the reward received for this state change is 𝑅(𝑠𝑡 , 𝑠𝑡+1 ). A 

policy, 𝜋 must be developed to incentivise desired performance. This policy 𝜋 will map the state 
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space to the action space; it is chosen to maximize the sum of the rewards generated over a series 

of decisions. The function to be optimized is referred to as a value function 𝑉𝜋, as illustrated in 

Equation 1.2; it uses a discount factor 𝛾 (usually close to 1) to incentivise current decisions over 

future decisions [43, 44]. A policy that is made by maximizing Equation (1.2) is the optimal 

policy: 

 
𝑉𝜋 = ∑[𝛾𝑖−1𝑟𝑖

∞ 

𝑖=1

| 𝑠, 𝜋] (1.2) 

 In typical applications, Equation (1.2) takes the form in Equation (1.3), which is known 

as the sum of discounted future rewards:  

 
𝑅𝑡 = ∑[𝛾𝑖−𝑡𝑟(𝑠𝑖,𝑎𝑖)]

∞ 

𝑖=1

 (1.3) 

The goal of reinforcement learning is to maximize the expected return from the starting 

distribution represented in Equation (1.4) is the goal of reinforcement learning.  

 𝐽 =  [𝑅1|𝑠𝑡 , 𝑎𝑡] (1.4) 

 
 
 

1.5.2 Literature Review for Reinforcement Learning  

 Reinforcement learning has been used for system control in literature. For example, Mnih 

et al. from Google DeepMind proposed the Deep-Q Network reinforcement learning algorithm in 

order to learn a policy to play Atari games from raw pixel data [45, 46]. The deep-Q network 

was able to develop strongly performing policies by taking only the raw pixel data and score 

from various Atari games. Silver et. al used reinforcement learning to master traditionally 

complex games such as Go and Chess [47, 48]. Previously these games were thought to be some 

of the most challenging games for artificial intelligence to learn, due to an extremely large search 

space and complex evaluation of board position and moves. Silver et al. also suggested a 

Deterministic Policy Gradient algorithm for determining the policy gradient of an action-value 

function, which could provide efficient performance and outperformed general stochastic 

methods [49]. Lillicrap combined the Deep-Q Network and Deterministic Policy Gradient and 

created the Deep Deterministic Policy Gradient (DDPG) algorithm, for continuous control [42]. 



 

 11  
 

It is shown that the DDPG algorithm outperforms classical controllers such as PID in performing 

different motor control and tracking control [50–52]. Gheisarnejad and Khooban developed a 

PID controller based on the DDPG algorithm that acted as a supplementary controller to adapt to 

uncertainties and disturbances; test results showed that the proposed controller outperformed 

traditional PID control methods [53]. Fujimoto et al. applied a pair of critics to address function 

approximation errors in actor critic methods with smaller outputs [54]; test results showed that it 

could limit overestimation and improve the DDPG algorithms performance. Tobin et al. 

addressed the challenges of applying an agent to a real-world problem that was training on a 

simulated version of that environment with domain randomization [55]. This introduced random 

variation in images taken by a virtual camera in a simulation when training an agent to detect 

objects from the images. When the agent was applied to a real camera, the agent was able to 

detect real objects due more accurately to the increased uncertainty during training. 

 
 

1.6 Objectives of this Work 
The first objective of this work is to model the AT-802 and the hose-drogue system. A 

model of the aircraft will be developed and then a simulation of the hose-drogue in flight will be 

created. This analysis will aid in investigating the potential of the medium sized AAR tanker, 

AT-802, as a tanker, and providing a better understanding of the drogues flight-characteristics 

behind the AT-802. Results will also be used to verify the controllability of a hose-drogue 

system deployed by the aircraft.  

The second objective is to propose a new control technique to stabilize a hose-drogue 

system in flight, using a reinforcement learning algorithm.  As we have no hose and drogue 

prototype systems available for real testing, this research will be conducted using a smart 

structure workstation in our research lab. A new technique based on reinforcement learning will 

be proposed for flexible structure vibration control under varying dynamic conditions. Domain 

randomization is applied to the state-space model of the smart structure to train the DDPG 

controller and to increase control convergence. The effectiveness of the proposed reinforcement 

learning DDPG controller will be examined by systematic experimental tests and compared to 

other related controllers.  
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1.7 Thesis Structure 
The following chapters of this work are organized by areas of focus for research related 

to aerial refueling: 

Chapter 1 introduces the topics of focus of the thesis and includes a literature review. Research 

objectives and thesis structure is outlined. 

Chapter 2 discusses the primary design and modeling of an aerial refueling from the Air Tractor 

802 airframe. The A dynamic simulation of a hose-drogue system is performed and the AT-802 

Airframe is modeled and simulated. 

Chapter 3 lays out the proposed deep deterministic policy gradient algorithm and the related 

applied reinforcement learning concepts. The sim-to-real gap problem is discussed and the 

technique of domain randomization is proposed as a solution to this problem for this application. 

Chapter 4 proposes the experimental setup used to approximate a hose and drogue as a flexible 

structure. The designed PD, NF, and DDPG controllers are introduced. System modeling of the 

smart structure is performed to create a simulation environment for the reinforcement learning 

agent to be trained in. Selected hyperparameters of the DDPG training algorithm are provided. 

Chapter 5 examines the effectiveness of the proposed DDPG control technique experimentally 

using the flexible structure workstation. The tests are undertaken to simulate variable dynamic 

conditions. The performance of the proposed DDPG technique is compared with the related 

control techniques. 

Chapter 6 summaries the findings from this work and draws conclusions from the analysis of test 

data. It also includes some future work for the improvement to the control technique, training 

algorithm and advanced development. 
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Chapter 2 – Modeling and Analysis 
Hose-drogue system modeling is performed in this Chapter in order to determine the 

feasibility of operating the AAR using a small tanker like the AT-802. Some considerations 

include the length of hose, the packaging constraints and aircraft weight envelope. Currently, 

there are no good quality models of the AT-802 in literature. Consequently, it is valuable to 

create to a 3D model to support the related research and development. A 3D model of the AT-

802 FuelBoss, a hose-drogue dynamic model and a weight envelope model are created. 

 

2.1 AT-802 3D Model 
The model of the AT-802 will be created in Autodesk Inventor based on drawings from 

AirTractor as well as measurements taken on-site. It will be a reference model and used in 

preliminary computational fluid dynamic (CFD) testing to represent the AT-802. Figures 2.1 and 

2.2 show a comparison between a photo of a two-seat AT-802 tanker and a render of the model 

produced for this project. Some slight differences due to modeling complexity can be noticed, 

such as small differences in the cockpit and wing tip shape. These differences would not affect 

the accuracy of the modeling. The larger belly tank for carrying auxiliary fuel can be seen on the 

model in Figure 2.2, which can be seen more when comparing Figure 2.3 and Figure 2.4. 

 

Figure 2.1:AT-802 photo – Front isometric view [56] 
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Figure 2.2: AT-802 model - Front isometric view 

 

Figure 2.3: AT-802 photo - Rear underside view [57] 

 

Figure 2.4: AT-802 model - Rear underside view 



 

 15  
 

 Pictured in Figure 2.5 is a belly tank that is installed on the AT-802 to add auxiliary fuel 

capacity. This version of the AT-802 is called the FuelBoss. The fuel load and off-load ports are 

covered by a long cowling, which can be seen on the underside of the model in Figure 2.4. This 

differs slightly from the comparison photo used in Figure 2.3, which is from a firefighting model 

with a water-dump system.  

 

Figure 2.5:AT-802 FuelBoss belly tank 

 Figures 2.6-2.9 show the top, front, and side views of the 3D model next to the Air 

Tractor drawing for comparison. These examples can show the similarities between the 3D 

model and the aircraft in terms of body shape and aircraft profile. As illustrated in Figure 2.6 and 

Figure 2.7, the wings are longer on the model, this is due to the length of the wings on the AT-

802 that the model was based on.  
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(a) 

 

(b)  

Figure 2.6: AT-802 model - Top view: (a) model, (b) drawing 
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(a) 

 

(b) 

 

Figure 2.7: AT-802 model - Front view: (a) model, (b) drawing  
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(a) 

 

(b) 

 

Figure 2.8: AT-802 model – Side view: (a) model, (b) drawing  

As can be seen in Figure 2.6, Figure 2.7, Figure 2.8 proportions of the 3D model are very 

close to the real-life airframe. To gain a better understanding the wake behind the AT-802, the 

model will be simulated in computational fluid dynamics software. The wings in the model are 

modified to match a flap setting of 10 degrees, then the model is placed in a large volume of air 

moving at 110 knots horizontally. This simulates the plane moving through still air at the same 

speed, with correct settings for refueling. The solution converged after 286 iterations and results 

showing the velocity magnitude of the air around the aircraft from the side and rear are shown in 

Figures 2.9 and 2.10 respectively. Results are in the form of a heat map, with warmer colours 

representing a higher velocity magnitude.  
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Figure 2.9: AT-802 side profile of CFD analysis (velocity magnitude) 

 

Figure 2.10: AT-802 rear profile of CFD analysis (velocity magnitude) 

Results from the CFD test showed a homogenous wake behind the AT-802 with no low 

or high velocity areas. Orange coloured areas represent a speed around 105-115 knots which is 

the expected speed for AAR operations. The area with the most deviation from the expected air 

Approximate 

drogue 

location 
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speed is near the center and which is slowed down to around 90 knots. This is due to the wake 

from the aircraft and leads to an airspeed reduction of around 18%. This area is also upwards 

from the location the drogue would be expected to sit in during refueling operations, which is 

denoted by the blue triangle in Figure 2.10. Test results show that the wake behind the AT-802 is 

not very turbulent and that a drogue in flight behind the plane would be unlikely to behave 

unpredictably.  

 

2.2 Center of Gravity (CoG) Considerations and Weight Envelope Modeling 
Considering packaging of a refueling system into a FuelBoss, it is important to model the 

impact of weight and balance. The model will be created to analyze effects of loading on the 

position of the center of gravity and the weight envelope. Table 2.1 features sample loadings for 

both an acceptable and unacceptable take off condition. This table lists the major loads on the 

airframe, and the engine and body centers of gravity provided by the manufacturers. The station 

is listed beside the load for each component; the station is measured in inches between the center 

of the load and the datum of the airplane. There is no set location for a datum on the airframe, 

which is a reference point used by designers from which load location is measured. Typically, 

towards the front of the airplane from the datum is a negative measurement and towards the rear 

is a positive measurement. The CoG is calculated by the moment method about a reference. The 

loading differences between the presented acceptable and unacceptable cases are the position of 

the refueling pod and a ballast in the engine compartment.  

 

Table 2.1: Sample AT-802 refueling system loading 

 Acceptable Sample Loading Unacceptable Sample Loading  

 Load (lbs) Station (in) Load (lbs) Station (in) 

Main Wheels 6116 -10.3 6116 -10.3 

Tail Wheel 1064.2 275.5 1064.2 275.5 

Pilot 170 84 170 84 

Observer 170 123 170 123 

Fuel 400 33 400 33 
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Hopper Payload 5049 20.5 5049 20.5 

Aux Tank Pay.  2431 16 2431 16 

Wind. Wash 22 -27 22 -27 

Refueling Pod 100 160 100 220 

Drogue Shroud 8 218 8 218 

Drogue 10 276 10 276 

Engine Ballast 49 -76 0 -76 

Total  15589.2  15540.2  

CoG (inches from datum) 28.0” 28.8” 

 

Figure 2.11 and Figure 2.12 provide a graphical representation of these weights using a 

weight and balance model. Figure 2.11 shows the acceptable loading case, in which a refueling 

pod is mounted underneath the second seat of the aircraft. This loading case requires an extra 

49lb ballast in the engine compartment to improve the safety during take-off and landing, but the 

overall weight should not be over 16000lbs. From calculations, the CoG is located 28 inches 

behind the datum. In order to demonstrate an unacceptable loading case, the reel is moved 5 feet 

aft of where it was originally located. Figure 2.12 illustrates the effects on the aircraft after the 

ballast was removed. These changes have resulted in the variation of 28.8 inches in the CoG, 

which falls outside of the weight envelope threshold at a weight near 16000 lbs.  
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Figure 2.11: AT-802 weight envelope model - Acceptable loading condition: (a) simplified CoG diagram. (b) 

graphical representation of modified CoG position 

(a) 

(b) 
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Figure 2.12: AT-802 weight envelope model - Unacceptable loading condition: (a) simplified CoG diagram. (b) 

graphical representation of modified CoG position 

Figure 2.163 shows the center of gravities from Figures 2.11 and 2.12 on the weight 

envelope for safe AT-802 operation. It can be observed that the AT-802 loaded with a refueling 

system is very close to being outside of the weight envelope. Therefore, this issue must be taken 

carefully during system development to ensure the aircraft is within the allowed weight envelope 

when fully loaded for take-off. Suggestions for possible modifications include moving the belly 

tank forward and adding components of the refueling system to balance the weight, so as to 

balance the CoG.  

(a) 

(b) 
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Figure 2.13: Weight envelope – plot of both acceptable and unacceptable conditions 

 

2.3 Hose Drogue Dynamic Model 
In order to gain a better understanding of the hose-drogue dynamics under aerodynamic 

flight conditions, a dynamic model will be developed in this section. This modeling will be an 

improved one from a simplified model in [23]. The simplified models include with the following 

assumptions: a static drag for the drogue and the constant variables in air density, drag 

coefficients, wind speed, wind direction, and initial conditions. In general modeling approaches, 

the hose is usually modeled as link units trailing from the tanker to the drogue attached at the 

other end of the hose. Hose links are connected by frictionless spherical joints that are modeled 

as lumped masses. The drogue is usually modeled as a lumped mass with a constant drag force 

acting on the free end of the hose. Figure 2.14 shows the reference frame used in this model 𝐹𝑊, 

as well as the hose-drogue treated as linked lumped masses.  
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Figure 2.14: Side view of reference frame and lumped mass model [23] 

The position of any lumped mass relative to the inertial frame can be characterized by 

Equation (2.1) and Equation (2.2) shows the position of lumped masses, relative to the previous 

linked mass.  

 
𝑝𝐾′ = 𝑝𝐽′ + 𝑝𝐾 (2.1) 

 
𝑝𝐾 = −𝑙𝐾(𝑐𝑜𝑠𝜃𝐾1𝑐𝑜𝑠𝜃𝐾2𝑤1 + 𝑠𝑖𝑛𝜃𝐾2𝑤2 − 𝑠𝑖𝑛𝜃𝐾1𝑐𝑜𝑠𝜃𝐾2𝑤3) (2.2) 

 

where 𝜃𝐾1  and 𝜃𝐾2  represent the angles of link K in the vertical and horizontal 

directions, respectively, when viewing the drogue from behind. The unit vectors of the tanker 

frame 𝐹𝑊 are given by 𝑤1 , 𝑤2, and 𝑤3, which represent the X direction (roll axis of tanker), Y 

direction (pitch axis of tanker), and Z direction (yaw axis of tanker). Figure 2.15 displays the 

convention used to refer to any link, with link K being the currently observed link, link J being 

the link beside link K closer to the tanker, and link L being the link next to K that is closer to the 

drogue.  

Drogue 

Tanker 
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Figure 2.15: Link and lumped mass notation for any link K [23] 

The derivatives of the link position vector, 𝑝𝑘, are demonstrated in Equations (2.3) and 

(2.4), whereas the velocity and acceleration of lumped masses are represented by Equations (2.5) 

and (2.6), respectively.  

 
�̇�𝐾 = ∑(𝑝𝐾,𝜃𝐾𝑖

�̇�𝐾𝑖) + (𝜔𝑊 × 𝑝𝐾)

𝑖

 (2.3) 

 
�̈�𝐾 = ∑(𝑝𝐾,𝜃𝐾𝑖

�̈�𝐾𝑖) 

𝑖

+ ∑(𝑝𝐾,𝜃𝐾𝑖
�̇�𝐾𝑖) + (𝛼𝑊 × 𝑝𝐾)

𝑖

+ (𝜔𝑊 × �̇�𝐾) (2.4) 

 𝑣𝐾 = 𝑣𝐽 + �̇�𝐾 (2.5) 

 𝑎𝐾 = 𝑎𝐽 + �̈�𝐾 (2.6) 

The angular velocity and acceleration of any link relative to the tanker is given by 𝜔𝑊 

and 𝛼𝑊, respectively. The length of each link is −𝑙𝐾. If accelerations of all the lumped masses 

are obtained, the link orientation angles and their time derivatives, as well as the angular 

momentum of the frame 𝐹𝑊. Equation (2.7) is used to compute for the second derivatives of all 

link angles:  

 
�̈�𝐾𝑗 = 𝑝𝐾,𝜃𝐾𝑗

 ∗  
[𝑎𝐾 − 𝑎𝐽 − ∑ (�̇�𝐾,𝜃𝐾𝑖

�̇�𝐾𝑖)𝑖 − (𝛼𝑊 × 𝑝𝐾) − (𝜔𝑊 × �̇�𝐾)]

(𝑝𝐾,𝜃𝐾𝑗
⋅ 𝑝𝐾,𝜃𝐾𝑗

)
, 𝑗 = 1, 2 (2.7) 
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 Next the equations of motion can be represented by Equations (2.8) and (2.9), where �⃑� 𝐾 

is the external force vector acting on the Kth lumped mass, �⃑� 𝐾 is the tension vector in the Kth 

link, and 𝑛𝐾𝑖 is the unit vector in the frame of the link K. Substituting Equation (2.8) into 

Equation (2.7) gives a set of tension equations for each link, as represented in Equation (2.10). 

This equation also can be represented in a matrix form as in Equation (2.11), where Equation 

(2.10) is used to fill in the matrices of [Γ] and {𝑞}, with the exceptions being given by Equation 

(2.12) 

 
𝑎𝐾 =

�⃑� 𝐾 + �⃑� 𝐾 + �⃑� 𝐿
𝑚𝐾

= 𝜇𝐾(�⃑� 𝐾 + �⃑� 𝐾 + �⃑� 𝐿) (2.8) 

 

 
𝑑 ((𝑝𝐾 ⋅ 𝑝𝐾) = 𝑙𝐾

2)
2

𝑑2𝑡
       ⇒      (𝑎𝐾 − 𝑎𝐽) ⋅ 𝑛𝐾1 = 𝑙𝐾�̇�𝐾1

2  
(2.9) 

 

 −𝜇𝐽(𝑛𝐽1 ⋅ 𝑛𝐾1)𝑇𝐽 + (𝜇𝐽 + 𝜇𝐾)𝑇𝐾 − 𝜇(𝑛𝐿1 ⋅ 𝑛𝐾1)𝑇𝐿 = 𝑙𝐾�̇�𝐾1
2 + (𝑢𝐽𝑄𝐽 − 𝑢𝐾𝑄𝐾) ⋅ 𝑛𝐾1 (2.10) 

 

 [Γ]{𝑇} = {𝑞} (2.11) 

 

 Γ11 = 𝜇𝐾 ,      Γ12 = −𝜇𝐾(𝑛𝐿1 ⋅ 𝑛𝐾1),  

Γ𝐾(𝐾−1) = −𝜇𝐽(𝑛𝐽1 ⋅ 𝑛𝐾1),       Γ𝐾𝐾 = 𝜇𝐽 + 𝜇𝐾 ,  

𝑞𝐾 = 𝑙𝐾�̇�𝐾1
2 − 𝜇(�⃑� 𝐾 ⋅ 𝑛𝐾1) + (𝑎0 ⋅ 𝑛𝐾1) 

(2.12) 

 

where 𝜇𝐾 is the reciprocal of the mass for the Kth link. The external force acting on any lumped 

mass 𝐾 can be represented by Equation (2.13). 

 
�⃑� 𝐾 = 𝑚𝐾𝑔 +

1

2
(�⃑⃑� 𝐾−1 + �⃑⃑� 𝐾) (2.13) 

 

where 𝐷𝐾 is the aerodynamic force acting on the Kth lumped mass and 𝐷𝑑 is the drag of the 

drogue. The external force acting on the final lumped mass, or the drogue is given by Equation 

(2.14).  
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�⃑� 𝐷 = (𝑚𝑁 + 𝑚𝑑𝑟𝑜𝑔𝑢𝑒)𝑔 +

1

2
�⃑⃑� 𝑁 + �⃑⃑� 𝐷 (2.14) 

 

 The following algorithm summaries the operation procedures for system simulation using 

MATLAB:  

1. Recursively compute the position and velocity of each lumped mass using Equations 

(2.1) - (2.4). 

2. Compute the external force vectors QK for each lumped mass using Equations (2.14) and 

(2.15). 

3. Fill the Γ matrix and q vector using Equation (2.12) and solve [Γ]{𝑇} = {𝑞} to find the 

link tension vector {T}. 

4. Calculate the accelerations of each lumped mass, using Equation (2.8). 

5. Compute the second derivative of each link angle, using Equation (2.7). 

6. Estimate the link angles and their derivatives for the next time step using numerical 

integration. 

7. Repeat Steps 1-6 to simulate dynamic response of a hose-drogue deployed in flight 

conditions behind an AT-802.  

In simulation, the hose is 30m long with 10 links. The simulation runs until it is completed 

when drogue position converges within a set limit of 1 mm among three steps. An example of 

simulation results can be seen in Figure 2.16. 
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a) 

 

b) 
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c) 

 

Figure 2.16: Results for 10 link test: a) 3d representation of simulation, b) lateral and vertical trajectories of drogue, 

c) drogue position (viewed from the rear) 

The results show that the drogue tends to stabilize at a steady position when there is no 

turbulence. The drogue must be stable in order for refueling to proceed; therefore, control of the 

drogue would be a benefit to aid pilots in refueling. As it is at the initial stage of this AAR 

project, we have no hose-drogue prototypes for system control testing. A flexible beam structure 

in our lab will be used as a substitute for primary flexible hose system control under variable 

dynamitic conditions.  
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Chapter 3 – Development of the Reinforcement Learning Controller 

3.1 Review of the Deep Deterministic Policy Gradient Strategy 
Reinforcement learning control methods possess characteristics that make them attractive 

for drogue stabilization applications when compared to other areas of control design such as 

classical control and intelligent control. Reinforcement learning has been shown to excel at 

adaptation to changing environments [58], in the context of AAR, aerodynamic effects such as 

turbulence and wake are commonplace and change suddenly; an adaptable controller will better 

handle these conditions. Classical controllers are typically model-based and may struggle to 

adapt, whereas intelligent controllers, while flexible may require more human input to adapt 

from new data. Rapidly changing dynamic conditions while a drogue is in flight can make 

stabilization a challenge; reinforcement learning control implements exploration techniques that 

can be beneficial in these chaotic environments. Exploration during the training of a 

reinforcement learning controller can lead to the development of an action policy with unique 

strategies to combat these issues [59]. Classical and intelligent controllers often rely on 

predefined control rules and models, without the ability to discover less-obvious solutions. 

Potential environmental variations in AAR are unpredictable and difficult to consider in 

modeling or logical rules, by contrast reinforcement learning models can be expanded to 

consider more input features such as wind velocity and turbulence intensity without massively 

increasing controller design complexity [60]. A classical controller may require extensive 

redesign to accommodate more input variables and the models used may not allow for this 

increased complexity; intelligent controllers would require manual feature tuning to enable this 

and a vast collection of training data spanning different conditions to optimize for additional 

inputs. 

There are several reinforcement learning strategies for control applications such as the 

Trust Region Policy Optimization algorithm, the Model-Based Policy Optimization algorithm, 

and the DDPG algorithm. While trust region methods are effective, they are very complex and 

computationally intensive to train successfully, mainly due to the application of constraint 

optimization [61]. Model-based methods can be effective while remaining sample and 

computationally efficient; the drawback is that a system model is required to learn optimal 

decision-making policy [62]. The DDPG meanwhile, is complex, but not so much as to be 
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computationally difficult to train while producing results that are very promising for control 

applications [63]. Also, the DDPG does not require a learned system model to be optimized [42]. 

In this work a reinforcement learning control method based on the deep deterministic policy 

gradient (DDPG) will be adopted for drogue system control. To investigate the merits of the 

proposed method, it is compared with a classical PD controller and an intelligent NF controller.  

The DDPG technique uses deep-Q networks in conjunction with the deterministic policy 

gradient algorithm. The deep-Q network uses multiple densely connected hidden layers to create 

more complex interpretations of inputs [46]. A deep-Q network is model-free, or the exact policy 

𝜋 and reward 𝑅 functions are formulated by learning [54] in order to approximate the optimal 

action-value function 𝑄∗(𝑠, 𝑎): 

 𝑄∗(𝑠, 𝑎) = max(𝔼[𝑟𝑡 + 𝛾𝑟𝑡+1 + 𝛾2𝑟𝑡+2 + ⋯+ 𝛾𝑛𝑟𝑡+𝑛 | 𝑠𝑡 = 𝑠, 𝑎𝑡 = 𝑎, 𝜋]) (3.1) 

Equation (3.1) represents the maximum sum of rewards, for a given state and action, 

where 𝑟𝑡 is the reward at each time step 𝑡, and 𝛾 is the reward discount, and 𝔼 represents the 

expected value of a finite number of random outcomes. The reward discount is applied to 

incentivise actions made sooner rather than those made later. Equation (3.1) is also known as the 

Bellman equation [64]. The applications of deep-Q networks for control are limited in that they 

can only generate an action function for systems with discrete action, and state spaces cannot be 

used for continuous control applications. To overcome these limitations, the deep-Q network is 

combined with an actor-critic method such as the deterministic policy gradient algorithm. An 

actor-critic algorithm uses two parallel neural networks (NNs): the actor, 𝑢(𝑠|𝜓𝑢), which has 

NN parameters represented by 𝜓𝑢, and the critic NN, 𝑄(𝑠, 𝑎|𝜓𝑄), where 𝜓𝑄represent the NN 

parameters [63]. The actor NN takes the current state as inputs and generates an action output. 

The critic NN takes the current state and the actor action as inputs, and outputs a reward value 

referred to as a Q-value. Equation ((3.2)) indicates that the actor is updated by applying the chain 

rule to the expected return from the start distribution, 𝐽.  

 ∇𝜓𝑢
𝐽 ≈ 𝔼 [∇𝜓𝑢𝑄(𝑠, 𝑎|𝜓𝑄)|𝑠=𝑠𝑡,𝑎=𝑢(𝑠𝑡|𝜓

𝑢
)] 

           = 𝔼[∇𝑎𝑄(𝑠, 𝑎|𝜓𝑄)|𝑠=𝑠𝑡,𝑎=𝑢(𝑠𝑡) ∇𝜓𝑢𝑢(𝑠|𝜓𝑢)|𝑠=𝑠𝑡
] 

(3.2) 

where ∇𝜓𝑢 and ∇𝜓𝑄 represent the gradients of the parameters for the actor and critic NNs 

respectively, and ∇𝑎 is the gradient of the action output from the actor NN. 
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Equation (3.2) has been proven to be the gradient of the policy’s performance, or the 

policy gradient [49]. The deterministic policy gradient integrates over the state space only, using 

much less computational power, and yielding the expected gradient of the approximated action-

value function, represented by the critic NN. The DDPG algorithm is an integration of 

deterministic policy gradient algorithm with deep-Q networks; allowing the DDPG to learn in 

continuous action and state spaces, while taking advantage of the deep-Q network’s ability to 

approximate non-linear functions as NNs. 

 

3.2 Actor and Critic Networks 
 In reinforcement learning, the optimal action-value function, or the Q-function, 

represents the expected cumulative reward of taking a particular action for a given state and 

following an optimal policy thereafter. While the Q-function can be directly optimized to find 

the optimal policy, it can be computationally intensive or infeasible for large state and action 

spaces [65]. The critic NN is introduced to the DDPG technique to estimate the value function of 

a state-action pair, which can provide an approximation of the expected cumulative reward that 

an agent can achieve. The output of the critic NN is used by the agent's policy to update its actor 

NN. Specifically, the actor NN is updated in the direction that increases the expected cumulative 

reward, as estimated by the critic NN. This is done by minimizing the loss function given by: 

 𝐿(𝜓𝑄) =  𝔼[(𝑄(𝑠𝑡 , 𝑎𝑡) − 𝑦𝑡|𝜓
𝑄)2] (3.3) 

where 𝐿(𝜓𝑄) represents the expected loss of the output of the critic 𝑄(𝑠𝑡, 𝑎𝑡), at the current state 

𝑠𝑡 and action 𝑎𝑡, parameterized by 𝜓𝑄.   

𝑦𝑡 can be determined by: 

 𝑦𝑡 = 𝑟(𝑠𝑡 , 𝑎𝑡) + 𝛾𝑄(𝑠𝑡+1, (𝑢(𝑠𝑡+1)|𝜓
𝑢)|𝜓𝑄) (3.4) 

where 𝑟(𝑠𝑡, 𝑎𝑡) is the returned reward at the current state 𝑠𝑡 and action 𝑎𝑡, 𝛾 is the discount factor 

for future rewards, and 𝑄(𝑠𝑡+1, 𝑢(𝑠𝑡+1|𝜓
𝑢)|𝜓𝑄) is the output given by the critic NN 

parameterized by 𝜓𝑄at the next state 𝑠𝑡+1 and at the action produced by the actor NN 

(𝑢(𝑠𝑡+1)|𝜓
𝑢
) parameterized by 𝜓𝑢 at the next state 𝑠𝑡+1. 

By optimizing the value function, the agent can indirectly optimize its policy without 

having to compute the optimal action-value function directly [42]. In the DDPG technique this 
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value function is approximated by the critic NN and is optimized through the training process. 

However, reinforcement learning NNs have limitations such as slow divergence and instability 

when approximating non-linear functions such as Q-functions [66]. This can be corrected with 

two methods using off-policy training and the implementation of experience replay [67], as 

discussed in the following section 

 

3.2 Implementation of the DDPG Algorithm 

3.2.1 Off-Policy Training 

Off-policy training uses additional NNs known as target networks. Target networks are 

initially created as copies of the actor and critic NNs. These target NNs are updated over each 

time step; the actor and critic NNs are updated using the error from the output of the target NNs 

by [68]: 

 𝜓′ ← 𝜏𝜓 + (1 − 𝜏)𝜓′ (3.5) 

where 𝜓 represents the parameters of either target network and 𝜏 is the update rate of the target 

networks. 𝜏 ⸦ (0, 1) is a typically small parameter as to change the targets slowly each time step 

to improve system stability when estimating non-linear functions. 

The off-policy training can improve stability because the learning does not depend on the 

current policy and is also isolated from policy fluctuations. Furthermore, off-policy training 

allows for more efficient exploration of the state-action space. On-policy learning has limitations 

in exploring actions that are consistent with the current policy, which can lead to an inefficient 

search for optimal behavior. Conversely, off-policy learning can learn from experiences outside 

of the currently learned policy and facilitate the training operation. 

 

3.2.2 Experience Replay 

Experience replay is an algorithm that stores and reuses past experiences or transitions of 

an agent from its actions with an environment; it can break the temporal correlations between 

consecutive experiences and reuse them for learning. Inclusion of experience replay has been 

demonstrated to improve stability and efficiency in reinforcement learning [69]. Experience 

replay stores a buffer of previous states, actions, and rewards, as represented by: 
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 𝜘𝑡 ∶=  (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡 , 𝑠𝑡+1) (3.6) 

where 𝜘𝑡 represents an experience replay sample at time step 𝑡, which includes the current state, 

action, and returned reward 𝑠𝑡, 𝑎𝑡, 𝑟𝑡, respectively as well as the next state 𝑠𝑡+1. 

For each time step, the state, action, reward, and next state are stored in a large buffer. 

During training this buffer is sampled randomly in batches to avoid overfitting to the most recent 

experiences. Typically, the batching method employed is called minibatching, which is not the 

full buffer but rather a sample of 𝑁 transitions. This makes it more computationally efficient and 

introduces more diversity to the training process [70]. Once the buffer is full, the oldest sample is 

replaced by the newest after each sample. Using off-policy training for the DDPG, the buffer will 

be large, and uniformly sample batches from this buffer allow learning across a set of 

uncorrelated transitions. The buffer acts similarly to training data but, rather than being labeled 

and provided to the algorithm, it is created and stored as the actor takes actions within the 

environment [66, 67]. This does not require external training data, but only an environment the 

agent can act in.  

 

3.2.3 Gradient Descent using the Adaptive Moment Estimation Optimization Algorithm 

The Adaptive Moment Estimation (ADAM) algorithm is a stochastic gradient descent 

algorithm that requires only the first order gradients and has a low memory requirement. It 

computes adaptive learning rates for all parameters, while keeping an exponentially decaying 

average of both the first and second order gradients [67]. ADAM has been applied for many 

reinforcement learning applications [68].  

The process of the ADAM algorithm begins with initializing the first moment vector 

�̂�0 ← 0, the second moment vector 𝑣0 ← 0, and time step 𝑡 = 0. The function 𝑓(𝜓) is assumed 

to be stochastic and differentiable with respect to its parameters. In this case because we use 

randomly sampled minibatches, the stochasticity requirement is satisfied. Equation (3.7) gives 

the gradient ∇𝑡, which is a vector of partial derivatives of the output of the function at time step 

𝑡. 
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 ∇𝑡 =  ∇𝜓𝑓𝑡(𝜓) (3.7) 

where 𝑓(𝜓) represents the generalized objective function to be minimized and 𝜓 is the 

generalized NN parameters. This is a generalized form, for example to find the gradient of the 

actor output ∇𝑎, the equation would take the form given by: 

 ∇𝑎  =  ∇𝜓𝑢(𝑢(𝑠𝑡+1)|𝜓
𝑢) (3.8) 

where ∇𝜓𝑢 is the gradient of the parameters for the actor NN, (𝑢(𝑠𝑡+1)|𝜓
𝑢
) is the action produced 

by the actor NN, parameterized by 𝜓𝑢 at the next state 𝑠𝑡+1. 

Next, the exponential moving averages of the gradient �̂�𝑡, and the squared gradient 𝑣𝑡, 

are updated as in Equation (3.9). 
 

 �̂�𝑡 = 𝛽1�̂�𝑡−1 + 𝑔𝑡(1 − 𝛽1) 

𝑣𝑡 = 𝛽2�̂�𝑡−1 + 𝑔𝑡(1 − 𝛽2)
2 

(3.9) 

where, 𝛽1 and 𝛽2 are hyperparameters; by trial and error 𝛽1 is set to 0.9 and 𝛽2 is set to 0.999. 

The moving averages �̂�𝑡 and 𝑣𝑡 estimate the mean and the uncentered variance of the 

parameter gradient, respectively. This tracks past gradient behaviour for each parameter and 

allows for the parameter learning rate to be adjusted accordingly. A noisy gradient may require a 

low learning rate to ensure excessively large steps are not taken, whereas lower gradient variance 

for a parameter can enable a higher learning rate to achieve faster convergence. As they are 

initialized as vectors of zeros, the estimates contain biases corrected by: 

 
�̂�𝑡′ =

�̂�𝑡

(1 − 𝛽1)
 (3.10) 

 
�̂�𝑡′ =

𝑣𝑡

(1 − 𝛽2)
 (3.11) 

where �̂�𝑡′ and 𝑣�̂�′ are the respective bias corrected moving averages. Then, the parameters are 

updated by: 
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𝜓𝑡 = 𝜓𝑡−1 −

𝜚�̂�𝑡′

√𝑣�̂�′ + 𝜍
 (3.12) 

where 𝜚 represents the learning rate and 𝜍 is a small constant selected to avoid division by zero, 

respectively. 

Updating with the ADAM algorithm is performed at every time step of the training 

process, leading to convergence of the agent’s policy over the course of training.  

 

3.3 DDPG Training  

3.3.1 Hyperparameters 

Hyperparameters are parameters that are not updated during the training process of the 

reinforcement learning model but are instead set by the user prior to training. Hyperparameters 

can have a significant impact on the performance and convergence of a model, and as such, it is 

important to choose appropriate values for them. The hyperparameters used in this work are 

listed in Table . 

Table 3.1: Hyperparameters for a DDPG algorithm 

Symbol Hyperparameter Description 

𝜸 Discount factor for future rewards  

𝝉 Target learning rate 

𝝓𝒖, 𝝓𝑸 Actor and critic learning rates, respectively 

𝝁, 𝝈 Action noise hyperparameters, mean and standard deviation, respectively  

𝒃 Replay buffer size 

𝑵𝑬 Number of training episodes 

𝜺𝒌 State observation noise scaling constant, 𝑘 = 1,2,… , 𝑛 where 𝑛 is the number of 

inputs into the actor network 

𝝔, 𝜷𝟏, 𝜷𝟐 Step size, parameters for use in ADAM gradient descent 
 

Selecting the appropriate hyperparameters can be a challenging task. Manual tuning by 

trial and error will be employed. The selection of these specific hyperparameter in this work will 

be discussed in Chapter 4. The respective actor and critic learning rates, 𝜙𝜇and 𝜙𝑄, can have a 
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great effect on the learning process; a larger learning rate 𝜙 can lead to faster convergence, but 

increase the risk of overshooting and instability.  

 

3.3.2 DDPG Algorithm  

To begin the DDPG technique the experience replay is initialized as a large buffer 𝔹, the 

actor, 𝑢(𝑠|𝜓𝑢) and the critic, 𝑄(𝑠, 𝑎|𝜓𝑄), are randomly initialized with weights 𝜓𝑢 and 𝜓𝑄. 

Next, the target actor 𝑢′, and the target critic 𝑄′, are initialized as copies of the actor and critic 

networks as shown: 

𝜓𝑄′
← 𝜓𝑄 , 𝜓𝜇′

← 𝜓𝜇 (3.13) 

where 𝜓𝑄′and 𝜓𝜇′ are the parameters of the target critic NN and target actor NN, respectively. 

Ensuring the agent can effectively explore the action space is a challenge in 

reinforcement learning for continuous problems [75]. The actor policy is modified to include a 

noise process to aid in exploration, as represented by Equation (3.14), where the noise 

component [76] is represented by 𝒩 that is chosen based on the application. For this work, a 

normal distribution will be used to provide random action noise, as represented in Equation 

(3.15), where 𝜎, is the standard deviation and �̅�, is the mean. 

 𝜇′(𝑠𝑡) = 𝜇(𝑠𝑡|𝜓𝑡
𝜇
) + 𝒩𝑡 (3.14) 

 
𝒩𝑡 = 𝒩(𝑥, 𝜎, �̅�) =

1

√2𝜋𝜎2
𝑒

−
(𝑥−�̅�)2

2𝜎2  
(3.15) 

 

 The following procedures are performed by the algorithm for each 𝑡𝑡ℎ time step: 

1. Initialize state observation 𝑠1. Select an action 𝑎𝑡, using Equation ((3.14)) to take in the 

environment from the current policy. 

2. Perform action 𝑎𝑡 in the environment and observe new state 𝑠𝑡+1, and reward 𝑟𝑡. 

3. Store the transition 𝜘𝑡, in the replay buffer 𝔹; if the buffer is full, overwrite the oldest 

transition.  

4. Take a random mini-batch sample of 𝑁 transitions, 𝜘𝑖 ∶= (𝑠𝑖, 𝑎𝑖 , 𝑟𝑖, 𝑠𝑖+1) from 𝔹. 

5. Solve for 𝑦𝑖 using Equation ((3.16)) and compute the loss. 
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 𝑦𝑖 = 𝑟𝑖 + 𝛾𝑄′(𝑠𝑖+1, 𝜇′(𝑠𝑖+1|𝜓
𝜇′

)|𝜓𝑄′
) (3.16) 

where 𝑟𝑖 is the reward at the 𝑖𝑡ℎ time step; 𝛾 is the discount factor; and 𝑄′(𝑠𝑖+1, 𝜇′(𝑠𝑖+1)) is the 

Q-value given by the target critic at the next state as well as the next action at that state. This is 

performed in a matrix operation for all 𝑁 sampled transitions from the batch and used to find the 

mean squared loss such that: 

 
𝐿𝑄 =

1

𝑁
∑(𝑦𝑖 − 𝑄(𝑠𝑖, 𝑎𝑖|𝜓

𝑄))
2
, 𝑖 = 1,2, … ,𝑁

𝑖

 (3.17) 

where 𝐿𝑄 represents the loss function of the critic and 𝑁 is the mini-batch sample size. 

6. Update the critic by minimizing the loss 𝐿𝑄, using the ADAM algorithm as described in 

Equations (3.7) - (3.12) 

7. Update the actor policy with policy gradient from the 𝑁 samples, using the ADAM 

algorithm as in Equations (3.7) - (3.12) 

8. Update the target networks using Equation ((3.5). 

These steps are repeated until the specified number of episodes has been completed for 

training. An episode is defined as a sequence of states, actions, and rewards that occur when the 

agent interacts with the environment until a terminal state is reached [77]. Each episode starts 

with an initial state and progresses through the training process until it reaches a defined terminal 

point. Generally, the terminal point is a fixed number of steps and/or a condition. Once an 

episode is completed, the next episode begins, by resetting the environment. Once all episodes 

are completed the training is finished. The critic is not necessary when training is not being 

performed; once trained the actor can be used as a state-action map for control.  

 

3.4 Bridging the Sim-to-Real Gap 
The sim-to-real gap problem in reinforcement learning arises when an agent trained in a 

simulated environment fails to transfer its learned policy to a real-world environment [73, 74]. 

This is a common problem, especially for robotics applications, where the agent is trained in a 

simulated environment before being deployed on a robot [75, 76]. This problem is caused by 

several factors, including differences between the simulated and real-world environments, 

modeling errors, and sensory and actuation discrepancies. Simulated environments may not 
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include all the relevant factors that affect the performance of the agent. For example, the model 

of the flexible beam in this work may not perfectly match the real dynamics of the flexible beam 

in the lab. As a result, the policy learned in a simulated environment may not be robust enough to 

handle the variations and uncertainties present in the real world, which will lead to poor 

performance or failure of the agent. To address this problem, researchers have suggested some 

techniques for closing the sim-to-real gap, such as domain randomization [55, 77], as discussed 

in the following subsection.  

 

3.4.1 Domain Randomization 

Domain randomization involves introducing random variations into the simulated 

environment during training to make the agent more robust to variations in the real-world 

environment. In this work this is done in the form of state observation noise, the perturbed state 

can be realized as: 

 𝑠𝑡
′ ← 𝜀𝑘𝑠𝑡 ∗ (𝒩|𝜇=0,𝜎=1)  (3.18) 

where 𝑠𝑡
′ is the perturbed value of state 𝑠𝑡,  𝜀𝑘 is the scaling constant for the 𝑘𝑡ℎ input, and 

𝒩|𝜇=0,𝜎=1, is the random output of a normal distribution with mean, 𝜇 = 0 and standard 

deviation, 𝜎 = 1. These hyperparameters scale the noise to a size compatible with the domain of 

each observed input. 

During training, after 50% of the episodes are complete, the domain randomization 

begins to perturb the state observations of the actor network before an action is taken. This will 

increase in intensity for another 25% of the episodes before reaching a maximum intensity at 

75% of the training cycles. Then the training continues while the actor will undertake maximal 

state observation noise for the remaining episodes. The addition of domain randomization will 

allow the controller to operate on the physical apparatus more effectively. Details will be 

discussed in Chapter 4.  
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Chapter 4 – Experimental Setup and System Modeling 
The primary objective of this work is to propose a novel control technique that can 

stabilize a refueling drogue when deployed during an AAR mission. Since access to real aircraft 

and equipment is limited for research and development (R&D) purposes, the control research 

will be undertaken using an apparatus that can simulate a similar dynamic response to that of a 

refueling drogue. For this reason, the Smart Structure experimental setup will be modified and 

used for this R&D work. This smart structure workstation could be a good approximation for a 

hose-drogue in 2D space and can be used to validate the performance of the proposed DDPG 

controller. To train a reinforcement learning agent this structure, a simulation is created. The 

equations of motions of the smart structure are derived and used to create a set of state-space 

equations. These state space equations are used to simulate the dynamics of the smart structure, 

where an agent can be trained, which will be discussed in detailed in the following sections. 

 

4.1 Experimental Setup 
Figure 4.1 shows the flexible beam experimental setup, or smart structure, used in this 

work. The tested flexible beam is a 1.5mm thick 110mm by 440 mm steel beam, which is 

clamped to the base. Another end of the flexible beam is connected with a rigid bar system. The 

shaft is driven by a servo motor mounted at the top of the link through a 70:1 gear ratio. This 

motor is powered by a power supply unit controlled by a computer. An encoder on the shaft has 

a 1024 count disc, which allows for a measurement the angular position of the shaft of 𝜃 with a 

resolution of 4096 counts/rev via a quadrature. Strain gauges are glued at the base of the flexible 

beam to measure the deflection of the top of the flexible beam 𝑥𝑏. The strain gauges are 

calibrated to 1 volt per 2.54 cm. The data from the encoder and the strain gauges is transmitted 

through the power supply unit into the data acquisition (DAQ) board connected to the computer. 

This structure will be used to approximate the hose-drogue system in 2D space as well as to 

validate the performance of the proposed DDPG control technique. The equations of motions of 

the smart structure are derived and used for state-space modeling and simulation of the dynamics 

of the smart structure, where an agent can be trained.  
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Figure 4.1: The smart structure workstation: (1) computer with to DAQ card. (2) rigid bar. (3) flexible beam. (4) 

Quanser DAQ board. (5) strain gauge signal conditioning board. (6) DC motor and gearbox. (7) rotary encoder. (8) 

mass block. (9) Quanser universal power module. 

 

4.2 Smart Structure State-Space Modeling 

4.2.1 Equations of Motion 

To develop a model of the smart structure, the non-linear equations of motion are derived 

using the Euler-Lagrange method [83]. Firstly, a free body diagram is created as illustrated in 

Figure 4.2. The flexible beam has length 𝑙𝑏 and is secured at its base, standing upright. The 

motor with mass 𝑚𝑚 is attached at its free end. The motor drives the rigid bar through a gearbox, 

and the rigid bar can be modeled as a simple pendulum with length 𝑙𝑟 and mass 𝑚𝑟. The 

deflection of the flexible beam is denoted by 𝑥𝑏 where 𝑥𝑏 = 0 when the flexible beam is 

completely upright and experiences no deflection.  
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Figure 4.2: Free-body diagram of the smart structure 

In modeling, a generalized coordinate system, also referred to as Lagrangian coordinates, 

is established and represented by: 

 𝑠𝑡  = [𝑥𝑏(𝑡), 𝜃(𝑡) , �̇�𝑏(𝑡), �̇�(𝑡)] (4.1) 

where 𝑠𝑡 represents 𝑥𝑏(𝑡), the displacement of the motor at the top of the flexible beam, and 

𝜃(𝑡), the angular position of the rigid bar, both at time moment 𝑡, as well as their derivatives 

�̇�𝑏(𝑡) and �̇�(𝑡). 

It is assumed that 𝜃(𝑡) is changing positively when the rigid bar is moving clockwise 

when viewed from the left side, as shown in Figure 4.2. The first derivative of 𝑠𝑡 with respect to 

time 𝑡 is given by: 

 �̇�𝑡 = [�̇�𝑏(𝑡), �̇�(𝑡), �̈�𝑏(𝑡), �̈�(𝑡)] (4.2) 

To simplify representation, we can drop time constant 𝑡 from 𝑥𝑏(𝑡) and 𝜃(𝑡), which are 

simplified as 𝑥𝑏 and 𝜃. The translation matrix from the initial position to the point of deflection 
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at time 𝑡 is represented by 𝑇0,1
𝑇  in Equation (4.3). Equation (4.4) is the rotation matrix for the 

rigid beam from an upright position, to the free end of the beam. Equation (4.5) is the translation 

matrix from the motor to the free end of the rigid beam. 

 
𝑇0,1

𝑇 = [

1 0 0 𝑥𝑏

0 1 0 0
0 0 1 0
0 0 0 1

] (4.3) 

 
𝑇1,2

𝑅 = [

𝑐𝑜𝑠 (𝜃) 0 𝑠𝑖𝑛 (𝜃) 0
0 1 0 0

−𝑠𝑖𝑛 (𝜃) 0 𝑐𝑜𝑠 (𝜃) 0
0 0 0 1

] (4.4) 

 
𝑇2,3

𝑇 = [

1 0 0 0
0 1 0 0
0 0 1 𝑙𝑟
0 0 0 1

] (4.5) 

The transformation matrix from the initial position to the free end of the rigid bar can be 

represented by substituting Equations (4.3), (4.4), and (4.5) into Equation (4.6). 

 𝑇0,3 = 𝑇0,1
𝑇 𝑇1,2

𝑅 𝑇2,3
𝑇 =

 [

1 0 0 𝑥𝑏

0 1 0 0
0 0 1 0
0 0 0 1

]

[
 
 
 
 

[

1 0 0 0
0 1 0 0
0 0 1 𝑙𝑟
0 0 0 1

] [

𝑐𝑜𝑠 (𝜃) 0 𝑠𝑖𝑛 (𝜃) 𝑠𝑖𝑛 (𝜃)𝑙𝑟
0 1 0 0

−𝑠𝑖𝑛 (𝜃) 0 𝑐𝑜𝑠 (𝜃) 𝑐𝑜𝑠 (𝜃)𝑙𝑟
0 0 0 1

]

]
 
 
 
 

  

= [

𝑐𝑜𝑠 (𝜃) 0 𝑠𝑖𝑛 (𝜃) 𝑠𝑖𝑛 (𝜃)𝑙𝑟 + 𝑥𝑏

0 1 0 0
−𝑠𝑖𝑛 (𝜃) 0 𝑐𝑜𝑠 (𝜃) 𝑐𝑜𝑠 (𝜃)𝑙𝑟

0 0 0 1

]  

(4.6) 

The three-dimensional Cartesian coordinates of the free end of the rigid bar can be 

represented by: 

 𝑥𝑟 = sin(𝜃) 𝑙𝑟 + 𝑥𝑏 

𝑦𝑟 = 0 

𝑧𝑟 = cos(𝜃) 𝑙𝑟 

(4.7) 

where 𝑙𝑟 is the length of the rigid beam. 

Equations (4.7) are derived by the following representation: 
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 �̇�𝑟 = �̇� cos(𝜃) 𝑙𝑟 + �̇�𝑏  

�̇�𝑟 = 0 

�̇�𝑟 = −�̇� sin(𝜃) 𝑙𝑟  

(4.8) 

By the use of the Euler-Lagrange method, the Lagrangian, 𝐿𝑎 is will be: 

 𝐿𝑎 = 𝐾 − 𝑉 (4.9) 

where 𝐾 represents the total kinetic energy of the system; 𝑉 is the total potential energy of the 

system represented by: 

 𝑉 = 𝑉𝐸 + 𝑉𝐺 (4.10) 

where, 𝑉𝐸 is the elastic potential energy of the system of the flexible beam, determined by 

Equation (4.11); 𝑉𝐺 is the gravitational potential energy of the system found with Equation 

(4.12): 

 
𝑉𝐸 = 

𝐾𝑠𝑥𝑏
2

2
 (4.11) 

 𝑉𝐺 = 𝑚𝑟𝑔 𝑐𝑜𝑠 (𝜃)𝑙𝑟 (4.12) 

where 𝑔 is the gravitational acceleration constant and 𝐾𝑠 is the spring constant of the flexible 

beam. The natural frequency of the beam in rad/sec can be represented by: 

 
𝜔𝑛 = √

𝐾𝑠

𝑚𝑚 + 𝑚𝑟
  (4.13) 

where 𝑚𝑚 is the mass of the motor mounted to the free end of the flexible beam and 𝑚𝑟 is the 

mass of the rigid bar.  

In general, the natural frequency 𝜔𝑛 can be determined experimentally. Then the spring 

constant of the flexible beam 𝐾𝑠 can be estimated by: 

 𝐾𝑠 = 𝜔𝑛
2(𝑚𝑚 + 𝑚𝑏) (4.14) 

then, the total potential energy becomes: 
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𝑉 =  

𝐾𝑠𝑥𝑏
2

2
+ 𝑚𝑟𝑔 𝑐𝑜𝑠 (𝜃)𝑙𝑟 (4.15) 

The total kinetic energy of the system will be: 

 𝐾 = 𝐾𝑅 +  𝐾𝑇1 + 𝐾𝑇2 (4.16) 

where 𝐾𝑅 is the rotational kinetic energy, 𝐾𝑇1 is the translational kinetic energy of the motor and 

gearbox, and 𝐾𝑇2 is the translational kinetic energy of the flexible beam, which are determined 

by Equations (4.17), (4.18), and (4.19), respectively: 

 
𝐾𝑅 =

𝐼𝑟𝜃
2

2
 (4.17) 

 
𝐾𝑇1 =

𝑚𝑚�̇�𝑏
2

2
 (4.18) 

 𝐾𝑇2 = 
𝑚𝑟𝑣𝑟

2

2
 = 𝑚𝑟

2
√�̇�𝑟

2 + �̇�𝑟
2 + �̇�𝑟

2 

                              =  
𝑚𝑟

2
[[�̇� cos(𝜃) 𝑙𝑟 + �̇�𝑏]

2
+ [�̇� sin(𝜃) 𝑙𝑟]

2
] 

(4.19) 

where 𝐼𝑟 is the rotational moment of inertia of the rigid bar, 𝑣𝑟, is the velocity of the free end of 

the rigid bar, and �̇�𝑟 , �̇�𝑟 , �̇�𝑟 are the velocities of the free end of the rigid in the Cartesian 

coordinate system. 

The total kinetic energy can be determined by: 

 
𝐾 = 

𝐽𝑟�̇�
2

2
+ 

𝑚𝑚�̇�𝑏
2

2
+ 

𝑚𝑟

2
[[�̇� cos(𝜃) 𝑙𝑟 + �̇�𝑏]

2
+ [�̇� sin(𝜃) 𝑙𝑟]

2
] (4.20) 

In a 𝑁 degree of freedom system Lagrange’s Equations [83] l can be represented by: 

 𝜕

𝜕𝑡
(

𝜕

𝜕𝑠�̇�
𝐿) − (

𝜕

𝜕𝑠𝑖
𝐿) = 𝑄𝑖 (4.21) 

where 𝑄𝑖 are the generalized forces acting on each coordinate system, 𝑖 = 1, 2, … ,𝑁𝑐 and 𝑁𝐶 is 

the number of coordinate systems used to represent the system; 𝑁𝑐 = 2 in this case. Then 

Lagrange’s equations for this system become:  
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 𝜕

𝜕𝑡
(

𝜕

𝜕�̇�𝑏
𝐾 − 

𝜕

𝜕�̇�𝑏
𝑉) − (

𝜕

𝜕𝑥𝑏
𝐾 − 

𝜕

𝜕𝑥𝑏
𝑉) = 𝑄1 

𝜕

𝜕𝑡
( 

𝜕

𝜕�̇�
𝐾 −  

𝜕

𝜕�̇�
𝑉 ) − ( 

𝜕

𝜕𝜃
𝐾 −  

𝜕

𝜕𝜃
𝑉 ) = 𝑄2 

(4.22) 

where 𝑄1 and 𝑄2, are the generalized forces, a summation of external forces acting on the system 

in each of the two coordinate systems. 

Considering,  

 𝜕

𝜕�̇�𝑏
𝑉 = 0,

𝜕

𝜕�̇�
𝑉 = 0 (4.23) 

Equation (4.20) can be simplified as: 

 𝜕

𝜕𝑡
(

𝜕

𝜕�̇�𝑏
𝐾) − (

𝜕

𝜕𝑥𝑏
𝐾) + (

𝜕

𝜕𝑥𝑏
𝑉) = 𝑄1 

𝜕

𝜕𝑡
( 

𝜕

𝜕�̇�
𝐾 ) − ( 

𝜕

𝜕𝜃
𝐾 ) + ( 

𝜕

𝜕𝜃
𝑉 ) = 𝑄2 

(4.24) 

The generalized forces 𝑄1 and 𝑄2, are represented by: 

 𝑄1 = 𝐵𝑏�̇�𝑏 

𝑄2 = 𝜏𝑚 − 𝐵𝑟�̇� 
(4.25) 

where 𝐵𝑏 is the viscous friction torque coefficient for the flexible beam; 𝐵𝑟 is the viscous friction 

torque coefficient for the rigid bar. These coefficients are assumed to be zero because air 

resistance is negligible and does not affect the dynamics of the system meaningfully.  

The torque produced by the motor 𝜏𝑚 can be estimated by:  

 
𝜏𝑚 =

𝜂𝑔𝐾𝑔𝜂𝑚𝐾𝑡(−𝐾𝑔𝐾𝑚�̇� + 𝑉𝑚)

𝑅𝑚
 (4.26) 

where related motor parameters are summarized in Table 4.1.  
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Table 4.1: Motor parameters [84] 

Symbol Parameter Value 

𝜼𝒈 Gearbox efficiency 0.9 ± 10% 

𝑲𝒈 Gearbox ratio 70:1 

𝜼𝒎 Motor efficiency 0.69 ± 5% 

𝑲𝒕 Motor torque constant 7.68(10)−3 �̇� ∙ 𝑚 

𝑽𝒎 Motor applied voltage [-4, 4] Volts 

𝑹𝒎 Motor armature resistance 2.6 Ω 

𝑲𝒎 Back-emf constant 7.68(10)−3 𝑉

𝑟𝑎𝑑/𝑠
 

 

The external force vector can be represented as [85]: 

 
𝑄 = [0,

𝜂𝑔𝐾𝑔𝜂𝑚𝐾𝑡(−𝐾𝑔𝐾𝑚�̇� + 𝑉𝑚)

𝑅𝑚
] (4.27) 

where the motor parameters are listed in the Table 4.1. 

Substitute Equations (4.15), (4.20), and (4.27) into Equation (4.24). By manipulation the 

equations of motion in Equations (4.28) and (4.29) can be obtained: 

 (𝑚𝑚 + 𝑚𝑟)�̈�𝑏 + 𝑚𝑟𝑙𝑟 cos(𝜃) �̈� − 𝑚𝑟𝑙𝑟 sin(𝜃) �̇�2 + 𝐾𝑠𝑥𝑏 = 0 (4.28) 

 (𝐽𝑟 + 𝑚𝑟𝑙𝑟
2)�̈� + 𝑚𝑟 cos(𝜃) 𝑙𝑟�̈�𝑏 − 𝑔𝑚𝑟 sin(𝜃) 𝑙𝑟

= 
𝜂𝑔𝐾𝑔𝜂𝑚𝐾𝑡

𝑅𝑚
𝑉𝑚 −

𝜂𝑔𝐾𝑔𝜂𝑚𝐾𝑡𝐾𝑔𝐾𝑚

𝑅𝑚
�̇� 

(4.29) 

Assume small amplitude oscillations, or: 

 sin(𝜃) ≈ 𝜃,   cos(𝜃) ≈ 1,   𝜃2 = 0 (4.30) 

The equations of motion in Equations (4.28) and (4.29) can be linearized and simplified 

as:  
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 (𝑚𝑚 + 𝑚𝑟)�̈�𝑏 + 𝑚𝑟𝑙𝑟�̈� + 𝐾𝑠𝑥𝑏 = 0 (4.31) 

 
(𝐽𝑟 + 𝑚𝑟𝑙𝑟

2)�̈� + 𝑚𝑟𝑙𝑟�̈�𝑏 = 
𝜂𝑔𝐾𝑔𝜂𝑚𝐾𝑡

𝑅𝑚
𝑉𝑚 −

𝜂𝑔𝐾𝑔𝜂𝑚𝐾𝑡𝐾𝑔𝐾𝑚

𝑅𝑚
�̇� (4.32) 

 

4.3 State Space Equations 

The linear state space equations can be written as: 

 �̇� = 𝐴𝑠 + 𝐵𝑢 

𝑟 = 𝐶𝑠 + 𝐷𝑢 
(4.33) 

where 𝑢 is the control input, 𝑠 represents the state space variables, and 𝐴, 𝐵, 𝐶, and 𝐷 are state 

space matrices. 

 
𝑠 = [

𝑠1
𝑠2
𝑠3

𝑠4

] =  [

𝑥𝑏

𝜃
�̇�𝑏

�̇�

] (4.34) 

 

�̇� = [

�̇�1

�̇�2

�̇�3

�̇�4

] =  [

�̇�𝑏

�̇�
�̈�𝑏

�̈�

] =  [

𝑠3
𝑠4

�̇�3

�̇�4

] (4.35) 

here, Equations (4.31) and (4.32) are rearranged and substituted into Equations (4.34) and (4.35) 

and then isolated for �̇�3 and �̇�4:  

 
�̇�3 = −

(𝐽𝑟 + 𝑚𝑟𝑙𝑟
2)𝐾𝑠

𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚

𝑠1 −
𝑔𝑙𝑟

2𝑚𝑟
2

𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚

𝑠2

+
𝐾𝑔

2𝐾𝑚𝐾𝑡𝜂𝑔𝜂𝑚𝑙𝑟𝑚𝑟

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

𝑠4 −
𝐾𝑔𝐾𝑡𝑉𝑚𝜂𝑔𝜂𝑚𝑙𝑟𝑚𝑟

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

 

(4.36) 

 
�̇�4 = 

𝑚𝑟𝑙𝑟𝐾𝑠

𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚

𝑠1 +
𝑔𝑚𝑟𝑙𝑟(𝑚𝑚 + 𝑚𝑟)

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

𝑠2

−
𝐾𝑔

2𝐾𝑚𝐾𝑡𝜂𝑔𝜂𝑚𝑙𝑟(𝑚𝑚 + 𝑚𝑟)

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

𝑠4 +
𝐾𝑔𝐾𝑡𝑉𝑚𝜂𝑔𝜂𝑚𝑙𝑟(𝑚𝑚 + 𝑚𝑟)

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

 

(4.37) 

The state space matrices 𝐴, 𝐵, 𝐶, and 𝐷 can be defined as 
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𝐴 =

[
 
 
 
 
 
 

0 0 1 0
0 0 0 1

−
(𝐽𝑟 + 𝑚𝑟𝑙𝑟

2)𝐾𝑠

𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚

−
𝑔𝑙𝑟

2𝑚𝑟
2

𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚

0
𝐾𝑔

2𝐾𝑚𝐾𝑡𝜂𝑔𝜂𝑚𝑙𝑟𝑚𝑟

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

𝑚𝑟𝑙𝑟𝐾𝑠

𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚

𝑔𝑚𝑟𝑙𝑟(𝑚𝑚 + 𝑚𝑟)

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

0 −
𝐾𝑔

2𝐾𝑚𝐾𝑡𝜂𝑔𝜂𝑚𝑙𝑟(𝑚𝑚 + 𝑚𝑟)

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚]

 
 
 
 
 
 

 

𝐵 =

[
 
 
 
 
 
 

0
0

−
𝐾𝑔𝐾𝑡𝑉𝑚𝜂𝑔𝜂𝑚𝑙𝑟𝑚𝑟

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚

𝐾𝑔𝐾𝑡𝑉𝑚𝜂𝑔𝜂𝑚𝑙𝑟(𝑚𝑚 + 𝑚𝑟)

(𝐽𝑟(𝑚𝑚 + 𝑚𝑟) + 𝑙𝑟
2𝑚𝑟𝑚𝑚)𝑅𝑚 ]

 
 
 
 
 
 

 

𝐶 = [
1 0 0 0
0 1 0 0

] 

𝐷 = [
0
0
] 

(4.38) 

Using the system parameters as listed in Table 4.1, the state space matrices can be 

represented as: 

 
𝐴 = [

0 0 1 0
0 0 0 1

−69.4440 −0.4007 0 0.1932
121.3376 17.8410 0 −8.5994

] 

𝐵 = [

0
0

−0.3594
16.0008

] 

𝐶 = [
1 0 0 0
0 1 0 0

] 

𝐷 = [
0
0
] 

(4.39) 

The state space model can now be used to create a simulation environment to train a 

reinforcement learning agent. 
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4.3 Classical and Intelligent Controllers 

4.3.1 PD Controller 

The PD controller is used to evaluate the performance of the proposed DDPG control 

technique. The PD controller is selected a baseline for controller performance, PD is a robust and 

reliable control technique and results from the PD test will be used to verify the robustness of the 

DDPG under varied dynamic conditions. As reinforcement learning is a relatively new area of 

research a comparison with a classical and well understood control method such as PD can 

demonstrate the new potential of reinforcement learning control. 

The desired output for the PD controller is given by: 

 𝑢 =  −(𝑘𝑥𝑏

𝑝
𝑥𝑏 + 𝑘𝜃

𝑝
𝜃 + 𝑘𝑥

𝑑�̇�𝑏 + 𝑘𝜃
𝑑�̇�) (4.40) 

where 𝑢 is the output control voltage; 𝑘𝑥𝑏

𝑝 and 𝑘𝜃
𝑝 are the proportional gains for 𝑥𝑏 and 𝜃, 

respectively; 𝑘𝑥𝑏
𝑑 and 𝑘𝜃

𝑑 are the derivative gains for �̇�𝑏 and �̇�, respectively.  

A feedback controller using the linear quadratic regulator method will be designed, using 

the state space matrices 𝐴, 𝐵, 𝐶, and 𝐷 in Equations (4.41) and (4.42). A set of weight matrices 𝑸 

and 𝑹 are used to determine the gains of the controller: 

 
𝑸 = [

8800 0 0 0
0 50 0 0
0 0 1.2 0
0 0 0 1

] ;  𝑹 = [1] (4.41) 

The control gains can be computed by: 

 

𝑘 =

[
 
 
 
 
𝑘𝑥𝑏

𝑝

𝑘𝜃
𝑝

𝑘𝑥
𝑑

𝑘𝜃
𝑑 ]
 
 
 
 

=  [

−83.9958
8.2734
2.8734
1.1269

] (4.42) 

The designed PD controller can be represented as: 

 𝒖 = −(−83.9958𝑥𝑏 + 8.2734𝜃 + 2.8734�̇�𝑏 + 1.1269�̇�) (4.43) 

4.3.2 NF Controller 

The MATLAB Fuzzy Logic toolbox is used to design and train a NF controller for 

comparison. The NF controller is selected for comparison as it is a common machine learning 
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technique that is not in a reinforcement learning technique but rather it is a supervised learning 

technique, which requires supplied training data. Optimization using training data improves the 

performance of the NF controller, but properly capturing and selecting this data is a challenge. 

Incorrectly chosen training data can possibly leading to improved performance in some areas and 

losses in others, this problem is alleviated by the DDPG as it does not require supply of training 

data. PD control tests using the controller as described in section 4.3.1 are used to capture the 

training data for the proposed NF controller. Results are used to investigate the potential of the 

DDPG controller as a machine learning control technique for stabilization.  

Figure 4.3 shows the NN architecture of the NF system. It has 5 layers: 

Layer 1 is the input layer. The NF system has 4 input variables corresponding to each of 

the state space variables, 𝑠𝑛 = [𝑥𝑏 , 𝜃, �̇�𝑏 , �̇�]  = [𝑠1, 𝑠2, … , 𝑠𝑁], where 𝑠𝑛 is any of the 4 input 

variables, 𝑛 = 1, 2, … ,𝑁𝑠 and 𝑁𝑠 = 4.   

Layer 2 is the fuzzification layer. Here each input variable is fuzzified using membership 

functions (MFs) as given by: 
 

𝑔(𝑠𝑛) = 𝑒
−

(𝑠𝑛−𝑐𝜆)2

2𝑎𝜆
2

 
(4.44) 

where 𝑐𝜆 is the mean, and 𝑎𝜆 is the standard deviation, 𝜆 = 1, 2, … , 10; these are the non-linear 

parameters to be trained.  

The positional inputs 𝑥𝑏 and 𝜃, are each defuzzied by 3 MFs, each representing the 

positive, negative, or neutral positions. The rate inputs �̇�𝑏 and �̇�, are each defuzzied by 2 MFs 

each representing positive and negative rates of change. This leads to a set of 36 fuzzy rules in 

layer 3. 

Layer 3 is the fuzzy operation layer. Here, firing strengths of each fuzzy rule are 

computed using a T-norm operator as in: 
 𝑊ℎ = 𝑔𝜆(𝑠1) × 𝑔𝜆(𝑠2) × 𝑔𝜆(𝑠3) × 𝑔𝜆(𝑠4) (4.45) 

where 𝑊ℎ is the ℎth fuzzy rule and ℎ = 1, 2, … , 36. 

Layer 4 is the normalization layer. Firing strength output of each fuzzy rule is normalized 

such that all outputs add to 1. 
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𝑊ℎ

′ =
𝑊ℎ

∑𝑊
 (4.46) 

Layer 5 is the defuzzification layer. Centroid defuzzification is performed in order to 

determine network output by: 
 𝑢ℎ = 𝑊ℎ

′(𝑝ℎ1
𝑠1 + 𝑝ℎ2

𝑠2 + 𝑝ℎ3
𝑠3 + 𝑝ℎ4

𝑠4 + 𝑝ℎ5
) (4.47) 

where 𝑢ℎ is the defuzzied output of rule ℎ and 𝑝ℎ𝑛
 represents the linear parameters of each rule.  

Layer 6 is the output layer. The control action is taken as the sum of the outputs from 

each fuzzy rule as given by: 
 

𝑢 = ∑ 𝑢ℎ

36

ℎ=1

 (4.48) 

 

 

Figure 4.3: Network architecture of selected NF controller. 
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4.4 DDPG Controller  
Reinforcement learning benefits from its large number of training steps, sometimes 

requiring millions of steps to achieve an optimal result. Performing training on the physical 

environment may take up to a minute per episode, where as a simulation can instantly reset and 

perform an order of magnitude more training episodes in the same amount of time. Open AI’s 

Gym will be used as a platform for creating, running, and rendering simulation environments for 

reinforcement learning Python 3.9.0 will be used with this application program interface (API) as 

well as the TensorFlow and Keras APIs, where TensorFlow is a deep learning framework 

developed by Google, for building and training reinforcement learning algorithms. Furthermore, 

Gym adds a math library for use with NNs [87]. TensorFlow uses the Keras API for the creation 

of NNs. Keras allows the user to chose network features such as defining layers, number of 

nodes, inputs, outputs, connections, and functions [88]. These tools are free and commonly used 

in reinforcement learning research so they have large libraries of documentation and support 

online.  

 

4.4.1 Actor and Critic NN Architecture 

The architecture of the actor NN used by the agent can be seen in Figure 4.4, it has 4 

layers: 

Layer 1 is the input layer. The actor NN has 4 input variables corresponding to each of 

the state space variables, 𝑠𝑛 = [𝑠1, 𝑠2, … , 𝑠𝑁], where 𝑠𝑛 is any of the 4 input variables and 𝑛 =

1, 2, … ,𝑁𝑠 and 𝑁𝑠 = 4.   

Layer 2 is a densely connected layer of 256 nodes. This means each output from the 

previous layer connects to all the nodes in this layer. The firing strength of each node is 

computed as the product of all inputs to the node and the weight parameter of the node as shown 

in: 

 
𝑂𝑗

𝑖 = 𝜓𝑖,𝑗
𝑢 ∏𝑠𝑛

𝑁𝑠

𝑛=1

  (4.49) 

where 𝑂𝑗
𝑖 is the firing strength of the node 𝑂, at position 𝑗, in layer 𝑖 and 𝜓𝑖,𝑗

𝑢  is the weight 

parameter for that node. Here 𝑗 = 1, 2, … ,𝑁𝑖, where 𝑁𝑖 is the number of nodes in layer 𝑖. 
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Before firing strengths are output to the next layer they are passed through an activation 

function. In this network the Rectified Linear Units (ReLU) function is used due to it being fast 

to compute [89] and non-linear, it is given by: 

 𝑈(𝑥) = max(0, 𝑥) (4.50) 

where 𝑈(𝑥) represents the ReLU function and max(0, 𝑥) returns the maximum between the 

input value and zero, turning negative inputs to zero, which makes this function non-linear. After 

firing strengths are activated they pass to the next layer of nodes 

Layer 3 is a densely connected layer of 256 nodes. The general form of the firing strength 

of a densely connected node is given as:  

 
𝑂𝑗

𝑖 = 𝜓𝑖,𝑗
𝑢 ∏ 𝑂𝑗

𝑖−1

𝑁𝑖−1

𝑗=1

  (4.51) 

where 𝑂𝑗
𝑖 is the firing strength of the node 𝑂, at position 𝑗, in layer 𝑖 and 𝜓𝑖,𝑗

𝑢  is the linear 

parameter for that node. 𝑁𝑖−1 is the number of nodes in the previous layer. 

Layer 4 is the output layer of a single node. The hyperbolic tangent function is used as 

the activation function for the output layer, defined as [90]:  

 
𝐻(𝑂1

4) =
𝑒𝑂1

4
− 𝑒−𝑂1

4

𝑒𝑂1
4
+ 𝑒−𝑂1

4 (4.52) 

where 𝐻(𝑂1
4) is the hyperbolic tangent function output for the output node 𝑂1

4, and 𝑒 is Euler’s 

number.  
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Figure 4.4: Actor network architecture 

The architecture of the critic NN used by the agent can be seen in Figure 4.6, it has 7 

layers: 

Layer 1 is the input layer. The critic NN has 4 input variables corresponding to each of 

the state space variables, 𝑠𝑛 = [𝑠1, 𝑠2, … , 𝑠𝑁], where 𝑠𝑛 is any of the 4 input variables and 𝑛 =

1, 2, … ,𝑁𝑠 and 𝑁𝑠 = 4 as well as 1 input variable corresponding action taken by the actor. In this 

network layers 1 and 3 feature two parallel sets of nodes, separated connection to relation the 

action or state inputs.  

Layer 2 is a densely connected layer of 128 nodes. The ReLU function is used for 

activation in all layers of this network besides the output. Layer 2 does not contain any nodes 

connected to the action input, rather the action input node connects directly to specific nodes in 

layer 3. The generalized form of the firing strength of any densely connected node in the critic 

NN is given by: 
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𝑂𝑗

𝑖 = 𝜓𝑖,𝑗
𝑄

∏ 𝑂𝑗
𝑖−1

𝑁𝑖−1

𝑗=1

  (4.53) 

where 𝑂𝑗
𝑖 is the firing strength of the node 𝑂, at position 𝑗, in layer 𝑖 and 𝜓𝑖,𝑗

𝑄  is the linear 

parameter for that node. 𝑁𝑖−1 is the number of nodes in the previous layer connected to node 𝑂. 

Layer 3 is a densely connected layer of 512 nodes, which are split into two groupings of 

256 with one densely connected to the output from layer 2 and the other to the action input.  

Layer 4 is a concatenation layer. The concatenation operation takes two vectors and 

combines them into one vector, this combines the outputs from the state and action groups of 

nodes. An example of the operation for layer 3 can be seen in: 

 [𝑂1
3, 𝑂2

3, … , 𝑂255
3 ] + [𝑂256

3 , 𝑂257
3 , … , 𝑂512

3 ] = [𝑂1
3, 𝑂256

3 , 𝑂2
3, 𝑂257

3 , … , 𝑂255
3  , 𝑂512

3 ] (4.54) 

 Layer 5 is a densely connected layer of 256 nodes. Node connections follow the same 

general form as in Equation (4.53). 

Layer 6 is a densely connected layer of 256 nodes. Node connections follow the same 

general form as in Equation (4.53). 

Layer 7 is the output layer. The output is a summation operation given by: 

 
𝑄 = ∑ 𝑂𝑗

𝑖=6

𝑁𝑖=6

𝑗=1

 (4.55) 
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Figure 4.5: Critic network architecture  

 

4.4.2 Smart Structure Simulation Environment  

To create the smart structure simulation environment, first the environment must be 

initialized; Table 4.2 summarizes the hyperparameters used. When the environment is called by 

the agent for the first time the environment is initialized. 
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Table 4.2: Smart structure simulation environment parameters 

Symbol Parameter Value 

𝜻 Step size for simulation 1/80 seconds 

𝑵 Maximum episode steps  500 steps 

𝒍𝒃, 𝒍𝒓 Length of beam, bar, respectively  𝑙𝑏 =  1
2

3
, 𝑙𝑟 =  1 feet  

𝑨,𝑩 State space matrices  See Equation 4.41-4.42 

𝑽𝒎𝒂𝒙  Maximum allowable voltage output 4V 

𝒙𝒕𝒉𝒓𝒆𝒔𝒉 Maximum allowable deflection 61 mm or 2.4 inches 

𝜽𝒕𝒉𝒓𝒆𝒔𝒉 Maximum allowable angular position   45 degrees 

𝒔𝒕=𝟎 Starting state [0, 0, 0, 0] 

 

When the agent calls the smart structure environment, it sends an action from the actor 

NN at the current state. The environment stores its current state between calls from the agent and 

returns the updated state, reward, and previous state to the agent after a step. When the 

environment is called the state space variables will be set equal to the current state of the model 

structure 𝑠𝑡
𝑇 = [𝑥𝑏(𝑡), 𝜃(𝑡), �̇�𝑏(𝑡), �̇�(𝑡)], if 𝑡 = 0, 𝑠𝑡 = 𝑠0. Next the action is clipped to the 

maximum allowable voltage: 

 𝑢(𝑡) =   𝑢(𝑡), 𝑖𝑓, |𝑢(𝑡)| ≤ 𝑉𝑚𝑎𝑥 

𝑢(𝑡) =
𝑢(𝑡)

|𝑢(𝑡)|
𝑉𝑚𝑎𝑥, 𝑖𝑓, |𝑢(𝑡)| > 𝑉𝑚𝑎𝑥 

(4.56) 

where 𝑢(𝑡) is the action output from the controller and 𝑉𝑚𝑎𝑥 is the maximum allowable voltage. 

In calculating the reward for the current state and action, the reward, 𝑟 is calculated as a 

sum of rewards for each state and the action such that: 

 𝑟 = −(𝑟𝑥𝑏
+ 𝑟𝜃 + 𝑟�̇�𝑏

+ 𝑟�̇� + 𝑟𝑢) (4.57) 

 The reward functions for the DDPG controller in this work are tuned based on the 

expected size of each of the variables. The equations arrived at are given as: 
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𝑟𝑥𝑏

= 525𝑥𝑏
2, 𝑟𝜃 = 

32

𝜋2
𝜃2, 𝑟�̇�𝑏

= 8�̇�2, 𝑟�̇� =
1

5
�̈�2, 𝑟𝑢   =  

1

10
𝑢2 (4.58) 

 Next the state is transitioned to the updated state using the state spaces matrices 𝐴 and 𝐵 

by solving �̇� such as: 

 �̇� = 𝐴𝑠 + 𝐵𝑢 

�̇� = [

�̇�1

�̇�2

�̇�3

�̇�4

] =  [

�̇�𝑏

�̇�
�̈�𝑏

�̈�

] =  [

𝑠3
𝑠4

�̇�3

�̇�4

] 
(4.59) 

Then �̇�, can be used to determine the next state such that: 

 𝑥𝑏(𝑡 + 1) = 𝑥𝑏(𝑡) + 𝜁�̇�𝑏(𝑡) 

�̇�𝑏(𝑡 + 1) = �̇�𝑏(𝑡) + 𝜁�̈�𝑏(𝑡) 

𝜃(𝑡 + 1)   = 𝜃(𝑡) + 𝜁�̇�(𝑡) 

�̇�(𝑡 + 1)   = �̇�(𝑡) + 𝜁�̈�(𝑡) 

(4.60) 

where 𝜁 is the step size.  

After determining the next state, the step counter is increased by one and the environment 

returns the next state, reward, and a Boolean representing the episode completion check. The 

step is checked to see if the episode is complete, which happens when the maximum number of 

steps has been reached or the angle of the beam or position of deflection is within the set 

thresholds. If the episode is determined to be complete, the state will be reset to the starting state 

and the next episode begins from the beginning, which will be discussed in Section 4.4.2.  

After every step, the environment is rendered as a visual indicator of the system state. 

Figure 4.6 shows an example of this rendering in a training episode. This rendering process is 

turned off during general system training to increase training speed. 
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(a) 

 
    (b) 

  
(c) 

Figure 4.6: Simulated training environment render - (a) starting state, (b) control begins after disturbance, (c) 

controller overshooting 

 

4.4.3 Agent Training 

In implementation of the reinforcement learning, the agent will follow the algorithm 

outline previously in Section 4.4.1. Firstly, the agent is initialized with the hyperparameters 

listed in Table 4.3. Selecting the appropriate hyperparameters can be a challenging task. Due to 

the circumstances of the control problem in this work, manual tuning by trial and error is 

employed. 

Table 4.3: DDPG learning agent parameters 

Symbol Parameter Value 

𝒃 Replay buffer size 1’000’000 steps  

𝑵𝑬 Number of training episodes 4000 episodes 

𝑵𝒃 Batch size for replay buffer sampling 64 samples 

𝝁, 𝝈 Mean and standard deviation for noise 𝜇 = 0, 𝜎 = 1 

𝑵𝑬 Number of episodes for training 4000 episodes 
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𝜸 Discount factor for future rewards  0.999 

𝝉 Target learning rate 0.1 

𝝓𝜽, 𝝓𝝁 Critic and actor learning rates, respectively 𝜙𝜃 = 0.001, 𝜙𝜇 = 0.005 

𝜺𝒌 State observation noise scaling constant, 𝑘 =

1,2,… , 𝑛 where 𝑛 is equal to the number of inputs 

into the actor network 

           𝜀1 = 0.005, 𝜀2 =  0.05,  

𝜀3 =
𝜋

2048
, 𝜀4 = 0.5 

𝝔, 𝜷𝟏, 𝜷𝟐, 𝝇 Step size, other constants for use in ADAM gradient 

descent 

𝜚 = 𝜁, 𝜍 = (10)−8, 

𝛽1 = 0.9, 𝛽2 = 0.999 

The following summarizes the test operation procedures:  

1) Firstly, the environment is initialized, and the buffer and NNs are created.  

2) At the beginning of each episode, the initial state of the smart structure environment is 

set to zero flexible beam deflection and the bar at zero angular position (i.e., the flexible beam 

and rigid bar are standing straight up).  

3) The agent provides a disturbance to the simulated structure by applying a negative 

voltage to the motor to generate an angular position of the rigid bar of [-0.8, -1.2] rad. The 

structure starts to vibrate. 

3) The agent takes the control training actions on the structure. Random noise is added 

intentionally during training to better explore the action space of the environment and develop a 

more robust policy.  

4) The noisy-action chosen by the agent is used to update the current state of the 

environment. This returns a vector called a state transition containing the previous states, new 

states, action taken, and the reward for that action. This transition is then stored in the replay 

buffer. 

5) The networks are updated based on a minibatch of samples from the replay buffer; the 

critic is updated using the target critic and target actor networks, which can be used to estimate 

the effectiveness of the control action, compute the loss of the critic, and optimize the critic.  

6) The actor network is updated using the loss from the critic calculated with Equation 

(3.17), and then the target actor and target critic networks are updated using Equation (3.5).  
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7) Steps 4)-7) are repeated until the episode is finished.  

8) Steps 2)-8) are repeated until the specified training episodes are completed. Then the 

actor is fully trained, and performance can be evaluated to ensure training is appropriate. 

Once 50% of the training episodes have been performed, domain randomization is 

initiated by applying state perturbation. Perturbed states are then fed to the actor network to 

determine an action for the current environment. This allows the agent to learn an effective 

policy and to increase the robustness of the policy. Each input is modulated by a noise scaling 

constant, as summarised in Table . Domain randomization noise increases linearly once it begins 

to affect the system states, which can reach its maximum after another half of the remaining 

episodes, or: 

 
𝑠𝑡 ← 𝜀𝑘𝑠𝑡 × (𝒩|𝜇=0,𝜎=1)  ×  

max(0, 𝐸 − 0.5𝑁𝐸)

0.25𝑁𝐸
 (4.61) 

where 𝜀𝑘, is the scaling constant; 𝒩 is the noise output from the noise function; 𝐸 is the 

current episode; and 𝑁𝐸 is the total number of episodes. 

The effectiveness of related controllers for vibration suppression of the flexible beam 

structure will be discussed in Chapter 5.  
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Chapter 5 - Performance Verification 

 5.1 Proposed Methodology 
Experiments are conducted using the smart structure workstation to verify the 

effectiveness of the proposed DDPG technique for vibration control of flexible beams with 

variable dynamics. The DDPG controller is evaluated using two other related controllers: the 

classical PD controller and an intelligent NF controller. The purpose of selecting the PD 

controller is to demonstrate the robustness of the performance of the DDPG. PD control is a 

classical and commonly used control technique for flexible beam vibration control, which can 

perform well even when conditions vary from the expected; in addition, the PD controller has 

been optimized and implemented in smart structure workstation by the manufacturer for 

demonstration purpose. The NF controller is selected to compare the ability of DDPG controller 

in reinforcement learning while generating a non-sensitive policy. The comparison tests will be 

undertaken to examine the effectiveness of the related controllers under variable dynamic 

conditions. 

A testing procedure is devised and implemented as previously described in Section 4.1. 

The initial state for the smart structure is upright with no initial deflection, which is the position 

to begin a test. Figure 5.1(a) shows the structure in the resting position, and Figure 5.1(b) shows 

the structure in the initial state for testing. 

 
(a) 

 
(b) 

Figure 5.1: Smart structure in the - (a) upright position, (b) initial position 
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After the flexible beam has reached a steady state solution (i.e., completely upright), a 

disturbance is applied by the motor to the rigid bar. The maximum voltage is supplied until the 

rigid bar reaches a set position (1.0 rad in this case) to simulate a strong disturbance. After the 

disturbance is applied, the controllers are enabled to suppress the disturbance vibration.  

The tests are undertaken to examine controller’s abilities to suppress the vibration in the 

beam until it returns to a steady state solution. The performance indicators used to evaluate the 

performance of the related controllers in this test are settling time, overshoot, and mean error. 

The steady state condition is reached when the deflection over the test window is within 

±1.5mm. The overshoot is the maximum deflection of the beam when it exceeds the steady state 

position. The mean error is the average absolute deflection of the beam over the control time. 

These indicators are chosen to simulate a drogue control scenario in AAR flight with 

disturbances. For this reason, settling time is chosen to represent the speed of vibration 

suppression or convergence. Overshoot indicator is selected to reflect the predictability of 

stabilization; and the mean error is used to represent the displacement over the control window. 

  

5.2 Simulation of Variable System Dynamics 
To simulate the effects of variable system dynamics of the flexible beam structure, a set 

of additional mass blocks are attached at three different positions on the flexible beam. The 

purpose is to test the robustness of the related controllers to accommodate with variable system 

dynamics. Each mass block is approximately 100 grams, and a pair of mass blocks are placed on 

each side of the beam. These three positions are selected as 100mm, 150mm, and 200mm from 

the rotational axis of the rigid bar, as illustrated in Figure 5.2. 
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(a) 

 

(b) 

Figure 5.2: Dynamic loading of the smart structure workstation – (a) diagram (b) photo - (1) rigid bar, (2) flexible 

beam, (3) tape markers, (4) mass block positions 

 

5.3 Experimental Test Result Analysis 
Testing is comprised of 4 trials at each loading position for all controllers. The results in 

48 tests are performed and recorded; detailed test indicators for all trials are summarised in 

Appendix A. For each dynamic loading condition, the response 𝑥𝑏 is the deflection of the 
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flexible beam as illustrated in Figures 5.3-5.6. Typical test results are demonstrated below to 

represent the average results for each loading condition. 

 

5.3.1 Test Results for the Flexible Beam without Extra Mass Blocks  

Figure 5.3 shows the test results of the flexible beam using the related controllers with no 

mass blocks attached to flexible beam. The results of this trial are summarized in Table 5.1. The 

percentage change of each performance indicator is relative to the performance of the PD 

controller; a negative percentage indicates an increase in performance compared to the PD. The 

NF controller achieves a 19.87% reduction in settling time compared to the PD controller;  

however, this improved performance comes at the cost of an increased overshoot and mean error, 

by 18.22% and 24.27%, respectively. The proposed DDPG controller achieves the best 

performance with a faster settling time with a 23.84% reduction from the PD controller. It can 

also reduce the overshoot by 19.55% and the mean error by 2.57% in comparison with the 

reference PD control. The DDPG outperforms the PD and the NF controller due to its unique 

reasoning function and proper training by using the proposed domain randomization method. 
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Figure 5.3: Deflections of the flexible beam without extra mass blocks, using the related controllers: (a) PD 

controller, (b) NF controller, (c) DDPG controller. 

 

Table 5.1: Experimental results without extra mass blocks using the related controllers 

Controller Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

1 - PD 2.52 - 35.39 - 13.52 - 

2 - NF 2.02 -19.87% 41.84 18.22% 16.79 24.27% 

3 - DDPG 1.92 -23.84% 28.47 -19.55% 13.17 -2.57% 

  

5.3.2 Test Results for the Flexible Beam with Additional Mass Blocks at a Top Position 

Mass blocks are then placed in the top position of the flexible beam, with the center of 

the mass blocks 100mm below the rigid bar’s rotational axis. Figure 5.4 shows the testing results 

using the related controllers, and the results of the tests are summarized in Table 5.2. In this 

loading condition the PD controller performs similarly to the PD control without additional mass 

blocks loading condition above. This is general indicator the reliability of the use of the 
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optimized PD controller for vibration suppression in this flexible beam. The NF control does not 

perform as well as the PD control in this case with a slightly slower settling time and poor 

overshoot (41.8%); it is mainly due to the reason that the NF controller is trained using data sets 

generated from the flexible beam without no extra mass blocks, but controlled using the default 

PD controller. The DDPG is not affected by this because it does not require any externally 

provided training data. The proposed DDPG control technique can provide the best performance 

in this case, with an improved settling time (22.01%), overshoot (27.14%) and mean error 

(4.66%), with reference to the PD control due to the use of domain randomization and the unique 

reinforcement learning. 

 

Figure 5.4: Deflections of the flexible beam with mass blocks at the top position (100mm below the rotational axis 

of the rigid bar), using the related controllers: (a) PD controller, (b) NF controller, (c) DDPG controller.  

Table 5.2: Experimental results with mass blocks at the top position using the related controllers 

Controller Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

1 - PD 2.65 - 34.79 - 13.44 - 
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2 - NF 2.68 1.26% 49.33 41.80% 15.58 15.94% 

3 - DDPG 2.07 -22.01% 25.34 -27.14% 12.81 -4.66% 

 

5.3.2 Test Results for the Flexible Beam with Additional Mass Blocks at the Middle Position 

The mass blocks are placed to the second position, 150mm from the rigid bar’s rotational 

axis to simulate a different dynamics condition of the flexible beam. Figure 5.5 shows the test 

results using the related control techniques, and Table 5.3 summaries the results with the 

reference of the PD control. The PD controller performs reliably reasonably well in this case. 

The NF controller performs reasonably well under this loading condition; although it has a 

longer settling time (21.88%) compared to the PD controller, the NF control has a better 

response in, the overshoot and mean error than the PD control. The DDPG controller 

outperforms both the PD and NF controllers, with a (24.38%) decrease in settling time, a 

(21.79%) decrease in overshoot, and a minimally improved (0.72%) reduction in mean error. 

Although the DDPG controller does not perform as good as in other beam dynamic conditions, 

with only a minor reduction in mean error, it still can provide the best performance due to the 

application of domain randomization during training. 
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Figure 5.5: Deflections of the flexible beam with mass blocks at the middle position (150 mm below the rotational 

axis of the rigid bar) using the related controllers: (a) PD controller, (b) NF controller, (c) DDPG controller. 

Table 5.3: Experimental results with mass blocks at the middle position using the related controllers 

Controller Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

1 - PD 2.67 - 34.89 - 13.30 - 

2 - NF 2.08 -21.88% 47.11 35.00% 16.49 23.95% 

3 - DDPG 2.02 -24.38% 27.29 -21.79% 13.20 -0.72% 

 

5.3.2 Test Results for the Flexible Beam with Additional Mass Blocks at the Low Position 

The mass blocks are then moved to the lower position, 200mm below the rotational axis 

of the rigid bar. Figure 5.6 shows the performance under this loading condition using the related 

controllers, which are summarized in Table 5.4. Here, the PD controller can still provide a 

reasonably well performance similarly to the previous dynamic conditions. The NF controller 

outperforms the PD in settling time while sacrificing the overshoot and mean error. The DDPG 

controller shows better performance when compared to both the PD controller and NF controller. 
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The DDPG settles (22.44%) faster than the PD, reduces the overshoot by almost half with a 

(45.15%) decrease and improves the mean error by (7.84%). Examining the results from each 

loading condition for the DDPG controller has demonstrated its fast convergence and more 

reliable performance corresponding to different flexible beam dynamics. The reinforcement 

learning algorithm allows the agent to generate an optimized policy for the given control 

problem, and the policy evolves without relying on any external data. The DDPG reinforcement 

learning agent generates an effective but sensitive policy and the domain randomization can 

correct the sensitivity so as to improve control convergence and accuracy. This demonstrates that 

a DDPG reinforcement learning controller has potential to be applied for continuous control 

problems, such as controlling a drogue in an aerial refuelling mission. 

 

Figure 5.6: Deflections of the flexible beam with mass blocks at the low position (200 mm below the rotational axis 

of the rigid bar) using the related controllers: (a) PD controller, (b) NF controller, (c) DDPG controller. 

Table 5.4: Experimental results with mass blocks at the low position using the related controllers 

Controller Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

1 - PD 2.60 - 35.15 - 13.43 - 
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2 - NF 2.07 -20.51% 40.56 15.38% 16.61 23.62% 

3 - DDPG 2.02 -22.44% 19.28 -45.15% 12.38 -7.84% 
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Chapter 6 - Conclusion and Future Work 
6.1 Conclusion 

Historically, AAR is a technology that been limited to military use due to the cost of 

maintaining the capability and the risk involved. There are many possible benefits of bringing 

this technology to civilian air operations such as reduced costs, increased payload capacity, and 

less aircraft wear and tear. This work investigates the feasibility of converting a civilian tanker 

into an aerial refueling tanker. To address the issue of cost with civilian AAR the Air Tractor 802 

is considered due to it’s relatively low-cost compared to large tanker platforms. Risk involved in 

AAR is largely due to the chaotic aerodynamic conditions that can occur during refueling; to 

mitigate this an actively stabilized drogue is considered. 

The first objective of this thesis was to model the AT-802 and a hose-drogue aerial 

refueling system that could be mounted onboard. A three-dimensional model of the aircraft was 

produced and used in computational fluid dynamics simulations. These results were analysed to 

determine if there may be any regions of wake behind the AT-802 that may make a drogue 

respond erratically. Simulations showed that the wake behind the aircraft was relatively 

homogenous and would not significantly affect a drogues stable flight. A dynamic model of the 

airframe was developed using a lumped mass model of the hose and drogue. The hose-drogue 

system in flight was simulated to investigate possible drogue behaviour in the flight conditions 

expected for refueling from the AT-802. Results showed that the drogue stabilized on a single 

point and did not oscillate dramatically during the simulation. Results indicate that a drogue 

flying behind an AT-802 should behave at least as well as it would behind a large tanker.  

The second object of this thesis was to develop a Deep Deterministic Policy Gradient 

(DDPG) technology for vibration control of a drogue in flight. Since the hose-drogue prototype 

could not be developed in time to support this research, while access to military equipment of 

this kind is also restricted, an equivalent flexible beam workstation was used for the research of 

drogue vibration control. Extra mass blocks were used in the flexible smart structure to simulate 

variable dynamics conditions. The proposed vibration control technique uses an agent trained 

using reinforcement learning with the DDPG strategy. Additionally, domain randomization was 

used to increase the adaptive capability of the controller and to transfer system characteristics 

from the simulated training environment to the experimental apparatus it is tested on. The 
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effectiveness of the proposed DDPG technique was examined systematically by experimental 

tests; its performance was compared with two related controllers, the optimal PD control 

implemented in the flexible beam workstation, and the NF controller. The result results showed 

that the NF controller could outperform the PD control when the test conditions were ideal, but 

in some other conditions the NF controller performed similarly to the PD control. However, the 

proposed DDPG controller could provide the best control performance under all these test and 

dynamics conditions with reduced settling time, lower overshoot and smallest mean errors. The 

best performance of the DDPG technique was due to its unique control policy that was 

developed with reinforcement learning, combined with domain randomization to improve 

robustness. It has potential to be applied for drogue control in the real aerial refueling 

prototyping. 

 

6.2 Future Work 

This project was the preliminary work in the research and development of exploring Air 

Tractor 802 for an aerial refueling of helicopters.  

In the future this will be expanded on in the following areas: 

• Prototype systems will be manufactured and installed into a FuelBoss aircraft to 

test and improve the control technology, as well as to pursue Transport Canada 

approval. 

• The aeroelastic model of the hose-drogue will be improved using real flight-

testing data such as turbulence, wind gusts, tanker wake.  

• The DDPG controller will be improved by optimizing the network architecture 

and including real environmental conditions, hose length, and receiver aircraft 

conditions.  
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Appendix A: Experimental Data 
Table A.1: Complete experimental results - No mass blocks 

Mass @ 0 mm Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

T
ri

al
 1

 

Controller 1 2.52 - 35.39 - 13.52 - 

Controller 2 2.02 -19.87% 41.84 18.22% 16.79 24.27% 

Controller 3 1.92 -23.84% 28.47 -19.55% 13.17 -2.57% 

T
ri

al
 2

 

Controller 1 2.62 - 35.34 - 13.22 - 

Controller 2 2.00 -23.57% 41.51 17.48% 16.81 27.14% 

Controller 3 2.07 -21.02% 20.92 -40.81% 12.07 -8.67% 

T
ri

al
 3

 

Controller 1 2.52 - 35.78 - 13.65 - 

Controller 2 2.07 -17.88% 46.94 31.20% 16.89 23.74% 

Controller 3 1.67 -33.77% 26.55 -25.79% 14.24 4.31% 

T
ri

al
 4

 

Controller 1 2.58 - 35.90 - 13.03 - 

Controller 2 2.08 -19.35% 47.49 32.27% 16.37 25.60% 

Controller 3 1.68 -34.84% 25.72 -28.36% 14.33 9.95% 

 

  



 

 A2  
 

Table A.2: Complete experimental results – Mass blocks @ 100mm position 

Mass @ 100 mm Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

T
ri

al
 1

 

Controller 1 2.67 - 34.51 - 13.34 - 

Controller 2 2.12 -20.63% 45.64 32.24% 15.87 19.03% 

Controller 3 2.73 2.50% 25.27 -26.77% 11.37 -14.71% 

T
ri

al
 2

 

Controller 1 2.65 - 34.79 - 13.44 - 

Controller 2 2.68 1.26% 49.33 41.80% 15.58 15.94% 

Controller 3 2.07 -22.01% 25.34 -27.14% 12.81 -4.66% 

T
ri

al
 3

 

Controller 1 2.65 - 35.16 - 13.37 - 

Controller 2 2.20 -16.98% 45.72 30.05% 17.55 31.31% 

Controller 3 2.13 -19.50% 24.51 -30.28% 13.30 -0.48% 

T
ri

al
 4

 

Controller 1 2.70 - 35.84 - 13.41 - 

Controller 2 2.18 -19.14% 45.89 28.06% 16.95 26.38% 

Controller 3 2.05 -24.07% 25.60 -28.57% 12.97 -3.29% 
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Table A.3: Complete experimental results – Mass blocks @ 150mm position 

Mass @ 150 mm Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

T
ri

al
 1

 

Controller 1 2.65 - 34.57 - 13.10 - 

Controller 2 2.12 -20.13% 46.72 35.12% 16.52 26.07% 

Controller 3 2.03 -23.27% 27.21 -21.31% 13.44 2.57% 

T
ri

al
 2

 

Controller 1 2.67 - 34.89 - 13.30 - 

Controller 2 2.08 -21.88% 47.11 35.00% 16.49 23.95% 

Controller 3 2.02 -24.38% 27.29 -21.79% 13.20 -0.72% 

T
ri

al
 3

 

Controller 1 2.60 - 34.80 - 13.54 - 

Controller 2 2.08 -19.87% 41.12 18.18% 16.87 24.60% 

Controller 3 2.08 -19.87% 23.81 -31.58% 13.04 -3.72% 

T
ri

al
 4

 

Controller 1 2.60 - 34.98 - 13.54 - 

Controller 2 2.15 -17.31% 46.51 32.96% 16.82 24.25% 

Controller 3 2.70 3.85% 19.89 -43.14% 10.60 -21.69% 
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Table A.4: Complete experimental results – Mass blocks @ 200mm position 

Mass @ 200 mm Settling 

Time (s) 

Change 

(%) 

Overshoot 

(mm) 

Change 

(%) 

Mean Error 

(mm) 

Change 

(%) 

T
ri

al
 1

 

Controller 1 2.60 - 35.41 - 13.47 - 

Controller 2 2.08 -19.87% 46.48 31.28% 15.82 17.48% 

Controller 3 1.93 -25.64% 27.23 -23.09% 13.15 -2.34% 

T
ri

al
 2

 

Controller 1 2.60 - 35.15 - 13.43 - 

Controller 2 2.07 -20.51% 40.56 15.38% 16.61 23.62% 

Controller 3 2.02 -22.44% 19.28 -45.15% 12.38 -7.84% 

T
ri

al
 3

 

Controller 1 2.62 - 35.64 - 13.23 - 

Controller 2 2.12 -19.11% 39.78 11.63% 18.14 37.14% 

Controller 3 1.93 -26.11% 27.44 -23.01% 13.19 -0.30% 

T
ri

al
 4

 

Controller 1 2.65 - 35.69 - 13.21 - 

Controller 2 2.12 -20.13% 47.37 32.71% 16.43 24.36% 

Controller 3 2.02 -23.90% 26.89 -24.67% 12.92 -2.19% 

 

 


