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Abstract

The sheer amount of news items that are published every day makes worth the task of automating
their classification. The common approach consists in representing news items by the frequency of
the words they contain and using supervised learning algorithms to train a classifier. This bag-of-
words (BoW) approach is oblivious to three aspects of natural language: synonymy, polysemy, and
multiword terms. More sophisticated representations based on concepts—or units of meaning— have
been proposed, following the intuition that document representations that better capture the semantics
of text will lead to higher performance in automatic classification tasks. The reality is that, when
classifying news items, the BoW representation has proven to be really strong, with several studies
reporting it to perform above different ’flavours’ of bag of concepts (BoC). In this paper, we propose
a hybrid classifier that enriches the traditional BoW representation with concepts extracted from
text—leveraging Wikipedia as background knowledge for the semantic analysis of text (WikiBoC).
We benchmarked the proposed classifier, comparing it with BoW and several BoC approaches: Latent
Dirichlet Allocation (LDA), Explicit Semantic Analysis, and word embeddings (doc2vec). We used
two corpora: the well-known Reuters-21578, composed of newswire items, and a new corpus created
ex professo for this study: the Reuters-27000. Results show that (1) the performance of concept-based
classifiers is very sensitive to the corpus used, being higher in the more “concept-friendly” Reuters-
27000; (2) the Hybrid-WikiBoC approach proposed offers performance increases over BoW up to
4.12 and 49.35% when classifying Reuters-21578 and Reuters-27000 corpora, respectively; and (3) for
average performance, the proposed Hybrid-WikiBoC outperforms all the other classifiers, achieving a
performance increase of 15.56% over the best state-of-the-art approach (LDA) for the largest training
sequence. Results indicate that concepts extracted with the help of Wikipedia add useful information
that improves classification performance for news items.

1 Introduction

The information and communication society
entails the existence of huge amounts of informa-
tion distributed all across and along the Internet.
Besides, the demand of information by users is
growing day by day, which makes necessary and
essential to automate the ordering of information

(Roul et al. 2017). The automatic classification of
text documents into predefined set of categories
is a field that has a large number of applications
and provides a solution to the problem presented
above. Among these applications, we can include:
the classification of books by theme, genre, or
subject; sentiment analysis (Li et al. 2016); the
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classification of online educational resources into
their subject area or educational level (Moise et
al. 2014); spam filtering (Arif et al. 2017); and the
classification of textual news in its proper category
(Li et al. 2016).

Automatic text classification can be modelled
as a supervised machine learning problem (Sebas-
tiani 2002). First, the classification algorithm is
selected. There are many classification algorithms,
being some of the most relevant in the state of
the art: k-nearest neighbour, decision tree, neural
networks, Bayes, random forests (RF), and sup-
port vector machines (SVM) (Khan et al. 2010).
Next, the training sequence is selected—a set of
examples whose category is known, which serves to
train the classifier. Finally, the algorithm receives
a test sequence—a set of documents whose cat-
egory is unknown—so that it may predict the
most appropriate category where to classify each
document.

Natural Language Processing (NLP) tech-
niques represent documents based on the features
they contain, such as the structure of the docu-
ment, or the frequency of words in the text (Settles
1994). Document classification makes use of NLP
techniques, so that a classifier can predict the cat-
egory which a document belongs to. The most
commonly used representation is the bag-of-words
(BoW) model, where a document is represented by
a set of words and their frequency of occurrence in
the text. The main drawback of the BoW model
is that it does not tackle two common problems
of natural language: redundancy (synonymy prob-
lem) and ambiguity (polysemy problem) (Wang
et al. 2009; Huang et al. 2012; Ming and Chua
2015). Besides, a single-word-based representa-
tion is oblivious to the phenomenon of multiword
terms.

In order to solve the problems presented above,
several authors have proposed the bag-of-concepts
(BoC) document representation, being a concept
a “unit of meaning” (Wang et al. 2009; Stock
2010). By definition, concepts are not ambiguous,
so that they eliminate the problems introduced
by synonymy and polysemy. In accordance with
this model, documents are represented by a set of
concepts and their weights, which indicate their
relevance in the document. Several previous works
demonstrate that the BoC representation provides
good results in text classification tasks (Sahlgren

and Cöster 2004; Wang et al. 2009). The liter-
ature hosts several proposals for creating BoC
representations of documents, and different ways
to represent a concept, such as Latent Semantic
Analysis (LSA) (Deerwester et al. 1990), Latent
Dirichlet Allocation (LDA) (Blei et al. 2003),
Explicit Semantic Analysis (ESA) (Gabrilovich
and Markovitch 2009), word/document embed-
dings (WE/DE) (Bengio et al. 2003; Le and
Mikolov 2014), and semantic annotators (Milne
and Witten 2013).

The huge amount of existing information
sources gen- erates immense lots of daily news, so
it is necessary that these news can be organized or
categorized into a finite set of categories, in such
a way that it allows for an easy, quick, and effi-
cient access to those that are of interest (Singh
and Chhillar 2017). As previously stated, the
most commonly used representation of text doc-
uments in classification tasks is the bag-of-words
model. This model is not optimal, since it does not
take into account the semantics of the words and
the semantic relationships between them, caus-
ing the appearance of language problems such as
redundancy an ambiguity, which negatively affects
classification performance. These two above men-
tioned facts, and the good results offered by the
combination of a concept-based representation of
documents along with encyclopaedic knowledge to
classify textual documents belonging to different
areas of application (Sahlgren and Cöster 2004;
Kim et al. 2005; Wang et al. 2009; Ni et al. 2011;
Mouriño Garćıa et al. 2015; Mouriño-Garćıa et
al. 2016a), lead us to the application of a bag-of-
concepts representation of documents that lever-
ages encyclopaedic knowledge, in particular the
Wikipedia, to the creation of classifiers of textual
news. Thus, this article describes the foundations
and reports the evaluation results of a classifier
of textual news that leverages the knowledge and
semantic information from Wikipedia to repre-
sent text documents as bags of concepts. We call
the proposed classifier WikiBoC. Furthermore, we
also propose a hybrid model (Hybrid-WikiBoC)
that combines the BoW and WikiBoC approaches,
by enriching the bag-of- words representation of
each document with concepts extracted from the
document itself.

To evaluate the system, we conducted several
experiments with the two approaches proposed
and compared their performance in a benchmark
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with four classifiers that use different state-of-
the-art representations of documents: the BoW
model, the ESA concept representation, the LDA
model, and word/document embeddings. In order
to carry out the experiments, we selected three of
the most relevant algorithms in the state of the
art—SVM, random forests, and näıve Bayes—and
two corpora: the Reuters-21578 (Rose et al. 2002)
corpus and a purpose-built corpus that comprises
news of the Reuters agency, hereinafter called
Reuters-27000 (Mouriño Garćıa et al. 2016b).

We consider that the main contributions of
this work are the following: (1) the WikiBoC
and Hybrid-WikiBoC approaches for classifying
textual news; (2) the benchmarking of the state-
of-the-art classification approaches; and (3) the
Reuters-27000 corpus.

The remainder of this article is organized as
follows. Section 2 conducts a brief review of the
state of the art. Section 3 presents the Wikipedia
Miner algorithm—which is the semantic annota-
tor selected to create the concept-based repre-
sentations of documents—the representations of
documents we use, the selected classification algo-
rithms, and the description of the corpora. Section
4 exposes the two approaches proposed: Wiki-
BoC and Hybrid-WikiBoC. Section 5 describes
the experiments conducted as well as the results
obtained. Section 6 discusses and analyses the
results gathered. Finally, 7 presents the main
conclusions obtained.

2 Literature review

The literature hosts many studies about textual
news classifi- cation, in which the bag-of-words
model is the most popular approach to repre-
sent documents (Jadhav et al. 2016). Selamat et
al. (2002) propose a news web page classification
method that uses neural networks and principal
component analysis to classify the Yahoo sports
news database. Bekkerman et al. (2003) com-
bine the distributional clustering of words and
a support vector machines algorithm to classify
news stories from the Reuters-21578 dataset. Van
and Thanh (2017) propose the keyword extrac-
tion with BoW method in combination with neu-
ral network approaches to classify a corpus of
Vietnamese news belonging to different topics.
Singh and Chhillar (2017) use distinctive bag of
words and artificial neural networks to classify

a corpus of English news belonging to business,
entertainment, politics, cricket, tootball, and tech-
nology categories. Kim and Kim (2016) propose a
novel term-weighting scheme that can be induced
from document probabilistic models such as näıve
Bayes and the multinomial term model to classify
textual news from Reuters-21578 dataset.

Besides, the literature holds several successful
attempts to leverage concepts to represent tex-
tual news in classification tasks, which will be
described in the following subsections.

2.1 Classifiers based on
bag-of-concepts representations

This kind of classifiers is based on representing
documents as vectors of concept weights, using, to
that end, techniques such as Latent Dirichlet Allo-
cation (LDA), Explicit Semantic Analysis (ESA),
and word embeddings.

The LDA model (Blei et al. 2003) presupposes
that each document within a collection comprises
a small number of topics, each one of them ’gen-
erating’ words. Thus, LDA finds topics in texts
by ’going back’ from the document and find-
ing the set of topics that may have generated
it. This approach has been leveraged by several
authors to classify news stories. Colace et al.
(2014) present a single-label classification method
that uses LDA to represent news stories from
Reuters-21578 dataset as structured vectors of fea-
tures composed of weighted pairs of words, instead
of using vectors of features composes of weighted
words. Pavlinek and Podgorelec (2017) propose a
semi-supervised method based on support vector
machines and näıve Bayes algorithms, which lever-
ages LDA topic models to classify textual news
when there are little training data. Rodrigues et al.
(2017) propose a supervised classification method
that leverages LDA to take advantage of the inher-
ent topical structure of documents and model
their words as arising from a mixture of topics, to
classify news belonging to Reuters-21578 dataset.
ESA (Gabrilovich and Markovitch 2009) leverage
external knowledge sources (such as Wikipedia or
the Open Directory Project) to generate features
from text documents. ESA analyses the text in
documents and identifies topics that are explic-
itly present in the knowledge source used. The
main drawback of this technique is its tendency
to generate outliers—concepts that are related
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to the text documents only marginally (Egozi et
al. 2011)—which negatively affects classification
performance. Gabrilovich and Markovitch (2009)
evaluate the effectiveness of their method on text
categorization, by classifying, among other, the
news datasets Reuters-21578 and Reuters Corpus
Volume 1 (RCV1). Chang et al. (2008) also use the
ESA technique and Wikipedia to create a model of
classification that does not need annotated train-
ing data to analyse both label and documents from
a semantic point of view, thus allowing to learn
classifiers.

Word embeddings are dense real-valued vec-
tors, also known as distributed representations of
words (Bengio et al. 2003; Mikolov et al. 2013).
They have been recently proposed, serving as rich
and coherent word representations. In order to
learn document-level embeddings, Le and Mikolov
(2014) propose paragraph vector, an unsupervised
framework that learns continuous distributed vec-
tor representa- tions for variable-length pieces of
texts. Yao et al. (2015) proposed a method to solve
data sparsity problem of short text in news clas-
sification tasks by enriching document represen-
tation with word semantic similarity information
obtained using word distributed representations.
Jin et al. (2016) present a text classifier of news
stories by using the näıve Bayes algorithm and a
bag-of-embeddings approach which exploits con-
textual information from text classes. Mekala et
al. (2016) cluster word embeddings to capture
multiple semantic contexts in which words occur.
Then, they are chained to form document topic
vectors that can represent multitopic documents.
The approach proposed is combined with lin-
ear SVM and logistic regression algorithms to
classify textual news from Reuters-21578 corpus.
Finally, word embeddings are also employed to
perform cross-lingual classification of news stories
(Mogadala and Rettinger 2016).

2.2 Classifiers based on hybrid
word-concept representations

This kind of classifiers is based on representing
documents as vectors resulting from the combi-
nation of weights of words and concepts. The
literature hosts several studies that state that
the use of a combination of word- and concept-
based approaches improves the performance of

textual news classification tasks. Cai and Hof-
mann (2003) employ LSA to extract concepts from
documents and combine them with word represen-
tations to train and test an AdaBoost classifier.
Although the authors report high F1-score values,
the relative improvement of the hybrid approach
over BoW is only about 2.71%. Besides, the
experiments were conducted over a subset of the
Reuters-21578 corpora, which simplifies classifica-
tion tasks. Sahlgren and Cöster (2004) propose
a combination of words and concepts extracted
by Random Indexing to train and test an SVM
algorithm. Again, the experiments were performed
over a subset of the Reuters-21578 corpus, and
although they report high F1-score values, the
relative improvement over BoW is not very high
(about 1.37%). Elberrichi et al. (2008) and Nezreg
et al. (2014) leverage semantic information pro-
vided by WordNet to enrich word-based repre-
sentations of documents. Despite conducting the
experiments in small subsets of Reuters-21578,
the performance values reported are lower than
those offered by the previous proposals. Finally,
Yousif et al. (2015) leverage semantic information
provided by the Arabic version of WordNet to
improve the performance of a näıve Bayes (NB)
classifier. The authors report relative improve-
ments over BoW about 3.16% when classifying a
corpus of news extracted from the BBC Arabic
website, composed of 5258 documents belonging
to one of six possible categories.

The main differences of the approach we pro-
pose compared to the approaches presented in
the state of the art are the following two. (1)
The use of semantic information extracted from
Wikipedia to enrich BoW representations of docu-
ments. Although WordNet-based approaches also
use a collection of concepts, WordNet methods are
limited to individual words (Mihalcea et al. 2006;
Gabrilovich and Markovitch 2007), and it does not
provide word sense disambiguation (Gabrilovich
and Markovitch 2007). (2) The performing of the
experiments using the entire corpora instead of
using a reduced number of documents or target
categories, thus providing more realistic results.

3 Materials and methods

This section presents: the semantic annotator
that we leverage for extracting concepts from
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text, Wikipedia Miner; the representation of doc-
uments; the classification algorithms selected; and
the corpora used in the evaluation of the different
approaches.

3.1 Semantic annotator: Wikipedia
Miner algorithm

A semantic annotator is a software agent that is
responsible for extracting the concepts that define
a document, linking these concepts to entries
from external sources such as Wikipedia. Semantic
annotators also perform word sense disambigua-
tion—thus tackling synonymy and polysemy—and
they assign a weight to each extracted concept
in accordance with their relevance in the text. In
our work, we rely on Wikipedia Miner (Milne and
Witten 2013), a semantic annotator that builds on
natural language processing and machine learn-
ing techniques and uses Wikipedia as knowledge
base. The functioning of the algorithm is based
on three steps. Figure 1 shows graphically the
process of obtaining the BoC representation of a
text document—being each concept a Wikipedia
article—from a text document.

– First step is candidate selection. Given a text
document that comprises a set of n-grams (point
1 in Fig. 1)—being an n-gram a continuous
sequence of n words—the algorithm queries a
vocabulary that contains all the anchor texts of
Wikipedia to check if any of the n-grams are
present in the vocabulary (point 2). Thus, the
more relevant candidates (n-grams) are those
that are used most often as anchor texts in
Wikipedia.

– The next step is disambiguation (point 3).
Given the same vocabulary of anchor texts,
the algorithm selects the most probable tar-
get for each of the candidates. This process
is based on machine learning, using as train-
ing sequence Wikipedia articles, which contain
good examples of disambiguation done manu-
ally. Disambiguation is performed based on two
factors: the relationship with other unambigu-
ous terms of the context, and how common is
the relationship between an anchor text and the
target Wikipedia article.

– The third and final step is link detection (point
4), which consists in measuring the relevance
of each concept extracted from the text. To

Fig. 1 Automatic extraction of concepts through
Wikipedia Miner algorithm

this end, machine learning techniques are used
again, using as training sequence Wikipedia
articles, since each of them is an example of
what constitutes a relevant link and what does
not.

3.2 Document representations

Document representations are based on the
extraction of features of natural language from
text. There exist different representations depend-
ing on which kind of features are extracted.
In particular, we used the following three rep-
resentations in our study. The first one is the
bag-of-words model (Sahlgren and Cöster 2004),
in which a document is represented as a vec-
tor d̄ = (ww1, ww2, . . . , ww|W|) where wwi are
the weights—frequency of occurrence—of words
in the document. The domain of features W is
composed of the set of all words in the corpora,
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ignoring ’stop words’, and after applying the stem-
ming algorithm of Porter (1980). The second one
is the bag-of-concepts model (Sahlgren and Cöster
2004), in which a document is represented as a
vector d̄ = (cw1, cw2, . . . , cw|C|), where cwi are the
weights—relevance—of concepts in the document.
In the case of the WikiBoC approach, we propose:
(1) the domain of features C is composed of all the
articles of the English edition of Wikipedia, and
(2) in order to extract the features—concepts—we
make use of the Wikipedia Miner algorithm previ-
ously described. Finally, the hybrid model consists
in a combination of the previous two (Huang et al.
2009; Sahlgren and Cöster 2004). Thus, following
the hybrid model, a document is represented as a
vector d̄ = (ww1, . . . , ww|W|, cw1, cw2, . . . , cw|C|).

3.3 Classification algorithms

3.3.1 Support vector machines

SVM is a supervised machine learning algorithm
for performing—among others—regression, clus-
tering, and classification tasks. SVM is one of
most relevant state-of-the-art algorithms (Mani-
mala et al. 2015), along with näıve Bayes, decision
trees, k-nearest neighbour, and random forests.
The basic idea consists in, given a set of elements
each one belonging to one category, SVM algo-
rithm builds a model that can predict whether a
new element belongs to one category or another
(Hearst et al. 1998). To carry out our work, we
used the scikit-learn library, a Python module that
provides a set of the most relevant machine learn-
ing algorithms in the state of the art (Pedregosa
et al. 2011). In particular, in our work we use
the sklearn.svm.LinearSVC class, with default set-
tings, to implement the SVM classifier.

3.3.2 Random forests

Random forests (Breiman 2001) are a combina-
tion of tree predictors where each tree depends
on the values of a random vector sampled inde-
pendently with the same distribution for all trees
in the forests. The basic principle is that a group
of “weak learners” can come together to form a
“strong learner”. random forests are a interesting
tool for making predictions considering they do
not over fit because of the law of large numbers.

The introduction of the right kind of random-
ness makes them accurate classifiers and regres-
sors. To implement this algorithm, we used the
sklearn.ensemble.RandomForestClassifier class of
the scikit-learn library. We used the default set-
tings provided by the scikit-learn library, except
the number of trees, which was set to 10,000.

3.3.3 Näıve Bayes

Näıve Bayes (Lewis 1998) is one of the most sim-
ple, efficient, and effective algorithms for being
used with data mining and machine learning
purposes. Its great performance is surprising,
due to its assumption of conditional indepen-
dence which rarely happens in real-world appli-
cations (Zhang 2004). Given a set of documents
to classify, and being those documents repre-
sented as features, the näıve Bayes classifier
assumes ingenuously that those features are inde-
pendent of one another. In order to evaluate
our proposal, we opted for one of the clas-
sic variants of näıve Bayes used in document
classification: multinomial näıve Bayes. Within
scikit-learn library, this variant is identified with
sklearn.naive bayes.MultinomialNB class. We used
the default settings provided by the scikit-learn
library.

3.4 Corpora

This section presents the two corpora of news
stories used to evaluate the approaches proposed.

3.4.1 Reuters-21578

Reuters-21578 (Rose et al. 2002) is a corpus that
comprises 21,578 Reuters news classified into one
or more of 60 categories available. After remov-
ing from the corpus those elements belonging to
more than one category, the resulting corpus com-
prises 9496 documents, divided into a training
sequence of 7597 documents and a test sequence
that comprises 1899 documents.

3.4.2 Reuters-27000

Reuters-27000 (Mouriño Garćıa et al. 2016b) is a
corpus that we expressly created for the evaluation
of the proposal presented in this paper. To cre-
ate the corpus, we first downloaded from Reuters
website 27,000 random news articles—HTML web
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pages— classified under each one of the follow-
ing categories: health, art, politics, sports, sci-
ence, technology, economy, and business. Next, we
extracted from each article the title, the body, and
the category which it belongs to. Finally, we stored
in our database the title, the body, and the cate-
gory of each article downloaded. As a result—after
removing duplicates— we obtained a corpus that
comprises 23,863 documents, which we randomly
split into a training and testing sets of 14,356 and
9,507 documents, respectively.

4 Approach

This section exposes the two approaches we pro-
pose to perform classification of textual news:
WikiBoC and the Hybrid-WikiBoC model.

4.1 WikiBoC classifier

The WikiBoC approach is based only on
Wikipedia concepts (see Fig. 2 and Algorithm
1). During the training phase, first, it is neces-
sary to obtain the WikiBoC representation of each
document in the training set (point 1), by using
the Wikipedia Miner semantic annotator (point
2) described in Sect. 3.1. After that, the Wiki-
BoC representations of training documents (point
3) are input into the classifier in order to train it
(point 4).

Algorithm 4.1 WikiBoC classifier
Input:
D : Training documents
C : Documents to classify
algorithm: Classification algorithm
procedure WikiBoC(D, C, algorithm)

i = 0
for each d ∈ D do

WikiBoCd ←WikiBoC(d)
i← i + 1
WikiBoC[i]←WikiBoCd

end for
train(algorithm, WikiBoC)
for each c ∈ C do

WikiBoCc ←WikiBoC(c)
predictedLabel← classify(algorithm,WikiBoCc)

end for
end procedure
function WikiBoC(d)

WikiBoCd ←WikipediaMinerConceptExtraction(d)
return WikiBoCd

end function

During the classification phase, each document
to classify (point 5) passes through the Wikipedia
Miner semantic annotator (point 6) to obtain its
WikiBoC representation (point 7). Finally, the

Algorithm 4.2 Hybrid-WikiBoC classifier
Input:
D : Training documents
C : Documents to classify
algorithm: Classification algorithm

1: procedure HybridWikiBoC(D, C, algorithm)
2: i = 0
3: for each d ∈ D do
4: BoWd ← BoW(d)
5: WikiBoCd ←WikiBoC(d)
6: Hybridd ← BoWd + WikiBoCd

7: i← i + 1
8: Hybrid[i]← Hybridd
9: end for

10: train(algorithm, Hybrid)
11: for each c ∈ C do
12: BoWc ← BoW(c)
13: WikiBoCc ←WikiBoC(c)
14: Hybridc ← BoWc + WikiBoCc

15: predictedLabel← classify(algorithm,Hybridc)
16: end for
17: end procedure
18: function BoW(d)
19: d fileteredStopWords ← FilterStopWords(d)
20: dstemmed ← PorterStemmer(dfilteredStopWords)
21: BoWd ← CalculateTF(dstemmed)
22: return BoWd

23: end function
24: function WikiBoC(d)
25: WikiBoCd ←WikipediaMinerConceptExtraction(d)
26: return WikiBoCd

27: end function

WikiBoC representations are input into the clas-
sifier (point 8) in order to predict which category
they belong to (point 9).

4.2 Hybrid-WikiBoC classifier

In order to leverage the benefits of the tradi-
tional BoW representation along with the benefits
of the WikiBoC representation, we proposed a
combination of both approaches. The implemen-
tation of the Hybrid-WikiBoC classifier consists
in enriching the BoW representation of each doc-
ument with the concepts extracted from text by
the Wikipedia Miner algorithm. Figure 3 and
Algorithm 2 show the complete process.

During the training phase, first it is neces-
sary to obtain the BoW representation of train-
ing documents (point 1). In order to create the
BoW representation of documents, we first fil-
tered stop words, then we applied the Porter
stemmer (Porter 1980), and finally, we calculated
the frequency of occurrence of stemmed words.
At the same time, the WikiBoC representations
of training documents are obtained by using the
Wikipedia Miner semantic annotator (point 2).
After that, BoW and WikiBoC representations
are combined (point 3) and used to train the
classification algorithm.
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Fig. 2 Architecture of the WikiBoC classifier proposed

Fig. 3 Architecture of the Hybrid-WikiBoC classifier proposed
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Fig. 4 Supervised machine learning classification algo-
rithm

The process is similar during the classification
phase. For each document to classify (point 4), it
is necessary to obtain its BoW (point 5) and Wik-
iBoC (point 6) representations. After that, both
representations are combined (point 7) and input
into the trained classifier in order to predict which
category it belongs to (point 8).

5 Experiments and results
In this section, we present the experiments con-
ducted to verify the performance of the proposed
approach, as well as the results obtained.

5.1 Experimental settings
The experiments performed consisted in the clas-
sification of the two corpora of news previously
presented using the three classification algorithms
selected—linear SVM, random forests, and näıve
Bayes—using the two approaches proposed: the
WikiBoC and the Hybrid-WikiBoC model. In
order to compare in a fair way the results
obtained, we conducted the same experiments
with four classifiers using different state-of-the-
art representations of documents: the BoW model,
the ESA concept representation, the LDA model,
and document embeddings. Figure 5 shows the
flowchart of each approach.

The use of the three classification algorithms
employed in this work is similar (see Fig. 4).
During the training phase, first, documents are
represented as weighted vectors of features, being
these features obtained from documents using the
different representation models employed in this
work: Bag of Words (BoW), Wikipedia Bag of
Concepts (WikiBoC), Hybrid-WikiBoC, Explicit
Semantic Analysis (ESA), Latent Dirichlet Allo-
cation (LDA), and document embeddings (DE).
After that, the documents represented as vec-
tors of features, and the label/category/class of

each document is provided as inputs to the clas-
sification algorithm in order to train or to fit
it.

After being fitted, the model can then be used
to predict new values. To do this, it is first nec-
essary to create the weighted vector of features
of the document to be classified, using again the
different representation models employed in this
work: BoW, WikiBoC, Hybrid-WikiBoC, ESA,
LDA, and DE. Finally, the vector of features of the
document to be classified is provided to the pre-
viously fitted classification algorithm, and it will
predict the most appropriate label/class/category
to which it belongs to, on the basis of what has
been learned during the training step.1

The experiments were performed on subsets
of the corpora. We randomly selected training
sequences of length 5, 10, 20, 50, 100, 200,
500, 1000, 2000 and 5000 elements, and as test
sequences we selected 1899 and 1600 random
elements for Reuters-21578 and Reuters-27000,
respectively. The set of training sequences lengths
has been selected according to several woks in
the state of the art about text mining and text
classification (Nigam et al. 2000; Wenliang et
al. 2004; Kozielski et al. 2015; Jiang and Cao
2016). It should be noted that the largest train-
ing sequence is composed of 5000 documents due
to computational limitations. We consider that
the set of training sequences selected is suffi-
cient since it allows to analyse the performance of
the approaches proposed with different amounts
of training data. The set of training sequences
lengths selected allows to evaluate the perfor-
mance of the approach proposed when there are
little training data (short training sequences) and
when there are a lot of training data (large
training sequences).

In order to implement the classifier using the
BoW model, it was necessary to obtain the BoW
representation of documents. Then, for each doc-
ument in the corpora, we first filtered the stop
words, then we applied the Porter stemmer, and
finally, we calculated the frequency of occurrence
of stemmed words. After that, documents repre-
sented as BoW were used to train and test the
three classification algorithms selected.

1http://scikit-learn.org/stable/ holds documentation and
usage examples of SVM, RF, and NB classification algorithms.
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Fig. 5 Flowchart of the experimental settings
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To implement the classifier based on the ESA
representation of documents, it was necessary
to obtain the ESA concept-based representation
of each document in corpora. In order to cre-
ate the ESA instance, we followed the work by
Gabrilovich and Markovitch (2009) and the guide-
lines listed in the source code.2

The LDA representations of documents
were obtained through the use of the
sklearn.decomposition.LatentDirichlet Allocation
class, included in the Scikit-learn library. In order
to obtain the number of features—concepts,
topics—which maximizes the classification per-
formance, we conducted several experiments
using different feature sizes. The results of the
experiments show that the best performance is
obtained when using a number of topics not too
high—around 200 in our work—which is coherent
with the studies in the state of the art. Vulić et al.
(2015) state that tasks that require only coarse
categorizations, such as document classification,
typically use a small number of topics. Besides,
although there is not a fixed threshold value for
a good number of topics, since it depends on
each problem in particular, previous works show
the number of topics is typically in the [50–300]
interval (De Smet et al. 2011; Ni et al. 2011; Vulić
et al. 2015).

Finally, to implement the classifier based on
document embeddings (DE), we rely on para-
graph vector, an extension of word embeddings to
learn document-level embeddings (Le and Mikolov
2014). Concretely, we use doc2vec, a widely used
implementation of paragraph vectors3 (Rehurek
and Sojka 2010).

5.2 Results

The results of the experiments are presented in
terms of F1- score, the harmonic mean of Precision
and Recall metrics (Sebastiani 2002; Sahlgren and
Cöster 2004).

5.2.1 Reuters-21578

Figure 6 and Table 1 show the evolution of the F1-
score for the BoW, WikiBoC, Hybrid-WikiBoC,
LDA, ESA, and document embeddings approaches

2The source code is freely available at
https://github.com/faraday/ wikiprep-esa.

3https://radimrehurek.com/gensim/.

Fig. 6 Comparison of the performance of the SVM,
random forests, and näıve Bayes classifiers in the Reuters-
21578 corpus for the WikiBoC, BoW, Hybrid-WikiBoC,
LDA, and document embeddings (DE) representations

when varying the length of the training sequence
for the Reuters-21578 corpus, using the SVM,
random forests, and näıve Bayes algorithms.
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5.2.2 Reuters-27000

Similarly, Fig. 7 and Table 2 show the evolution
of the F1-score for the BoW, WikiBoC, Hybrid-
WikiBoC, LDA, ESA, and document embeddings
approaches when varying the length of the train-
ing sequence for the Reuters-27000 corpus, using
the SVM, random forests, and näıve Bayes algo-
rithms.

6 Discussion

The discussion section is divided into three sub-
sections. The first two are devoted to discuss the
performance of the evaluated approaches for each
corpus. The third subsection is dedicated to anal-
yse the computational complexity of the system
and the evaluated approaches.

6.1 Reuters-21578 corpus

Figure 6 and Table 1 clearly show that the SVM
algorithm offers the best performance for all doc-
ument representations except for ESA, where ran-
dom forests offer the best performance. Then, we
consider the SVM algorithm as the most suit-
able for classifying Reuters-21587 corpus. Thus,
the remainder of the discussion of Reuters-21578
results will be focused on the results offered by the
SVM algorithm.

6.1.1 The BoW and the
Hybrid-WikiBoC approaches

The performance of the BoW approach is higher
than any of pure concept-based approaches (Wik-
iBoC, LDA, ESA, and Documents embeddings)
in the whole range of training sequences lengths,
offering performance increases for the largest
training sequence of 79.58, 61.39, 1.400, and
351.33%, respectively. The performance of the
Hybrid-WikiBoC approach is equal or greater
than the performance offered by the classifier
based on the BoW representation for almost every
training sequence length, being the one that offers
the highest performance (F1-scor e = 0.531),
showing relative increases over BoW, LDA, ESA,
and DE of 4.12, 68.04, 1461.76, and 369.91%,
respectively. It should be noted that the relative
increase over BoW is 4.12the offered by the state-
of-the-art approaches proposed by Cai and Hof-
mann (2003) (2.71%), Sahlgren and Cöster (2004)

(1.37%), and Yousif et al. (2015) (3.16%). It means
that the features—Wikipedia concepts—used to
enrich the BoW representation add useful infor-
mation for the classifier, thus improving its per-
formance (Cai and Hofmann 2003; Sahlgren and
Cöster 2004; Huang et al. 2009; Yousif et al. 2015).

6.1.2 Pure concept-based approaches
(WikiBoC, LDA, document
embeddings and ESA)

The pure concept-based approaches seem to be
not suitable for classifying Reuters-21578, since
the performance they offer falls well below the
performance offered by the BoW and Hybrid-
WikiBoC approaches.

WikiBoC

The BoW and the Hybrid-WikiBoC approaches
outperform the WikiBoC model in the complete
range of training sequences, obtaining perfor-
mance increases for the largest training sequence
of 79.58 and 86.97%, respectively. The perfor-
mance of the WikiBoC approach depends heavily
on the ability of the semantic annotator to extract
con- cepts from documents. Reuters-21578 doc-
uments contain lots of abbreviations, measures,
and other words that the semantic annotator
fails to translate into concepts. Table 3 shows
an example of two documents randomly selected
from Reuters-21578 and Reuters-27000 corpora,
and the concepts extracted by the Wikipedia
Miner semantic annotator (Wik-iBoC concepts)
from each of them. It can be seen that the quality
of concepts extracted from Reuters-21578 docu-
ment is clearly inferior than the quality of concepts
extracted from Reuters-27000 document: lower
number of concepts, and poorly related to the doc-
ument. This means that the concepts extracted
do not represent the document in an optimal way,
which has a negative impact on the performance
of classification algorithms.

LDA

The performance of the classifier based on LDA is
also quite low, and the BoW and Hybrid-WikiBoC
approaches outperform it in the whole range of
training sequences, achieving relative performance
improvements for the largest training sequence
of 61.39 and 68.04%, respectively. As well as
the WikiBoC model, LDA topics— concepts—are
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Table 1 Comparison of the performance of the SVM, random forests, and näıve Bayes classifiers in the Reuters-21578
corpus for the WikiBoC, BoW, Hybrid-WikiBoC, LDA, and document embeddings (DE) representations when varying the
length of the training sequence (upper row)

5 10 20 50 100 200 500 1000 2000 5000

SVM
WikiBoC 0.013 0.015 0.022 0.031 0.054 0.089 0.128 0.197 0.251 0.284
BoW 0.028 0.028 0.049 0.089 0.116 0.160 0.255 0.372 0.421 0.510
Hybrid-WikiBoC 0.028 0.028 0.049 0.089 0.115 0.161 0.251 0.372 0.418 0.531
LDA 0.001 0.016 0.026 0.025 0.053 0.108 0.174 0.257 0.283 0.316
ESA 0.010 0.008 0.010 0.010 0.010 0.010 0.034 0.031 0.028 0.034
DE 0.025 0.027 0.033 0.036 0.042 0.051 0.050 0.057 0.071 0.113
Random forests
WikiBoC 0.013 0.015 0.016 0.019 0.043 0.065 0.120 0.164 0.217 0.206
BoW 0.009 0.017 0.019 0.019 0.035 0.053 0.079 0.113 0.166 0.245
Hybrid-WikiBoC 0.009 0.016 0.018 0.019 0.036 0.057 0.076 0.114 0.163 0.250
LDA 0.012 0.011 0.013 0.022 0.027 0.050 0.062 0.120 0.150 0.216
ESA 0.021 0.022 0.028 0.038 0.059 0.070 0.102 0.152 0.179 0.219
DE 0.024 0.026 0.027 0.022 0.030 0.034 0.031 0.036 0.040 0.046
Näıve Bayes
WikiBoC 0.012 0.009 0.010 0.011 0.018 0.032 0.040 0.053 0.074 0.087
BoW 0.028 0.032 0.040 0.016 0.027 0.055 0.054 0.084 0.127 0.168
Hybrid-WikiBoC 0.028 0.032 0.040 0.016 0.027 0.056 0.051 0.075 0.124 0.170
LDA 0.013 0.029 0.028 0.013 0.022 0.038 0.041 0.041 0.046 0.065
ESA 0.010 0.008 0.008 0.010 0.010 0.010 0.012 0.012 0.010 0.010
DE 0.011 0.026 0.027 0.025 0.028 0.035 0.044 0.061 0.061 0.085

Values in bold indicate the highest value for each training sequence length for each algorithm

obtained from documents’ text, so it is clear that
the quality of concepts is strongly dependent on
the content of documents. Row ’LDA concepts’ of
Table 3 shows the first ten LDA topics for each
corpus. We can see that the topics extracted from
Reuters-21578 corpus contain lots of abbreviations
and numbers, and many of them are not very
informative.

Document embeddings

The performance of the classifier based on docu-
ment embeddings is also very low. The WikiBoC,
BoW, and Hybrid-WikiBoC approaches beat it in
the complete range of training sequences, show-
ing performance increases for the largest training
sequence of 151.33, 351.33, and 369.91%, respec-
tively. As this approach obtains features from
external corpora, it seems clear that these corpora
have a crucial role in the features extracted, which
is line with previous works (Mouriño-Garćıa et al.
2017; Lau and Baldwin 2016). In order to ver-
ify this, we performed four different experiments

using different corpora to obtain the features. The
first two experiments were conducted using two
pre-trained models, the first one obtained from
the entire Wikipedia and the second one from
a set of Associated Press news4 (Lau and Bald-
win 2016). The last experiments were conducted
using two models created by us, using news from
Reuters-21578 and Reuters-27000 corpora, respec-
tively.5 Figure 8 shows the performance of the
document embeddings approach using the four
models, where we can see that there are sig-
nificant variations on performance depending on
the external corpora used, being the best results
those obtained when using Reuters-27000 and
Reuters-21578 corpora.

ESA

Finally, the worst results are those obtained using
the ESA concept-based representation, being

4https://github.com/jhlau/doc2vec.
5Models are freely available at http://www.itec-

sde.net/doc2vec reuters27000 reuters21578 models.zip.
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Fig. 7 Comparison of the performance of the SVM,
random forests, and näıve Bayes classifiers in the Reuters-
27000 corpus for the WikiBoC, BoW, Hybrid-WikiBoC,
LDA, and document embeddings (DE) representations

largely surpassed by the other representations.
This behaviour is due to its poor performance
when extracting concepts from texts (Mouriño-
Garćıa et al. 2017). This is because of the following
reasons. First, Gabrilovich and Markovitch (2009)
state that considering the document as a whole

can be wrong, because its text might be too
diverse to be mapped to the right set of con-
cepts, while notions mentioned only briefly may
be omitted. Besides, ESA trends to generate out-
liers (Egozi et al. 2011)—concepts that are not
related to the document, or concepts that are
related to the document only marginally—which
hinders its usefulness in classification tasks. ’ESA
concepts’ row in Table 3 shows an example of the
concepts extracted by ESA from a text document
randomly selected from Reuters-21578 corpus. It
is observed that although the ESA approach was
able to extract a large number of concepts, they
are not related to the document. This implies that
the ESA concepts extracted do not represent the
document correctly, which has a negative impact
on the performance of the classifier.

6.2 Reuters-27000 corpus

Regarding the Reuters-27000 corpus (Fig. 7 and
Table 2), it is not easy to determine at first
glance which algorithm performs better. The high-
est performance is obtained by using the SVM
algorithm along with the LDA representation of
documents (achieving a F1-score of 85.5%), but
the performance offered by other combinations of
document representations and classification algo-
rithms offer values very close to it. This behaviour
is line with King et al. (1995), which state that the
performance of classification algorithms depends
critically on the dataset and on the features of the
dataset.

6.2.1 The BoW and the
Hybrid-WikiBoC approaches

The Hybrid-WikiBoC approach outperforms BoW
in the whole range of training sequence lengths
for the SVM and random forests algorithm, and
with the largest training sequence for the näıve
Bayes, achieving performance increases up to
49.3%. Again, enriching BoW representations with
Wikipedia concepts extracted from text add valu-
able information for the classifier, thus improv-
ing its performance. Although the LDA-based
approach is the one that offers the highest perfor-
mance, the Hybrid-WikiBoC approach performs
very well, being the one that offers the second
best performance. Besides, and unlike LDA, the
Hybrid-WikiBoC approach we propose does a
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Table 2 Comparison of the performance of the SVM, random forests, and näıve Bayes classifiers in the Reuters-2700
corpus for the WikiBoC, BoW, Hybrid-WikiBoC, LDA, and document embeddings (DE) representations when varying the
length of the training sequence (upper row)

5 10 20 50 100 200 500 1000 2000 5000

SVM
WikiBoC 0.152 0.259 0.446 0.465 0.658 0.708 0.738 0.754 0.783 0.805
BoW 0.138 0.233 0.378 0.512 0.622 0.636 0.726 0.758 0.792 0.816
Hybrid-WikiBoC 0.139 0.236 0.384 0.518 0.627 0.639 0.732 0.763 0.795 0.820
LDA 0.034 0.224 0.344 0.567 0.692 0.783 0.812 0.834 0.853 0.855
ESA 0.028 0.030 0.030 0.034 0.028 0.028 0.033 0.027 0.054 0.115
DE 0.094 0.157 0.194 0.220 0.280 0.310 0.343 0.389 0.440 0.485
Random forests
WikiBoC 0.030 0.177 0.242 0.445 0.584 0.630 0.758 0.780 0.801 0.818
BoW 0.028 0.069 0.310 0.420 0.530 0.648 0.757 0.781 0.791 0.819
Hybrid-WikiBoC 0.028 0.104 0.343 0.474 0.571 0.693 0.767 0.793 0.810 0.824
LDA 0.083 0.246 0.455 0.671 0.756 0.759 0.806 0.809 0.830 0.838
ESA 0.028 0.029 0.042 0.036 0.042 0.077 0.131 0.190 0.246 0.289
DE 0.044 0.141 0.178 0.206 0.260 0.301 0.359 0.428 0.435 0.484
Näıve Bayes
WikiBoC 0.067 0.272 0.445 0.505 0.614 0.686 0.748 0.783 0.793 0.811
BoW 0.067 0.264 0.254 0.444 0.519 0.577 0.729 0.789 0.836 0.848
Hybrid-WikiBoC 0.071 0.267 0.254 0.441 0.522 0.575 0.707 0.768 0.835 0.849
LDA 0.028 0.239 0.031 0.210 0.231 0.272 0.736 0.766 0.815 0.828
ESA 0.028 0.052 0.030 0.034 0.028 0.028 0.028 0.027 0.027 0.030
DE 0.028 0.078 0.075 0.194 0.273 0.298 0.290 0.309 0.311 0.324

Values in bold indicate the highest value for each training sequence length for each algorithm

very decent role in both corpora, either ’concept-
friendly’ or not. Table 4 and Fig. 9 show the
average of F1-score values of LDA and Hybrid-
WikiBoC approaches over both corpora, where it
can be seen that the Hybrid-WikiBoC approach
outperforms LDA in almost the whole range of
training sequences length, achieving a perfor-
mance increase of 15.56% for the largest training
sequence.

6.2.2 Pure concept-based approaches
(WikiBoC, LDA, document
embeddings and ESA)

WikiBoC

Unlike Reuters-21578, the Reuters-27000 corpus
seems suitable for using the WikiBoC concept-
based representation, since the performance it
offers is very close or even superior to that offered
by word- and hybrid-based approaches. This con-
firm what we stated previously: the quality of
concepts is strongly dependent on the content of
corpora. On the one hand, the performance of the

Fig. 8 Corpora influence on document embeddings
approach for the Reuters-21578 corpus

WikiBoC approach depends heavily on the ability
of the semantic annotator to extract concepts from
documents. Row ’WikiBoC concepts’ in Table 3
shows that the quality of concepts extracted from
Reuters-27000 documents is clearly superior to
that of those extracted from Reuters-21578 docu-
ments. The set of Wikipedia concepts extracted by
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Table 4 Average of F1 -score values of LDA and Hybrid- WikiBoC approaches over both Reuters-21578 and
Reuters-27000 corpora

5 10 20 50 100 200 500 1000 2000 5000

Av. F1 LDA 0.022 0.120 0.185 0.296 0.373 0.446 0.493 0.545 0.568 0.585
Av. F1 Hybrid-WikiBoC 0.083 0.132 0.216 0.304 0.371 0.400 0.493 0.568 0.606 0.676

Upper row indicates the length of the training sequence
Values in bold indicate the highest value for each training sequence length

the Wikipedia Miner semantic annotator from the
Reuters-27000 document is composed of a greater
number of concepts, and most of them are very
related to the document.

LDA

We have seen that LDA does not perform well
in the Reuters-21578 corpus, but its performance
is very high in the Reuters-27000 corpus, being
the one which offers the highest performance for
the SVM and random forests algorithms. It shows
performance increases over the WikiBoC, BoW,
Hybrid-WikiBoC, ESA, and DE approaches of
6.21, 4.78, 4.27, 643.48, and 76.29%, respectively,
when using the SVM algorithm, and of 2.44,
2.32, 1.70, 189.96, and 73.14% when using random
forests. For the näıve Bayes algorithm, the LDA
model only outperforms the WikiBoC, ESA, and
DE approaches, being surpassed by the BoW and
Hybrid-WikiBoC approaches, the latter being the
one that offers the high performance.

This behaviour is because LDA needs ’concept-
friendly’ corpora for extracting topics. Row ’LDA
concepts’ of Table 3 clearly suggests that LDA
topics obtained from Reuters-27000 documents
are more informative and of more quality than
those extracted from Reuters-21578 news items.

Document embeddings

The performance of the classifier based on doc-
ument embeddings is quite far away from the
offered by BoW, WikiBoC, Hybrid-WikiBoC, and
LDA representations regardless of the classifica-
tion algorithm employed. For the support vector
machines, the BoW, WikiBoC, Hybrid-WikiBoC,
and LDA models outperform document embed-
dings approach in the whole range of training
sequences length, obtaining performance increases
for the largest training sequence of 68.25, 65.98,
69.07, and 76.29%, respectively. For the random

Fig. 9 Average of F1-score values of LDA and
Hybrid- WikiBoC approaches over both Reuters-21578 and
Reuters-27000 corpora

forests classifier, the BoW, WikiBoC, Hybrid-
WikiBoC, and LDA approaches show perfor-
mance increases for the largest training sequence
of 69.21, 69, 70.25, and 73.14%, respectively.
Finally, for the näıve Bayes algorithm, the BoW,
WikiBoC, Hybrid-WikiBoC, and LDA representa-
tions obtain performance increases for the largest
training sequence of 161.73, 150.31, 162.04, and
155.56%, respectively. As we previously stated,
external corpora used to obtain features have a
crucial role in the features extracted. Figure 10
shows the variation in performance on the doc-
ument embeddings approach depending on the
corpora used to obtain the features. Again, there
are significant variations on performance depend-
ing on external corpora used, being the best
results those obtained using Reuters-27000 news
as external corpora.

ESA

Finally, the ESA approach offers the worst results,
being amply surpassed by the other representa-
tions. Again, ESA fails when extracting concepts
from entire documents. ’ESA concepts’ row in
Table 3 shows the concepts extracted from a text
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Fig. 10 Corpora influence on document embeddings
approach for the Reuters-27000 corpus

document randomly selected from Reuters-27000
corpus. It can be seen that ESA was only able to
extract three concepts from the document, two of
which are not related to it. Again, the concepts
extracted do not represent the document correctly,
which has a negative impact on the performance
of the classification algorithm.

6.3 Computational complexity

Insofar, complexity of the infrastructure is con-
cerned, and there are no special requirements
to implement the approach proposed. Both the
implementation of the Wikipedia Miner semantic
annotator and the realization of the classification
experiments were conducted using office-grade
personal computers (i.e. Intel® Core™ 7-4770
CPU @ 3.40 GHz × 8 with 16GB RAM).

Insofar, complexity time is concerned, and the
CPU times needed to train and test the three clas-
sification algorithms, using the six representations
of documents and the two corpora employed in
this work, are depicted in Tables 5 and 6.

These times enabled us to draw the following
observations:

– The random forests algorithm is the one that
needs more time to be trained and for classifying
documents, regardless both of the corpus and
the representation of documents selected.

– The support vector machines and näıve Bayes
algorithms show similar training and classifi-
cation times for each pair corpus-document’s
representation.

– The training and classification times when using
the LDA approach are similar for both corpora.

This is because the complexity is dependent on
the number of features (dimensionality), and
for LDA, the number of features used to repre-
sent each document is preselected. In particular,
the LDA model uses 200 features to represent
each document, regardless of the corpora. The
behaviour is similar for document embeddings
model, which also uses 200 features to represent
each document.

– The training and classification times when
using the WikiBoC, BoW, Hybrid-WikiBoC,
and ESA models are greater when classifying
the Reuters-27000 corpus than when classify-
ing Reuters-21578 corpus, independently of the
classification algorithm. Again, this is because
the complexity is dependent on the number of
features. Reuters-27000 documents are, in gen-
eral, more extensive than Reuters-21578 docu-
ments, which causes that the number of features
which represents a document from Reuters-
27000 is greater than the number of features
which represent a Reuters-21578 document.

– In the same way, the training and classification
times when using the Hybrid-WikiBoC repre-
sentation of documents are greater than the
training and classification times when using the
BoW and the WikiBoC approaches, regardless
of the classification algorithm employed. Again,
the number of features used to represent a doc-
ument following the Hybrid-WikiBoC model is
greater than the number of features used to
represent a document following the BoW and
WikiBoC approaches. Specifically, the number
of features used to represent a document accord-
ing to the Hybrid-WikiBoC representation is
the sum of the number of BoW and WikiBoC
features.

7 Conclusions

The study presented in this paper attempts to
provide solutions aimed at increasing the perfor-
mance of automatic news classification systems.
To that end, we presented an automatic news clas-
sification system using three of the most relevant
algorithms in the state of the art—SVM, random
forests, and näıve Bayes—and two document rep-
resentations: WikiBoC, only based on Wikipedia
concepts; and Hybrid-WikiBoC, that leverage the
advantages of the traditional BoW paradigm and
the WikiBoC approach.
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Table 5 CPU time needed to train and test the three classification algorithms using the six representations of documents
for the Reuters-21578 corpus

SVM RF NB

Train Test (ms/doc.) Train Test (ms/doc.) Train Test (ms/doc.)

WikiBoC 8′′ 0.89 34′51′′ 530.35 7′′ 1.02
BoW 5′12′′ 32.65 49′42′′ 837.28 5′4′′ 31.07
Hybrid-WikiBoC 7′25′′ 70.04 54′55′′ 973.04 5′44 36.86
LDA 9′′ 0.63 10′38′′ 505.01 6′′ 0.62
ESA 9′48′′ 54.24 225′06′′ 977.36 8′34′′ 52.66
DE 20′′ 0.579 15′14′′ 487.10 5′′ 1.77

Training times are shown in minutes and seconds. Testing times are shown in milliseconds per document

Table 6 CPU time needed to train and test the three classification algorithms using the six representations of documents
for then Reuters-27000 corpus

SVM RF NB

Train Test (ms/doc.) Train Test (ms/doc.) Train Test (ms/doc.)

WikiBoC 12′27 77.5 94′22′′ 945.63 13′38′′ 71.25
BoW 32′40′′ 205.63 96′40′′ 1180.63 31′51′′ 203.75
Hybrid-WikiBoC 77′21′′ 488.75 186′3′′ 1806.25 78′1′′ 439.38
LDA 6′′ 0.63 9′53′′ 546.88 6′′ 0.60
ESA 35′′ 3.63 215′′ 687.15 37′′ 3.875
DE 25′′ 0.625 8′36′′ 500.63 5′′ 0.731

Training times are shown in minutes and seconds. Testing times are shown in milliseconds per document

The results of the experiments conducted allow
us to obtain the following conclusions:

– The enrichment of the BoW representation with
concepts extracted from documents through the
Wikipedia Miner semantic annotator adds valu-
able information to the classifier, thus improv-
ing its performance. Experiments conducted
show performance increases over BoW up to
4.12 and 49.35% when classifying Reuters-21578
and Reuters-27000 corpora, respectively.

– The performance of the classification algorithm
depends on the dataset used, and on their fea-
tures, but SVM is the one that offers the best
performance for classifying both corpora.

– Regarding the representation of docu-
ments, the performance of the different
approaches—particularly those purely based
on concepts—also strongly depends on the
particular corpora, being the Hybrid-WikiBoC
and LDA models the best options for classify-
ing Reuters-21578 and Reuters-27000 corpora,

respectively. Finally, we consider the Hybrid-
WikiBoC model as the best overall choice, since
it offers the highest average performance over
both corpora.
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Anido-Rifón L, Gómez-Carballa M (2016a)
Bag-of-concepts document representation for
bayesian text classification. In: 2016 IEEE
international conference on computer and infor-
mation technology (CIT). IEEE, pp 281–288
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Vulić I, De Smet W, Tang J, Moens MF (2015)
Probabilistic topic modeling in multilingual
settings: an overview of its methodology and
applications. Inf Process Manag 51(1):111–147

Wang P, Hu J, Zeng HJ, Chen Z (2009) Using
wikipedia knowledge to improve text classifica-
tion. Knowl Inf Syst 19(3):265–281

Wenliang C, Xingzhi C, Huizhen W, Jingbo Z,
Tianshun Y (2004) Automatic word clustering
for text categorization using global informa-
tion. In: Asia information retrieval symposium.
Springer, pp 1–11

Yao D, Bi J, Huang J, Zhu J (2015) A word
distributed representation based framework for
large-scale short text classification. In: 2015
international joint conference on neural net-
works (IJCNN)

Yousif SA, Samawi VW, Elkabani I, Zantout R
(2015) The effect of combining different seman-
tic relations on arabic text classification. World

22



Comput Sci Inf Technol J 5(1):12–118

Zhang H (2004) The optimality of naive bayes.
AA 1(2):3

23


	SPRINGER
	2018_wikipedia_based_hybrid
	Introduction
	Literature review
	Classifiers based on bag-of-concepts representations
	Classifiers based on hybrid word-concept representations

	Materials and methods
	Semantic annotator: Wikipedia Miner algorithm
	Document representations
	Classification algorithms
	Support vector machines
	Random forests
	Naïve Bayes

	Corpora
	Reuters-21578
	Reuters-27000


	Approach
	WikiBoC classifier
	Hybrid-WikiBoC classifier

	Experiments and results
	Experimental settings
	Results
	Reuters-21578
	Reuters-27000


	Discussion
	Reuters-21578 corpus
	The BoW and the Hybrid-WikiBoC approaches
	Pure concept-based approaches (WikiBoC, LDA, document embeddings and ESA)
	WikiBoC
	LDA
	Document embeddings
	ESA


	Reuters-27000 corpus
	The BoW and the Hybrid-WikiBoC approaches
	Pure concept-based approaches (WikiBoC, LDA, document embeddings and ESA)
	WikiBoC
	LDA
	Document embeddings
	ESA


	Computational complexity

	Conclusions
	Acknowledgments
	Compliance with ethical standards




