
Measurement 224 (2024) 113919

A
0
n

C

p

h
R

Contents lists available at ScienceDirect

Measurement

journal homepage: www.elsevier.com/locate/measurement

ComparingMobile and Aerial Laser Scanner point cloud data sets for
automating the detection and delimitation procedure of safety-critical
near-road slopes
Antón Núñez-Seoane ∗, Joaquín Martínez-Sánchez, Erik Rúa, Pedro Arias
INTECX, Universidade de Vigo. Applied Geotechnologies Group, Vigo, 36310, Spain

A R T I C L E I N F O

Keywords:
Automation
Cut-slope
Lidar
Point clouds
Road asset inventory

A B S T R A C T

An inappropriately maintained road cut-slope is likely to fail, resulting in landslides or falling rocks that
compromise road safety. Thus, road managers need to know the location of dangerous slopes along the road
in order to prevent these events from happening. In this article, we compare two different approaches for
conducting the digitization of the road environment and the automatic detection and delimitation of road
slopes: Mobile Laser Scanners (MLS) and Aerial Laser Scanners (ALS). The point clouds obtained using the
first kind of devices are dense, rich in detail and generated from a ground perspective; the second type of
scanners produce less dense clouds from a zenithal perspective. We explore what is the effect of the point
cloud density and scanner point of view over the slope detection procedure. Two road segments from the
Spanish A55 and A52 highways were used as study zones, and a total of 28.61 km were analyzed. Better
detection and delimitation results were achieved when using the ALS data and its corresponding algorithm.
It was observed that the higher point density and detail of the MLS clouds were not an advantage for the
slope detection task, and that measuring the road from a terrestrial perspective affected in a negative way
during the detection process: the crest of the slopes often remained unmeasured, hidden behind vegetation or
man-made elements, thus resulting in the slopes not being complete in the MLS clouds. Meanwhile, the whole
slope structure is scanned when the scene is measured from an aerial perspective, henceforth obtaining better
detection rates despite the relatively low resolution. The findings of this study provide valuable information in
the field of road asset management, and help road managers make decisions when choosing what technology
to use for the data gathering process.
1. Introduction

A secure, reliable and sustainable road transportation system is
of key importance to encourage profitable economic exchange and
to ensure the safe movement of people [1,2]. However, keeping the
infrastructure in an adequate operational condition can be a challeng-
ing task. Professionals in charge of its management are constantly
required to come to difficult decisions regarding safety concerns, plan
the construction of new road segments and design the maintenance
schedule of the existing ones [3]. To correctly make critical choices,
managers need to know, with fair accuracy, what the situation of the
infrastructure is. Thus, roads and its most important assets must be
measured through reliable sensors and standardized procedures and its
working condition evaluated using trustworthy indicators [4].

The classic approach for the surveillance process relies on on-site
inspections for data gathering and on posterior manual analysis of
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that obtained data. Performing the surveillance task in this fashion
can result on incomplete or incorrect data sets, and scientific research
has been produced to automate as many processes as possible and to
account for these flaws. A more modern analysis paradigm relies on
the usage of remote sensing devices for the digitization of the road
environment and on the follow-up implementation of automatic data
analysis procedures for feature extraction [5].

The digitization process of the road surface [6] and the traffic
control elements [7] has been extensively studied. Using point clouds,
methods for detecting pole like objects, road signals, road cracks, traffic
lights, lane markings or trees have been successfully designed and put
to practice [8]. Tunnel sections have also been successfully evaluated
using point clouds, as in [9,10], and classification of entire scenes, using
deep learning techniques, have also been conducted [11]. It is also
vailable online 23 November 2023
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Table 1
Some investigations that have contributed to the field of slope surveillance.
Authors Type of data used Main contribution

[23] Riquelme et al. TLS point cloud (PC) A methodology for the geometric characterization
of slopes in an automatic way

[11] Balado et al. MLS PC Detection of slopes (and other assets) using a Deep
Learning approach

[22] Van Nieuwenhuizen et al. Lidar DEM Detection of embankments using a region growing
algorithm

[26] Rúa et al. ALS PC Fast slope detection using cross-profile analysis
This article ALS and MLS PCs Comparison of MLS and ALS point cloud data sets

for slope detection
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possible to use RGB images for some detection tasks, as shown in [12]
for signage and in [13] for crack damage, but these are often influenced
y environmental conditions and are unreliable to some degree [14].
Apart from the pavement and the traffic elements, near-road slopes

re another type of road asset that gain a lot of attention from re-
earchers. Natural or human-made, slopes are a threat to road safety if
hey are not correctly maintained, since the failure of a slope results on
alling blocks or landslides that can have great costs in terms of material
nd human life losses [15]. It is paramount for road managers to ensure
he stability of the slopes using state of the art solutions. Numerous
nvestigations have been conducted regarding slope stability [16], and
he more common failure mechanisms are well known [17]. The more
dvanced research is nowadays directed towards the development of
isk evaluation techniques based on statistical data [18,19] and on land-
lide/rockfall simulations and posterior design of effective protective
easures [20,21].
Road slopes can be studied using Digital Elevation Models (DEMs)
using a similar approach to the one presented in [22] – but if the
esearchers need to evaluate the stability situation of the slope, point
louds are required. These data sets can offer information of great value
egarding the geometrical definition – dip and dip direction – of the
iscontinuity sets of the slopes and of the slope itself. A highly regarded
ool that automates the geometrical analysis process is the Discontinuity
et Extractor Tool (DSE Tool), which uses as input the point cloud data
f slopes to find, through the implementation of an heuristic algorithm,
hese key features [23]. This tool was tested in clouds coming from
errestrial Laser Scanners (TLS) [23,24] and in clouds obtained through
he photogrammetric technique of Structure from Motion (SfM) [25].
The main drawback of the approach proposed in [23] is that it

ssumes a high quality point cloud as input, which makes necessary
he displacement of the researcher to the location of the slope. This is a
ignificant concern if we consider the job of managing a transportation
etwork consisting on thousands of kilometers of roads. There is no
ime nor budget to examine every stretch of road looking for slopes.
ounting the laser scanner on a vehicle, such as an automobile –
obile Laser Scanner (MLS) – or an airplane – Aerial Laser Scanner
ALS) –, and driving through or flying over an interest zone can
elp solve the problem. However, the large amount of data that can
e obtained using ALS and MLS devices makes necessary the use of
utomatic search methods to find the slopes in the point clouds. To
rovide a tool to undertake this task, in [26] a methodology and its
mplementation were presented, using as data source low density ALS
oint clouds. In this article, we aim to expand that investigation by
esting the there proposed workflow to the case of MLS data sets. The
undamental objective of this investigation is to compare the outcome
btained in [26] with detected slopes that result from the analysis of
LS point clouds, as we identified that no studies had been previously
erformed with the aim of determining the optimal way of digitizing
he road environment (Table 1).
Thus, the main contribution of the present article is found in this

esult comparison. The conclusions driven from this analysis convey
mportant information regarding the limitations shown by each type
f cloud when used to analyze the road environment looking for
angerous slopes. The importance of the point of view of the scanner is
2

observed in the results. Besides, we introduce a new, heavily modified,
version of the detection algorithms presented in [26] to make them
suitable to analyze MLS point clouds.

In Section 2, the applied methodology is explained. After that, the
ase of study used for testing the algorithms is presented in Section 3.
ection 4 showcases the obtained results and Section 5 discusses them.
summary of the found conclusions is presented on Section 6 and
ossible future research lines are outlined in Section 7.

. Methodology

In order to determine which data set is more useful for the au-
omation of slope surveillance procedures, the same highway segments
ere studied using both ALS and MLS clouds. For each case, we ran
processing algorithm that automatically performed the detection and
elimitation of slopes in the segment. Finally the quality of the results
as measured using the parameters of precision, recall and 𝐹𝑠𝑐𝑜𝑟𝑒. The
btained values for each index were then compared to determine the
ore suitable scanning device for the slope detection task.

.1. Main principles of the detection methodology

The core idea of the used analysis methodology is based on the study
f the cross-profiles of the road, as they contain the key geometric
roperties of slope gradient and height. These values are used to
erform a binary classification of the profiles, determining whether
hey belong or not to a slope. Finally, close slope-belonging profiles
re clustered and the slopes delimited.
However, it is worth noting that each cloud type requires its own

rocessing algorithm. In [26], an implementation of said core idea
as designed to be applied to ALS data. In the present work, this is
he approach used for processing aerial point clouds. This proposal,
owever, is not suitable for the analysis of MLS data, as it makes use of
ertain geometrical properties that are exclusive from the ALS clouds.
herefore, we designed a new method that could be employed for the
nalysis of MLS data sets. In the following subsections, both approaches
re explained.

.2. Analyzing ALS point clouds

This version of the methodology was extensively explained and
iscussed in [26]. For context, it can be summarized in four main
teps:

• Filtering of the original point cloud: extraction of the ground
points from the raw point cloud. A buffer around the road is
calculated to reduce the number of points to be loaded.

• Calculation of the points of each cross-profile: cross-profiles
are extracted by calculating the XY coordinates of the points of
each profile and then retrieving the Z coordinate from the point
cloud using a nearest neighbor interpolation.
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Fig. 1. Flow diagram of the processing method for the MLS point clouds. Green rectangles are for processes and yellow rhomboids are for data.
• Analysis of each cross-profile: a decision-tree-like algorithm is
applied to the points on each cross-profile, considering a gradient
threshold and a height threshold that must be defined by the
user. The thresholds used on [26] were 40◦ and 6 m, respectively.
3

Each profile that complies with these limits is considered as slope-
belonging and the main toe and main crest points are calculated
using the information provided by the values of the derivative of
the profile. This derivative is numerically calculated.
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Fig. 2. General overview of the described process. a shows the raw point cloud. b is the representation of a cross profile, where each half is painted in a different color (red,
green). In c, the toe and crest of one of the halves are depicted. Profiles belonging to a slope (orange lines) are drawn over the raw point cloud in d. In e, a set of clustered
middle points is represented (green) over the displayed profiles (orange). The final slope is shown in f.
o
E

𝑃

W
p
p
i
p
t
e
t

a
t
p
o
v
w
T
t

t
t
s
f
t
i
r
b
s
f

• Slope delimitation: consecutive valid profiles are considered
to belong to the same slope and are thus grouped. Polygons
that represent the area of the slopes are obtained using the toe
and crest points from the profile groups as vertices. A shapefile
containing these polygons is obtained, with information about
mean gradient, mean height, mean dip direction and length.

2.3. Analyzing MLS point clouds

If the described ALS-oriented version of the algorithm is applied to
MLS point clouds, slopes will not be correctly detected nor delimited,
mainly because of the geometrical differences that the point of view of
the scanner produces between the ALS and MLS point clouds. To main-
tain the cross-profile approach, some modifications had to be made
to the ALS implementation, resulting on a new algorithmic solution
prepared for the study of MLS data.

The MLS version is designed to use as input a georeferenced point
cloud, stored as a .las file of version 1.6 or higher (Fig. 2, a), since
the scan angle feature is used to extract the trajectory followed by the
scanning vehicle (Fig. 1, Ib). The points with a very close to 0 scan
angle are extracted and stored for later use. When this information
has been obtained, the point cloud is downsampled via voxelization
(Fig. 1, Ia), using a voxel size of 0.2 m. Then, the cloud is filtered in
rder to separate the ground from the non-ground points (Fig. 1, IIa),
sing the visible point cloud utility on the open3d library, which is an
mplementation of the method described in [27].
The extraction of the cross-profiles is then performed by first cal-

ulating a set of planes perpendicular to the trajectory followed by
he scanning vehicle. This calculation is conducted using the trajectory
oints to estimate the normal vectors and to act as seeds for the planes.
owever, acquiring the trajectory using the scan angle approach results
n a set of points not evenly distributed over the trajectory line,
ppearing scattered throughout. To ensure perpendicularity, a new set
4

w

f evenly spaced points (Fig. 1, IIb) is calculated by repeatedly applying
q. (1).

𝑛𝑒𝑥𝑡 = 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + 𝑑𝑝 ⋅ 𝑢̂𝑟 (1)

here 𝑃𝑛𝑒𝑥𝑡 is the vector that represents the coordinates of the next
oint, 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the vector that represents the coordinates of the initial
oint, 𝑑𝑝 is the distance between points – defined by the user – and 𝑢̂𝑟
s the unit vector that defines the direction of advance of the trajectory
oints. The first 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the first point of the available scattered
rajectory, while the calculated 𝑃𝑛𝑒𝑥𝑡 becomes 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙 on following it-
rations and 𝑢̂𝑟 is the defining vector of the fitting regression line of
he neighboring points of 𝑃𝑖𝑛𝑖𝑡𝑖𝑎𝑙.
Then, the profile plane is defined by its normal vector, calculated

s the difference between the seed point and the next point on the
rajectory line. With the normal vector calculated, the distance to the
lane of each point of the cloud is measured, using the dot product
f the normal vector of the plane with each cloud-point to seed-point
ector (Fig. 1, III). This is the same idea used in [10]. Only the points
ithin a distance of 0.1 m are considered as contained on the plane.
he profiles are thus extracted, as the points contained on the plane are
he points of its corresponding cross-profile.
The key features of the profiles are then studied (Fig. 1, IV). As in

he ALS method, height and gradient are the main geometric features
hat classify a certain profile as slope-belonging. Beginning with the
eparation of each profile in two halves (Fig. 2 b), a change in the
rame of reference follows immediately after with the calculation of
he centroid of the set of points. The relative distance to this point (𝑑)
s calculated for every other point on the plane, for then changing the
eference frame from the classic three-dimensional 𝑋𝑌𝑍 Cartesian to a
idimensional 𝑑𝑍 plane centered around the centroid. Then, for each
emi-profile on the 𝑑𝑍 plane, the toe detection analysis is performed,
ollowing the approach proposed in [28]. The toe position coincides
ith the point further away from the imaginary straight line (named
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Fig. 3. Diagram summarizing the toe calculation process.

, on Fig. 3) defined by the first point of the profile (𝑑 = 0) and its
ighest (𝑧 = 𝑧𝑚𝑎𝑥). The crest point is defined as the last point of the
rofile, as this is usually the best approach that can be obtained from
he point of view of the MLS.
The final step of the process consists on the delimitation of the

lopes. First, the central point of each profile is calculated, for then
pplying the DBSCAN algorithm [29] to perform a clusterization of
hose points (Fig. 1, V). As each central point corresponds to a toe-
rest couple, when the central points are organized into clusters (Fig. 2
), toes and crests are also effectively organized. This makes possi-
le the delimitation of a polygon for each cluster of points (Fig. 1,
I). The spiky polygons that result from this delimitation are then
rocessed by applying the Chaikin algorithm [30,31], a smoothing
rocess that happens in an iterative way. For a given control poly-
on, defined by its vertices {𝑃0, 𝑃1,… , 𝑃𝑛}, a sequence of control
oints {𝑄0, 𝑅0, 𝑄1, 𝑅1,… , 𝑄𝑛−1, 𝑃𝑛−1}, that represent the vertices of the
moothed polygon, is generated. These are calculated according to
qs. (2) and (3).

𝑖 = 0.25𝑃𝑖 + 0.75𝑃𝑖+1 (2)

𝑖 = 0.75𝑃𝑖 + 0.25𝑃𝑖+1 (3)

here 𝑅𝑖 and 𝑄𝑖 are the control points and 𝑃𝑖 and 𝑃𝑖+1 the vertices of
he polygon to be smoothed.
This process can be applied repeatedly until the desired degree

f smoothing is obtained. The number of iterations varies depending
n the separation between cross profiles, with a higher number of
terations as the distance between profiles is reduced. In Fig. 2 f, the
moothed polygon is shown.
The final result of the proposed algorithm is a set of detected slopes

n the study zone, represented by the necessary number of polygons,
ith information about height, dip (gradient), dip direction and length
f each slope. Height, dip and dip direction are the average of heights,
ips and dip directions of the profiles that compose the slope. Length
s calculated measuring the length of the line formed by the toe points
f the profiles.

.4. Comparison of the obtained results

The final step of the methodology consists on the evaluation of the
esults obtained using both automation approaches. To compare the
erformance obtained with each data set, the quality of the detection
nd delimitation of the slopes is calculated, following the same ideas
sed in [26]. The results obtained after the automatic analysis of both
LS and MLS point clouds are compared with a slope data set manually
cquired, gathered by expert engineers using a combination of remote
5

(

ensing data – orthophotography and DTMs – and knowledge of the
one of study.
Both detection and delimitation performance were calculated and

valuated using the ratios of precision, recall and 𝐹𝑠𝑐𝑜𝑟𝑒. The general
efinition of these indices is as shown in Eqs. (4), (5) and (6) [32]:

𝑃 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(4)

𝑅 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(5)

𝐹𝑠𝑐𝑜𝑟𝑒 = 2 ⋅ 𝑃 ⋅ 𝑅
𝑃 + 𝑅

(6)

Where 𝑃 is the Precision value, 𝑅 is the Recall value, 𝑇𝑃 represents
the True Positives, 𝐹𝑃 the False Positives and 𝐹𝑁 the False Negatives.

When measuring detection performance, 𝑇𝑃 was considered to
be the number of manual slopes detected correctly by the automatic
algorithm, 𝐹𝑁 were manual slopes not detected using the point clouds,
while 𝐹𝑃 were slopes detected using the automated approach that had
no correspondence on real data. Thus, precision, recall and 𝐹𝑠𝑐𝑜𝑟𝑒 of the
detection phase are calculated using Eqs. (7)–(9).

𝑃𝐷𝑇 =
𝐷𝑇𝑡𝑝

𝐷𝑇𝑡𝑝 +𝐷𝑇𝑓𝑝
(7)

𝑅𝐷𝑇 =
𝐷𝑇𝑡𝑝

𝐷𝑇𝑡𝑝 +𝐷𝑇𝑓𝑛
(8)

𝐹𝑠𝑐𝑜𝑟𝑒(𝐷𝑇 ) = 2 ⋅
𝑃𝐷𝑇 ⋅ 𝑅𝐷𝑇
𝑃𝐷𝑇 + 𝑅𝐷𝑇

(9)

Where 𝑃𝐷𝑇 , 𝑅𝐷𝑇 and 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 ) are precision, recall and 𝐹𝑠𝑐𝑜𝑟𝑒 for the
detection case. 𝐷𝑇𝑡𝑝 (detection true positives) are the number of manual
slopes correctly detected, 𝐷𝑇𝑓𝑝 (detection false positives) are the num-
ber of automatic slopes that do not correspond to a manual detection
and 𝐷𝑇𝑓𝑛 (detection false negatives) are the number of manual slopes
not detected.

For the delimitation evaluation, the 𝑇𝑃 value represents the quan-
ity of slope surface automatically measured that matches the manually
elimited, the 𝐹𝑁 value is the area of the manual slopes not delimited,
nd the 𝐹𝑃 is the automatically delimited area that does not overlap
ith any manual area. Then, for the delimitation phase, precision,
ecall and 𝐹𝑠𝑐𝑜𝑟𝑒 are calculated as shown by Eqs. (10), (11) and (12):

𝑃𝐷𝐿 =
𝐷𝐿𝑡𝑝

𝐷𝐿𝑡𝑝 +𝐷𝐿𝑓𝑝
(10)

𝐷𝐿 =
𝐷𝐿𝑡𝑝

𝐷𝐿𝑡𝑝 +𝐷𝐿𝑓𝑛
(11)

𝑠𝑐𝑜𝑟𝑒(𝐷𝐿) = 2 ⋅
𝑃𝐷𝐿 ⋅ 𝑅𝐷𝐿
𝑃𝐷𝐿 + 𝑅𝐷𝐿

(12)

Where 𝑃𝐷𝐿, 𝑅𝐷𝐿 and 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝐿) are precision, recall and 𝐹𝑠𝑐𝑜𝑟𝑒 for the
delimitation case. 𝐷𝑇𝑡𝑝 (true positive delimitation) is the area of the
elimited slopes correctly detected, 𝐷𝐿𝑓𝑝 (false positive delimitation) is
he automatically detected surface that should not have been delimited
nd 𝐷𝐿𝑓𝑛 (false negative delimitation) is the area of the manual slopes
hat was not delimited.

. Case of study

.1. Selected road segments

Segments from the A55 and A52 highways, two roads of great
trategic value, located in the South of Galicia, Spain, were selected
s cases of study for the present work. The A55 connects the city of
igo with the industrial zone of Porriño and with Portugal, while the
52 acts as a link between the South of Galicia and the rest of Spain.
he selected locations had been previously studied in [26], where an
nventory of the slopes was obtained by analyzing public ALS data.
Available MLS data allowed for the analysis of a total of 28.61 km

rom which 21.94 km corresponded to the A52 and 6.67 km to the A55

Fig. 4).
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Fig. 4. Map showing the location of the studied segments from the A55 and A52.
p

.2. Available data

Point clouds from the lidar branch of the Spanish PNOA (Plan
Nacional de Ortofotografía Aérea) project were used as airborne laser
canner data. This project is managed and coordinated by the Instituto
eográfico Nacional [33], a publicly funded entity that is in charge
f the geospatial information of Spain. Point clouds are available in
he download center of the Centro Nacional de Información Geográfica
CNIG) [33]. Densities of these clouds range from 0.5 points/m2 to 4
oints/m2 with some exceptions that reach 14 points/m2. The Root
ean Square Error (RMSE) Z is of 0.2 m for any case. In our loca-
ions, the available clouds were of the lowest possible density of 0.5
oints/m2 and belonged to the most recent campaign, that took place
etween the years 2015 and 2016.
The Mobile Laser Scanner clouds were gathered using a custom
obile mapping system which integrates a lidar sensor (RIEGL VUX-
HA22) that is capable of 1.8 million measurements and 250 scan lines
er second. To perform the mapping process of the infrastructure, the
evice was mounted on the roof of a vehicle which was then used to
over the road segments previously indicated. For georeferencing these
louds, a set of proprietary software was used, coupled with the open
eal Time Positioning System of the IGN.

. Results

The selected locations were analyzed applying the described pro-
esses in Section 2. The objective of the algorithms were slopes with
t least 6 m of height and 40◦ of gradient. Regarding the cross-profile
istance, the ALS clouds were analyzed in [26] using a separation of
0 m, as this separation was deemed optimal in that study. The MLS
oint clouds were analyzed using this distance between profiles, and
lso 20 m and 1 m to check how this parameter affected performance.
able 2 shows the results obtained for each case.
Computing time was measured as well, presented as absolute pro-

essing time (Fig. 5) and as specific processing time per analyzed
ilometer (Fig. 6).
6

Table 2
Detection rates for both cases of study. ‘‘Det.’’ is for the number of detected slopes,
while ‘‘% of man.’’ is for the percentage of manually detected slopes automatically
detected.
Iteration A55 A52

Det. % of man. Det. % of man.

Manual 9 – 46 –

ALS-10 9 100 44 95.65
MLS-20 3 33.33 27 58.70
MLS-10 6 66.67 32 69.57
MLS-1 8 88.89 40 86.96

Table 3
For each case of study and profile separation, delimitation true positives (𝐷𝑇𝑡𝑝), false
negatives (𝐷𝑇𝑓𝑛) and false positives (𝐷𝑇𝑓𝑛) detected slopes.

Iter. A55 A52

𝐷𝑇𝑡𝑝 𝐷𝑇𝑓𝑛 𝐷𝑇𝑓𝑝 𝐷𝑇𝑡𝑝 𝐷𝑇𝑓𝑛 𝐷𝑇𝑓𝑝
ALS-10 9 0 0 43 3 0
MLS-20 3 6 0 27 19 0
MLS-10 6 3 0 32 14 0
MLS-1 8 1 2 40 6 1

The algorithms were written using Python 3.9 as the main program-
ming language, and were run on a machine that mounted an AMD
Ryzen 9 6900 HX as CPU and an NVIDIA GeForce GTX 3070 Ti Laptop
as GPU.

4.1. Detection performance

In Table 3, raw results obtained after the detection procedure are
resented, while Table 4 showcases the obtained values for precision
in detection (𝑃𝐷𝑇 ), recall in detection (𝑅𝐷𝑇 ) and 𝐹𝑠𝑐𝑜𝑟𝑒 in detection
(𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 )), after using the Eqs. (7), (8) and (9) over the data of
Table 3. The value of 𝑃 measures how many slopes of the total
𝐷𝑇
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Fig. 5. Processing time required for each study, in seconds.

Fig. 6. Relative processing time required for each case of study, in seconds per
kilometer.

Table 4
Metrics of detection performance for each case of study and profile separation. 𝑃𝐷𝑇
tands for precision in detection while 𝑅𝐷𝑇 stands for recall in detection. 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 ) is
he 𝐹𝑠𝑐𝑜𝑟𝑒 in detection.
Iter. A55 A52

𝑃𝐷𝑇 (%) 𝑅𝐷𝑇 (%) 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 ) 𝑃𝐷𝑇 (%) 𝑅𝐷𝑇 (%) 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 )

ALS-10 100 100 1.0000 100 93.48 0.9663
MLS-20 100 33.33 0.5000 100 58.70 0.7398
MLS-10 100 66.67 0.8000 100 69.57 0.8205
MLS-1 80 88.89 0.8421 97.56 86.97 0.9196

detected were slopes in reality, the value of 𝑅𝐷𝑇 measures how many of
the real slopes were retrieved, and 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 ) can be interpreted as the
percentage of correctly detected slopes found in the total of automatic
and manual slopes.

High precision is obtained in both cases of study, reaching 100% for
every case except for the MLS-1 iteration, where lower values of 80%
and 97.56% 𝑃𝐷𝑇 are obtained for the A55 and A52, respectively. In the
ALS case, 100% precision is achieved in both highways.

Regarding recall values, more slopes are detected as the separation
between profiles is diminished. When the largest separation −20 m- is
used, only a third of the slopes is detected in the A55 (𝑅𝐷𝑇 = 33.33%)
and around a 60% in the A52 (𝑅𝐷𝑇 = 58.70%), but improvement is
bserved as the distance between profiles is reduced. The best results
erived from the MLS clouds are obtained with a separation between
7

rofiles of 1 m, detecting 8 out of 9 slopes in the A55 (𝑅𝐷𝑇 = 88.89%)
Table 5
For each case of study and profile separation, true positive delimited area (𝐷𝐿𝑡𝑝), false
negative delimited area (𝐷𝐿𝑓𝑛) and false positive delimited area (𝐷𝐿𝑓𝑝).

Iter. A55 A52

𝐷𝐿𝑡𝑝 (m2) 𝐷𝐿𝑓𝑛 (m2) 𝐷𝐿𝑓𝑝 (m2) 𝐷𝐿𝑡𝑝 (m2) 𝐷𝐿𝑓𝑛 (m2) 𝐷𝐿𝑓𝑝 (m2)

ALS-10 8,241 5,559 4522 145,915 51,138 32,825
MLS-20 3,944 9,857 1,814 82,044 115,009 12,395
MLS-10 7,008 6,793 3,067 87,671 109,382 12,877
MLS-1 9,729 4,072 7,919 127,341 69,712 25,774

Table 6
For each case of study and profile separation, precision (𝑃𝐷𝐿), recall (𝑅𝐷𝐿) and 𝐹𝑠𝑐𝑜𝑟𝑒
of the delimitation process (𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝐿)).

Iter. A55 A52

𝑃𝐷𝐿 (%) 𝑅𝐷𝐿 (%) 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝐿) 𝑃𝐷𝐿 (%) 𝑅𝐷𝐿 (%) 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝐿)

ALS-10 64.57 59.72 0.6205 81.64 74.05 0.7766
MLS-20 68.50 28.58 0.4033 86.88 41.64 0.5629
MLS-10 69.56 50.78 0.5870 87.19 44.49 0.5892
MLS-1 55.13 70.50 0.6187 83.17 64.62 0.7273

and 40 out of 46 in the A52 (𝑅𝐷𝑇 = 86.97%). This comes at the expense
of false positives, 2 for the A55 and 1 for the A52. When ALS and MLS
results are compared, the aerial scanner wins in both highways, as it
detects 9 out of 9 slopes in the A55 (𝑅𝐷𝑇 = 100%) and 43 out of 46 in
the A52 (𝑅𝐷𝑇 = 93.48%).

Considering that the values of 𝑃𝐷𝑇 are similar on every case, the
alues of 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 ) mainly depend on 𝑅𝐷𝑇 . Therefore, the same trends
utlined for recall are true for 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 ): the best overall value is
btained for the case of ALS clouds (0.9663), while the best MLS
erformance is achieved for the 1 m separation case (0.9196).

.2. Delimitation performance

Performance evaluation of the delimitation task is conducted by
omparing the area of the automatically delimited slopes with that of
he manual slopes. The percentage of the automatic area that coin-
ides with the manual is the precision in delimitation (𝑃𝐷𝐿) and the
ercentage of the manual area that is recovered is represented by the
ecall in delimitation value (𝑅𝐷𝐿). The 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝐿) metric shows the
ercentage of the combination of automatic and manual areas that
s shared among both data sets. Table 5 shows the values obtained
after the area calculation process, conducted in the same manner as
in [26], using the GIS software QGIS. These values are then processed
using Eqs. (10)–(12) to calculate 𝑃𝐷𝐿, 𝑅𝐷𝐿 and 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝐿), respectively.
Table 6 shows the obtained values for these indices.

For the delimitation using the MLS clouds, the precision obtained in
the A55 highway is between 68.50% and 69.56% for the cases where no
false positive slopes are detected (MLS-20 and MLS-10). However, when
false positives appear, this metric drops to 55%. In terms of recall, it
increases when the distance between profile decreases, going from the
28.58% of the 20 m separation to a 70.50% with the 1 m separation.
𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝐿) also improves with the reduction of distance, reaching a
maximum of 0.6187 for the MLS-1 case. The behavior exhibited in the
A52 is no different, with a similar precision value for the MLS-20 and
MLS-10 cases (86.88 and 87.19%, respectively) and a drop for the MLS-
1 (83.17%) because of the detected false positive. For the recall, the
more the distance between profiles is reduced, the better the results,
going from a 41.64% to a 64.62%. The maximum 𝐹𝑠𝑐𝑜𝑟𝑒 is obtained
when the separation between profiles is 1 m, with a value of 0.7273.

The performance obtained using the MLS clouds comes very close
to that of the ALS method, but ultimately does not get as good results.
If the best cases are compared, in the A55 the MLS-1 𝐹𝑠𝑐𝑜𝑟𝑒 of 0.6187 is
slightly inferior to the 0.6205 of the ALS clouds, while in the A52 the
difference is greater, with a 0.7273 for the MLS and a 0.7766 for the
ALS.
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5. Discussion

In [26], near-road slopes were automatically detected and delimited
using open access lidar point cloud data. In the present article, we
wanted to expand the ideas presented there and test if MLS point clouds
could be used for the same task. Therefore, we adapted the algorithm
proposed on that article to process mobile lidar point clouds, more
dense and rich in detail. A direct comparison of the obtained results
shows how the detection performance on the ALS clouds is noticeably
better than that obtained with the MLS data, and that the delimitation
performance also does not increase in any way, as the 𝐹𝑠𝑐𝑜𝑟𝑒 (𝐷𝑇 ) metric
s very similar in both cases of study for the two types of data. The
ncrease in point density diminished the detection rate of the slopes,
oing down from 9 out of 9 – ALS – to 8 out of 9 – MLS – in the
55 and from 44 out of 46 – ALS – to 40 out of 46 – MLS – in the
52 (visit again Table 2). This reduction in performance can be mainly
xplained by the different points of view from which the point clouds
ere measured – aerial versus terrestrial – and by the assumptions
ade during the design and implementation of an heuristic algorithm
ike the one proposed.
We found of significance the comparison that can be made between

ur work and [22], where the authors detect embankments using lidar
EM’s as a data source — while embankments are not slopes, their
hape is fairly similar. Among 8 cases of study presented in that work,
he best overall performance was of a 94.0% precision and an 81.8 %
ecall for the detection task. For our MLS clouds, the best performance
s obtained for the case of the MLS-1 iteration: 𝑃𝐷𝑇 of 97.56% and an
𝐷𝑇 of 86.97% in the A52, and a 𝑃𝐷𝑇 = 80% and an 𝑅𝐷𝑇 = 88.89%
or the A55. As it is clearly seen, the results obtained in the A52 beat
hose of [22], while the numbers of the A55 case remain behind. In
ny case, both the MLS iteration and [22] perform worse than when
he ALS data is used.
Differences between the ALS and MLS point clouds can be observed

n terms of point cloud density and point of view (POV). The used
LS point clouds are a low density measurement of ground surface
btained using a scanner mounted on an airplane, this is, the terrain is
bserved from a zenithal perspective. The MLS clouds are, on the other
and, high density measurements obtained as the vehicle mounting
he scanner traverses the study zone. The difference in POV is of
ignificance in this study, as it is observed that the crest of the slope
s not correctly measured by the MLS, while the ALS is able to obtain
more complete depiction of the whole structure, despite having less
oints representing that reality. The crest zone usually remains partially
efined on the MLS clouds, as it is occluded by obstacles located
n lower levels of the face of the slope, such as trees or man-made
tructures. The used methodology and its successful implementation
ssume that a slope is defined, on each cross-profile, by two points: the
rest and the toe. If one of those is not correctly defined on the profile,
he algorithm will fail to recognize it as slope-belonging. This is the
ain reason why when comparing ALS and MLS results obtained using
he same cross-profile separation (10 m), less slopes are detected on
he MLS clouds. As the crest is partially occluded in the MLS clouds,
higher number of points must be sampled to find profiles where
he crest point is actually defined. This statement is confirmed by the
act that detection and delimitation quality increase when the distance
etween cross profiles is reduced (see Tables 4 and 6). The high point
loud density is not important for the proposed methodology, and only
ontributes to the increase in processing time, as it can be seen in Figs. 5
nd 6.
It is clear, then, that detection rates and delimitation performance

ot only do not improve when using high density MLS point clouds, but
lso get worse as the point cloud POV causes the crest point to remain
nmeasured in many occasions, thus reducing detection opportunities.
oint cloud density is not quite as important for the detection and
elimitation with the proposed algorithm, as it only really requires two
8

oints on the profile to perform this task. This suggests that the optimal
Fig. 7. Slope point cloud processed with the Discontinuity Set Extractor Tool. Different
colors represent different discontinuity families. Red discontinuous lines show some of
the places in the cloud where no points were measured, and thus no discontinuity
family was detected.

way of dealing with the detection and delimitation is to use ALS point
clouds, as the processing time is relatively short while offering better
results than those obtained using MLS data.

However, it is worth noting that the findings obtained in this
study cannot be extrapolated to other types of roads. While we have
concluded that ALS point clouds are better data sets for automating the
detection and delimitation of slopes in highways, we can only apply this
statement to that kind of environments, as no other types were studied
in the present investigation. The conclusions should not be extrapolated
to secondary or urban roads, since no experiments were conducted to
verify if ALS still offers better detection results for roads of smaller
capacity.

As a final observation, we would like to point out that the type
of clouds used in this study cannot be integrated in the workflow for
stability evaluation of slopes. Several works [23–25] have showcased
how useful point clouds can be for the geometrical characterization of
slopes, even partially automating the process. The point clouds used
on those investigations were highly detailed data sets obtained using
several scanning positions, resulting on a point cloud with no occlusions
or shadowy areas. As for the clouds used in this study, none of them
are usable to perform automatic discontinuity set extraction over them.
The ALS clouds do not offer enough points to even try the tool over
them, while the MLS clouds, which do have enough points available,
cannot be used because of limitations derived from the point of view
of the scanner. Upper zones of the slopes remain unmeasured, with
no points defining them (as an example, see Fig. 7), hence resulting
on an incomplete geometrical definition of the families of the slope,
precluding, as a consequence, its stability evaluation.

6. Conclusions

The purpose of this investigation was to evaluate how Mobile Laser
Scanner point clouds could facilitate the surveillance operation of near-
road safety-critical slopes. This evaluation was performed using MLS
and ALS clouds to study the same segment of a spanish highway, for
then directly comparing the obtained results. More slopes were detected
and were more accurately delimited when using the ALS data sets than
when point clouds came from MLS scans. This can be explained because
in the MLS data sets the slopes are not correctly captured by the laser
scanner; occlusions generated because of the from-ground point of view
of the MLS scanner often reduced the overall quality of the MLS cloud.

These facts drive to the conclusion that open data ALS point clouds
are, right now, preferable data sources for the detection and delim-

itation of near-road slopes, as MLS data sets, while highly detailed,
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provide no advantage to the detection of massive structures. However,
this data sets remain useful for other tasks, such as signage inventory
or crack detection. Minding the results presented in this article, we
recommend using ALS point cloud data for easily building a slope
inventory data set, and to use it to design an efficient characterization
campaign of the slopes that would need to involve a more detailed in
situ analysis of its structure.

7. Future work

Lastly, we would like to signal towards two interesting lines of
research that would continue the showcased investigation. For the first,
it is worth noting that no deep learning techniques were applied to
process any of the available data sets. However, these techniques have
provided remarkably good results in different areas of knowledge, and
their convenience and performance when introduced into the field of
slope monitoring tasks should be evaluated. Neural networks could be
specially useful when deployed as a tool for improving the delimita-
tion of the slopes, the weakest point of the deterministic approaches
evaluated in this article. The other area where new research should be
focused on is the study of how other sensors, different from lidar, can
contribute in the stability assessment process. Data about the type of
rock or the amount of water flow, among other parameters, is needed to
evaluate the stability of a slope, and such kind of data is not obtainable
using laser scanners. Investigation should be conducted in order to find
out if other types of sensors, such as RGB, or time-of-flight cameras, can
measure relevant properties of the slopes, this way advancing towards
a more automated and accurate slope stability assessment process.
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