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Abstract—Automatic classification of news articles is a relevant 
problem due to the large amount of news generated every day, 
so it is crucial that these news are classified to allow for users 
to access to information of interest quickly and effectively. On 
the one hand, traditional classification systems represent 
documents as bag-of-words (BoW), which are oblivious to two 
problems of language: synonymy and polysemy. On the other 
hand, several authors propose the use of a bag-of-concepts 
(BoC) representation of documents, which tackles synonymy 
and polysemy. This paper shows the benefits of using a hybrid 
representation of documents to the classification of textual 
news, leveraging the advantages of both approaches—the 
traditional BoW representation and a BoC approach based on 
Wikipedia knowledge. To evaluate the proposal, we used three 
of the most relevant algorithms in the state-of-the art—SVM, 
Random Forest and Naïve Bayes—and two corpora: the 
Reuters-21578 corpus and a purpose-built corpus, Reuters-
27000. Results obtained show that the performance of the 
classification algorithm depends on the dataset used, and also 
demonstrate that the enrichment of the BoW representation 
with the concepts extracted from documents through the 
semantic annotator adds useful information to the classifier 
and improves their performance. Experiments conducted show 
performance increases up to 4.12% when classifying the 
Reuters-21578 corpus with the SVM algorithm and up to 
49.35% when classifying the corpus Reuters-27000 with the 
Random Forest algorithm. 

Keywords-news classification; bag-of-concepts; bag-of-
words; hybrid model; Wikipedia Miner; document representation 

I.�  INTRODUCTION

The information and communication society entails the 
existence of huge amounts of information distributed across 
and along the Internet. That information is being 
continuously created by a lot of sources. Besides, the 
demand of information by users is growing day by day, 
which makes necessary and essential to automate the 
ordering of information. The automatic classification of text 
documents into a predefined set of categories is a field that 
has a large number of applications and provides a solution to 
the problem presented above. Among these applications, we 
can include: the classification of books by theme, genre, or 
subject; the classification of online educational resources into 
their subject area or educational level; the classification of 
blogs by their topic; and the classification of textual news in 
its proper category. The huge amount of existing sources 
generates immense lots of daily news, so, it is necessary that 

that news can be organized or categorized into a finite set of 
categories, in such a way that it allows an easy, quick, and 
efficient access to those that are of interest— i.e. it is crucial 
that these news are classified. 

Automatic text classification uses supervised machine 
learning techniques. First, the classification algorithm is 
selected— there are many classification algorithms, being 
the most relevant in the state of the art k-Nearest Neighbor, 
Decision Tree, Neural Networks, Bayes, Random Forest, and 
Support Vector Machines [1]. Next, the training sequence is 
selected—a set of examples whose category is known, which 
serves to train the classifier. Finally, the algorithm receives a 
test sequence— a set of documents whose category is 
unknown—so that it may predict the most appropriate 
category where to classify each document, making use of 
what was learnt in the training phase. 

Natural Language Processing (NLP) techniques represent 
documents based on features contained in them, such as the 
structure of the document itself, the words that it comprises, 
or the frequency of these in the text [2]. Automatic 
classification of documents makes use of these techniques, 
so that a classifier can predict to which category a given 
document belongs to simply on the basis of some features of 
the aforesaid. Although there are numerous representations, 
the most commonly used is VSM (Vector Space Model) [3], 
in which each document belonging to a collection is 
represented as a point in space, commonly using as weights 
the frequency of occurrence of words. This representation is 
known as bag-of-words, begin a bag—or multiset—a set of 
elements that can occur several times. Thus, using this 
model, a document is represented by a set of words and the 
frequency of occurrence of these in the text. This model does 
not tackle two common problems language: synonymy and 
polysemy [4], [5], [6], [7]. The problem of synonymy means 
that synonyms are not unified, whereas the problem of 
polysemy means that a word can have several meanings. 

In order to solve the problems introduced by synonymy 
and polysemy, some authors have proposed a concept-based 
document representation, defining the concept as “unit of 
meaning” [7], [8]. Following this model, documents are 
represented by a weighted bag-of-concepts. By definition, 
the concepts are not ambiguous, so that they eliminate the 
problems introduced by synonymy and polysemy, providing 
promising results in text classification tasks [9]. 

In the literature, there are several proposals for creating 
BoC document representations, and different ways to 
represent a concept, such as Latent Semantic Analysis (LSA) 
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[10], Explicit Semantic Analysis (ESA) [11], or the use of 
semantic annotators. A semantic annotator is a software 
agent that is responsible for extracting the concepts that 
define a document, linking these concepts with entries from 
external sources such as Wikipedia. Semantic annotators also 
perform word sense disambiguation—thus tackling 
synonymy and polysemy—and they assign a weight to each 
extracted concept in accordance with their relevance in the 
text. In order to leverage the advantages of both—bag-of-
words and bag-of-concepts—representations, several authors 
indicate that the use of a combination of both approaches 
improves the performance of classification tasks [9], [12], 
[13]. 

We consider that exist a research gap in the application of 
a hybrid representation of documents—that combines the 
benefits of the traditional BoW approach and the benefits of 
a BoC representation that leverages Wikipedia knowledge— 
to create a classifier of textual news. In order to create the 
BoC representation of documents, a semantic annotator is 
used. This article aims at bridging this gap by designing, 
developing and evaluating an automatic system that 
classifies online text news using machine learning techniques 
and that follows the hybrid BoW-BoC paradigm proposed to 
represent the documents. The evaluation of the system was 
performed by conducting several empirical experiments with 
three of the most relevant algorithms in the state of the art—
SVM, Random Forest and Naïve Bayes—and two corpora: 
Reuters21578 corpus and a purpose-built corpus that 
comprises news of the Reuters agency, hereinafter called 
Reuters-27000. 

The rest of the paper is organized as follows: the next 
section conducts a review of the state of the art; Section III 
presents some background about the algorithms, metrics and 
the semantic annotator used. Section IV defines the hybrid 
representation of documents proposed. Section V describes 
the corpora used, the experiments conducted, and shows the 
results obtained. Section VI discusses the results, and finally, 
Section VII presents the conclusions obtained and the 
proposals for future work. 

II.� LITERATURE REVIEW

On the one hand, there are several works that use 
different automatic classification algorithms to classify 
online news. Examples of this are the work by Chee-Hong et 
al. [14], which proposes a classification system that provides 
good results in classification tasks through the use of the 
SVM algorithm, or the one by Selamat et al. [15], which 
presents an approach for online news classification using 
Neural Networks that reports acceptable levels or accuracy in 
datasets composed of sports news. 

On the other hand, the literature hosts some works about 
classification of textual documents that indicate that the use 
of a combination of BoW and BoC approaches improves the 
performance of classification tasks. Although this works are 
not specifically about the use of a hybrid BoW-BoC 
representation of documents to classify online textual news, 
they use—among other corpora—several variations of the 
corpus Reuters-21578 to test the approaches proposed. 
Examples of this are the work proposed by Cai and 

Hoffmann [12], where the authors employ LSA to extract 
concepts from documents and combine both BoC and BoW 
representations to train and test an AdaBoost classifier, or the 
one by Sahlgren and Cöster [9], which proposes a 
combination of words and concepts extracted by Random 
Indexing to train and test an SVM algorithm. 

III.� BACKGROUND

A.� Classification Algorithms
We made use of Python Scikit-learn library [16]. For the

classification of the corpora we used several algorithms in 
order to observe which one performs the best for each 
corpus: Linear Support Vector Machines [17], Random 
Forest [18] and Naïve Bayes [19]. The three algorithms were 
used with Scikit-learn implementation default parameters. 

B.� Evaluating Metrics
To evaluate our research, we used the following set of

metrics: Precision, Recall [20], [21], [22], and their 
combination, the F1-score [22]. 

C. Semantic Annotator: Wikipedia Miner Algorithm

Figure  1. Automatic extraction of concepts through Wikipedia Miner [23] 

In order to create the BoC representations of documents, 
we have opted to use a semantic annotator, in particular the 
algorithm proposed by Milne and Witten [23]. This 



algorithm uses NLP techniques, machine learning, and data 
mining in Wikipedia. The functioning of the algorithm is 
based on three steps. 

First step is candidate selection. Given a text document 
that comprises a set of n-grams—being an n-gram a 
continuous sequence of n words—the algorithm queries a 
vocabulary that contains all the anchor texts of Wikipedia to 
check if any of the n-grams are present in the vocabulary. 
Thus, the more relevant candidates (n-grams) are those that 
are used most often as anchor texts in Wikipedia. The next 
step is disambiguation. Given the vocabulary of anchor texts, 
the algorithm selects the most probable target for each of the 
candidates. This process is based on machine learning, using 
as training sequence Wikipedia articles, which contain good 
examples of disambiguation done manually. Disambiguation 
is performed based on two factors: the relationship with 
other unambiguous terms of the context, and how common is 
the relationship between an anchor text and the target 
Wikipedia article. The third and final step is link detection, 
which consists in measuring the relevance of each of the 
concepts extracted from the text. To this end, machine 
learning techniques are used again, using as training 
sequence Wikipedia articles, since each of them is an 
example of what constitutes a relevant link and what does 
not. Fig. 1 shows graphically the process of obtaining the 
BoC representation of a text document—being each concept 
a Wikipedia article—from a text document. 

IV.� HYBRID DOCUMENT REPRESENTATION

In a similar way to Salton et al. [3] 

A.� Bag-of-Concepts Document Representation
Definition 1. The domain of features—concepts—is

defined as 
CF = {cf1,cf2,...,cf|CF|} 

Being each ����a Wikipedia article. 
Definition 2. A document represented as a BoC, BoC_di, 

is defined as 
BoC_di = (cwi1,cwi2,...,cwi|CF|) 

Being cwik the weight or relevance of the concept cfk in 
the vector BoC_di. In order to extract the features—
concepts—we make use of Wikipedia Miner algorithm [23], 
which allows for obtaining the BoC representation of a 
document from its text. 

B.� Bag-of-Words Document Representation
Definition 3. The domain of features—words—is

defined as 

WF = {wf1,wf2,...,wf|WF|} 

And it is composed of the set of all words in corpus—wfk 
represents a word—excepting stop words an applying 
previously the stemming algorithm of Porter [24]. 

Definition 4. A document represented as a BoW, 
BoW_di, is defined as 

BoW_di = (wwi1,wwi2,...,wwi|WF|) 

being wwik the weight—frequency of occurrence—of the 
word wfk in the vector. 

C.� Hybrid Document Representation
Definition 5. The combined BoW and BoC

representation of a document di is defined as 

    di = BoW_di  + BoC_di  = (wwi1,...,wwi|WF|, cwi1,...,cwi|CF|)  

V.� EXPERIMENTS AND RESULTS

In this section we present the datasets used to verify the 
performance of the proposed approach, the experiments 
conducted, and the results obtained.  

A.� Datasets
Reuters-21578: Reuters-21578 [26] comprises 21,578

Reuters news classified into one or more of 60 categories 
available. After removing from the corpus those elements 
belonging to more than one category, the resulting corpus 
comprises 9,496 documents, divided in a training sequence 
of 7,597 documents and a test sequence that comprises 
1,899 documents. 

Reuters-27000: Reuters-27000 is a corpus that we 
expressly created for the evaluation of the proposal 
presented in this paper. We first downloaded from Reuters 
website 27,000 random news articles (HTML webpages) 
classified under each one of the following categories: 
Health, Art, Politics, Sports, Science, Technology, 
Economy, and Business. Next, we extracted from each 
article the title, the body and the category to which it 
belongs to and stored them in or database. As a results—
after removing duplicates—we obtained a corpus that 
comprises 23,863 documents that we randomly split in a 
training sequence that comprises 14,356 documents and a 
test sequence composed of 9,507 documents. 

B.� Experimental Settings
The approach presented consists in the classification of

the two corpora of news defined in Section V-A using the 
three classification algorithms—linear SVM, Random 
Forest and Naïve Bayes—presented in Section III-A and the 
hybrid BoW-BoC document representation of documents 
proposed in Section IV, to later compare the performance 
obtained with the performance of the classifiers when using 
only the traditional BoW representation. 

First, it was necessary to obtain the BoW, BoC and 
hybrid representations of each document in the corpora 
following the definitions of Section IV. In order to create 
the BoW representation of a document, first we filter the 
stop words, then we applied the Porter stemmer [24] and 
finally we calculate the frequency of occurrence of stemmed 
words. To create the BoC representation of documents, we 
used the Wikipedia Miner semantic annotator [23], 
described in 



Figure 2. Classifier and the hybrid representation proposed. 

Section III-C. Finally, to create the hybrid document 
representation—according to definition 5—we enriched the 
BoW representation of each document with the concepts 
extracted from it. 

Having obtained the BoC, BoW and hybrid 
representation of each document, we proceeded to train and 
test the three classification algorithms. Fig. 2 shows 
graphically the whole approach proposed. 

For the sake of temporal and computational efficiency, to 
obtain preliminary results that allow us to get an idea of the 
performance of the proposed system, the experiments have 
been performed on subsets of the corpora. We randomly 
selected training sequences of length 5, 10, 20, 50, 100, 200, 
500, 1,000, 2,000 and 5,000 elements, and as test sequences 
we selected 1,899 and 1,600 random elements for Reuters-
21578 and Reuters-27000 respectively. 

C.� Results
Table I shows the evolution of the F1-score for the

BoW, BoC and hybrid document representations when 
varying the length of the training sequence in Reuters-21578 
corpus for the SVM, Random Forest and Naïve Bayes 
algorithms respectively.  

Table II shows the evolution of the F1-score for the 
BoW, BoC and hybrid document representations when 
varying the length of the training sequence in Reuters-27000 
corpus for the SVM, Random Forest and Naïve Bayes 
algorithms respectively. 

VI.� DISCUSSION

Table I clearly shows that the SVM algorithm offers the 
best performance for the three representations, then we 
consider this algorithm as the most suitable for the 
classification of the Reuters-21587 corpus. Besides, the 
performance of the hybrid approach is equal or greater than 
the performance of the BoW approach for almost every 
training sequence length, achieving increases of 
performance up to 4.21% with the largest training sequence. 
It means that the features—in this case concepts—used to 
enrich the BoW representation add information, which is 
useful for the classifier. 

Regarding to Reuters-27000 corpus (Table II)—and 
unlike in the Reuters-21578 corpus—it is not easy to 
determine at first glance which algorithm performs better. 
Although the higher performance value is obtained with the 
Naïve Bayes algorithm—with a F1-score of 84.9%—the 
algorithm that offers a higher average performance 
improvement— with respect to the performance of the 
traditional BoW approach—is Random Forest, with an 
average performance improvement of 9.35%. Then we 
consider this algorithm as the most suitable for the 
classification of the Reuters-27000 corpus. Besides, the 
performance of the hybrid approach is greater than the 
performance of the BoW approach for every training 
sequence length for the SVM and Random Forest 
algorithms, and for almost every training sequence length 
for the Naïve Bayes algorithm, achieving performance 
increases up to 1.56%, 49.35%, and 1.83% respectively. 

On the one hand, the aforementioned results clearly 
show that the enrichment of the BoW representation with 
the concepts extracted from documents through the 
Wikipedia Miner semantic annotator adds useful 
information to the classifier and improve their performance. 
This is in line with the works by Sahlgren and Cöster [9], 
Cai and Hofmann [12] and Huang et al. [13], which indicate 
that the use of a combination of both approaches—BoW and 
BoC—improves the performance of classification tasks. 

On the other hand, and in the same way as King et al. 
[27], the performance of the classification algorithms 
depends critically on the dataset and on the features of the 
dataset, so there is no single best algorithm. 
Notwithstanding, the work proposed by Caruana et al. [28] 
states that Random Forest performs better than other 
algorithms such as SVM and Naïve Bayes with high-
dimensional data, which is consistent with the results 
obtained in our work, where the dimensionality of Reuters-
27000 corpus is three-times higher than the dimensionality 
of Reuters-21578 corpus. 

VII.� CONCLUSIONS

The study presented in this paper attempts to provide 
solutions aimed at increasing the performance of automatic 
news classification systems. To that end, we present an 
automatic online news classification system using three of 
the most relevant algorithms in the state-of-the art—SVM, 
Random Forest and Naïve Bayes—and a hybrid 
representation of documents that leverages the advantages 
of the traditional BoW paradigm and a BoC approach based 
on Wikipedia knowledge. 

On the one hand, results obtained show that the 
performance of the classification algorithm depends on the 
dataset used and on their features, so there is no best 
algorithm, being SVM the most suitable for classify the 
corpus Reuters-21578 and Random Forest the most 
appropriate to classify the Reuters27000 corpus. 



On the other hand, results also demonstrate that the 
enrichment of the BoW representation with the concepts 
extracted from documents through the Wikipedia Miner 
semantic annotator adds useful information to the classifier 
and improves their performance. Experiments conducted 

show performance increases up to 4.21% when classifying 
the Reuters-21578 corpus with the SVM algorithm and up to 
49.35% when classifying the corpus Reuters-27000 with the 
Random Forest algorithm. 

TABLE I. PERFORMANCE OF THE THREE ALGORITHMS IN THE REUTERS-21578 CORPUS FOR THE BOC, BOW AND HYBRID REPRESENTATIONS. 
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TABLE II. PERFORMANCE OF THE THREE ALGORITHMS IN THE REUTERS-27000 CORPUS FOR THE BOC, BOW AND HYBRID REPRESENTATIONS. 
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